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Abstract 
 

Face recognition is an effective tool in the biometric human recognition system. In this competitive world, several techniques and sys-

tems are emerging to satisfy the needs of the face recognition system’s performance. To obtain the high-performance ratio novel tech-

niques are combined and created a new face recognition system. Spatial domain techniques like Gray averaging technique, Location 

averaging technique and Intensity’s position estimation technique are united with frequency domain technique like Discrete Cosine 

Transform. Intensity’s position estimation is a novel feature extraction and classification technique proposed in this work. Three standard 

face databases are tested using this system. Accuracy and runtime are major parameters used to validate the obtained results. The maxi-

mum accuracy rate of about 86% is obtained.     
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1. Introduction 

Face recognition [2, 3] plays a major role in human authentication 

for security issues [4, 6]. Several novel techniques are arising 

every day to solve the errors in face recognition system [7, 8, and 

9]. This work deals with pose variation problem in face images 

and to solve it techniques are proposed.  This face recognition 

system consists of the test image and database images both are 

same in size and different in the pose. This system flows through 

Gray averaging technique, Location averaging technique, Discrete 

cosine transform and Intensity’s position estimation.  

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 1.1: Face recognition 

 
Three different set of standard face databases are used in this Face 

recognition system and the overall process is shown in Fig.1.1. 

The rest of this paper is organized as 2.Gray averaging technique, 

3.Location averaging technique, 4.Discrete cosine transform, 

5.Intensity’s position estimation, 6.Results and discussions, 

7.Conclusions and References. 

2. Gray Averaging Technique 

This technique is applied to find the difference between maximum 

gray scale value (256) and image intensity value. Hence it is rep-

resenting the difference, between the model image x and d (d=256 

it denotes 256 shades of gray), and it gives the result as y. Then 

the differences of values are found between the x and y according 

to the Eq. 2.1.The final result is denoted as S. A model example of 

Gray – Averaging technique is shown in Fig.2.1. The results of 

this technique are called as Gray averaged database images and 

Gray averaged test image. 

 

y=256-x; d=256; x=image 

 

S= 2 / d   …                                                       (Eq.2.1) 

 
25 23 72 

45 12 120 

100 200 90 

231 233 184 

211 244 136 

156 56 166 

0.8047 0.8203 0.4375 

0.6484 0.9063 0.0625 

0.2188 0.5625 0.2969 

Fig 2.1: Gray – Averaging technique 
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3. Location Averaging Technique 

The location averaging technique [5] is an averaging process that 

transforms an image into its column vector size. It is useful for 

feature reduction and recognition. The cell elements (Ckt) (intensi-

ty values) of the image and its corresponding location values are 

multiplied together, and then divided by its column size (Cs), 

hence it results in the Location averaged value of the Cell (Xkt). 

Location averaged value of the Cell (Xkt) (Eq.3.1) is found for all 

the elements in an image after that add all the Xkt present in each 

row and divide it by the column size (Cs).It results in Location 

averaged value of the row (Yk) (Eq.3.2). For example in an image, 

the first row elements are transformed into single element called 

location averaged value of the first row (Y1) and this procedure is 

similarly followed for all the rows. At the end all the row’s Loca-

tion averaged values are collected in a single column vector. 

Hence, an image is transformed into the vector. A model image’s 

matrix is tested using Location averaging technique and is shown 

in Fig 3.1.   

 

Xkt = (Ckt*Lkt)/Cs            … (Eq.3.1) 

 

Yk = (Xk1+Xk2+Xk3+...+XkN)/Cs    … (Eq.3.2) 

 

Y (k=1) = (X11+X12+X13+...+X1N)/Cs       ;       Here k=1; t=1 to N 

 

 [Y1 

Location averaged value for ‘N’ Rows    =… 

YN]  

Ckt – Cell value (Intensity value)  

Lkt – Cell Location value; Cs – Column Size 

k – Row; t – Column; N – Last element  

Xkt – Location averaged value of the Cell;  

Yk – Location averaged value of the Row 

Y1 –Location averaged value of the First Row;  

YN – Location averaged value of the ‘Nth’ Row 

The Gray averaging results are given as input to the Location av-

eraging technique and its results are called as Location averaged 

database images and Location averaged test image.  . 

 

 
Fig.3.1: Location Averaging Technique 

4. Discrete Cosine Transform (DCT) 

The cosine based basic functions [1] are applied on the Location 

averaged test and database images. DCT (Eq.4.1) transforms a 

signal to frequency domain from its original spatial domain repre-

sentation. For images, most of the energy values are dominated in 

the lower frequency spectrum, so while transforming the image, 

higher frequency coefficients are not given priority and the lower 

frequency coefficients are taken into account. So here the amount 

of data needs to describe is reduced, without sacrificing the quality. 

  

Ym,n = i,j cos cos  ; …   (Eq.4.1) 

0 ≤ m ≤ N-1; 0 ≤ n ≤ N-1 

 

The cosine based functions results are named as Location aver-

aged cosine database images and Location averaged cosine test 

image. 

5. Intensity’s Position Estimation 

Here the intensity values of the images are sorted by descending 

and ascending order, the positions of (Location) the descending 

and ascending order intensity values are noted. The positions of 

(Location) sorted, descending and ascending order intensity values 

of the images are compared for recognition. A model demonstra-

tion of Intensity’s position estimation technique is shown in 

Fig.5.1.It contains model Database images (Fig.5.1 (a)) and model 

Test image (Fig.5.1 (b)). The comparison takes place between the 

images ascending order intensity’s position values (Fig 5.1 (f) (h)) 

and between the images descending order intensity’s position 

values (Fig 5.1 (d) (g)). While comparing the two images position 

values similarity must be found (Fig 5.1 (i) (j)). If both the images 

position values are same it is marked as ‘1’if not it is marked as 

‘0’. Then the number of one’s is summed and the maximum 

summed value gives the correct matching. From the Model 

demonstration, shown in Fig.5.1, the maximum summed value is 

‘3’. It shows that the model test image (Fig.5.1 (b)) is matched 

with the 1st 1D vector i.e. 1st image of the model database images 

(Fig.5.1 (a)). The Intensity’s position estimation technique is ap-

plied to the Location averaged cosine database images and Loca-

tion averaged cosine test image. The maximum summed values 

obtained between the Location averaged cosine database images 

give the correct matching of database image with the test image.  

6. Results and Discussions 

This Face recognition system is tested on three standard face data-

bases they are,  Libor Spacek's face database (150 Subjects) [10], 

Georgia tech face database (50 Subjects) [11] and VIT RA data-

base (15 Subjects – VIT University, Chennai Cam-

pus, Ph.D. scholars face images collected in my Research cabin). 

The Face recognition results are shown in Fig .6.1 and Table 6.1. 

The Table 6.1 explains that the maximum Accuracy of about 86% 

is achieved for Georgia tech face database even though it has big-

ger size image. The minimum Average runtime is about 1.058113 

sec achieved for VIT RA face database; Libor Spacek's face data-

base yields 83.33% accuracy in 2.438268 sec Average runtime. 

The maximum Average runtime of about 4.451159 sec is pro-

duced for Georgia tech face database. From the obtained values it 

is clear that the size of the image is not affecting the accuracy but 

affecting the runtime. So the larger size images also give perfect 

accuracy. This system can work with all sizes of images, and the 

image sizes of the databases are mentioned in Table 6.1.  
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Fig.5.1: Intensity’s position estimation technique 
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 (a)Test Image                                   (b) Database Image (Matched Image) 

Fig 6.1.1: Libor Spacek's face database face recognition results 

 

 
 (a)Test Image                                   (b) Database Image (Matched Image) 

Fig 6.1.2: Georgia tech face database face recognition results 

 

 
(a)Test Image   (b) Database Image (Matched Image) 

Fig 6.1.3: VIT RA face database face recognition results 

Fig 6.1: Face Recognition Results 

 
Table 6.1: Face Recognition Results 

S. 

No 

Parameter Database 

Libor 

Spacek's 

face data-
base 

(150  

Subjects) 

Georgia 

tech face 

database 
(50  

Subjects) 

VIT RA 

Face data-

base 
(15  

Subjects) 

1 Input Image size 180X200 640X480 90X110 

2 Face Recognized 

(Accuracy) (%) 

83.33 86 73.33 

3 Face Not  

Recognized (%) 

16.66 14 26.66 

4 Average Runtime 

(Sec) 

2.438268 4.451159 1.058113 

7. Conclusions 

This proposed work is concentrated on the pose variation prob-

lems of the Face images. The same size images are compared 

together for perfect matching. The three different face databases 

have different pose varied face images and it gives effective re-

sults. The maximum accuracies of about 86% and 83.33% are 

achieved with the minimum average runtime. The larger size and 

smaller size images are tested using this system and it proved that 

this system can work for all sizes of images.     
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