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Abstract ing the Mean Time To Failure (MTTF) due to aging mechanisms.

Processors progressively age during their service life due toThe value of such MTTF is typically multiple times the expected

- . . service life of a processor, since one should expect that only a
normal workload activity. Such aging results in gradually slower negligible fraction of processors will fail during their service life
circuits. Anticipating this fact, designers add timing guardbands gig P 9 :

The authors propose voltage, frequency, and microarchitectural
to processors, so that processors last for a number of years. As a prop g g Y

; . . R, adaptations to attain the required MTTF more cost-effectively.
result, aging has important design and cost implications. Our goal is to understand how critical path delays increase due
To address this problem, this paper shows how to hide the ef: g P Y

: . - to agingduring the service lifef the processor, and then use in-
fects of aging and how to slow it down. Our framework is called - . .
. . . : : L expensive techniques to reduce the performance degradation. The
Facelift It hides aging through aging-driven application schedul-

. ’ . .~ _most relevant work that we are aware of is that of Ramakriskbhan
ing. It slows down aging by applying voltage changes at key times

— it uses a non-linear optimization algorithm to carefully bal- al. [22], Abellaet al.[1], and Shinet al. [26]. Their idea s to dy-

. . namically set the transistors to a logic value that “undoes” some
ance the impact of voltage changes on the aging rate and on the Y g

o . . ) of the aging process — during periods when this does not dis-
critical path delays. Moreover, Facelift can gainfully configure . . . . .
. o . - g rupt processor execution. While their techniques are effective and
the chip for a short service life. Simulation results indicate that

Facelift leads to more cost-effective multicores. We can take atlransparent to software layers, if they are applied widely across

multicore designed for a 7-year service life and, by hiding andprocessor structures, they are likely to be intrusive to the proces-
slowing down aging, enable it to run, on averag;e at a 14-15%°" design and may have performance implications. Ideally, we

. S e ) would like approaches that do not affect processor internals.
higher frequency during its whole service life. Alternatively, we In practice. aqina depends exoonentially on hiah-level param-
can design the multicore for a 5 to 7-month service life and still P » aging dep P y g P

. eters that can be easily manipulated — supply voltage)( tem-
use it for 7 years. perature T), and threshold voltagd). Small changes to these
1 Introduction parameters at key times in the processor’s service life can have
major effects without requiring intrusive designs.

The challenges of ensuring the reliability of upcoming, deep  Using this general approach, this paper contributes with a
sub-micron hardware have spurred interest in the fact that procesramework of techniques to (i) hide the effects of aging in a mul-
sors age or wear-out while executing their normal workloads [7].ticore, (ii) slow down aging, and (jii) gainfully configure the chip
In particular, the maximum frequency that a processor can delivefor a short service life. We call our framewoBacelift A sec-
decreases slowly and gradually with time [4]. ond contribution is to show how the shorter guardband enabled

Two major mechanisms that induce progressive slowdown inhy Facelift can be used to either (i) design a less refined version
processors are Negative Bias Temperature Instability (NBTI) anchf the processor or (i) clock the processor at a higher frequency.
Hot-Carrier Injection (HCI) [4]. Roughly speaking, these effects  Facelift hides the effects of aging in a multicore by steering
are due to stresses induced on transistors by the normal, contifigh-T jobs to the fast cores and loW-ones to the slow cores.
uous movement of charges. At the macroscopic level, these ekeeping the slow cores cooler enables the chip to appear to age
fects manifest as gradually slower transistors and, hence, gradyess. Facelift slows down aging by making small, chip-wide
ally slower critical paths. changes td/z4 or V; at key times — using a non-linear optimiza-

Anticipating this fact, processor designers add timing guard-jon algorithm to carefully balance the impact of the changes on
bands to their designs [3]. The goal of guardbands is to absorkhe aging rate and on the critical path delays. Finally, Facelift con-
any increase in critical path delay during the processor’s servicgigures a chip for a short service life by “shifting” performance
life, and avert any timing error. Anecdotal evidence suggests thafrom the unused lifetime portion to the used one.
current processors include a guardband to last for 7-10 years. Simulation results indicate that the Facelift techniques lead to
Clearly, the aging process has important implications on the demore cost-effective multicore designs. We can take a multicore
sign and cost of processors. designed for a 7-year service life and, by hiding and slowing down

While aging or wearout has been extensively studied at the d(:.‘agmgl enable it to run, on average, at a 14—-15% higher frequency
vice level, there is relatively little work at the architecture or sys- during its whole service life. Alternatively, we can design the
tem level. Specifically, Srinivasaet al.[29, 30] focus on model-  multicore for a 5 to 7-month service life and still use it for 7
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ground; Section 3 discusses the impact of aging on architecture; When logic input 1 is applied to the gat&,t = 0), the tran-

Section 4 presents the techniques to hide and slow down agingjstor turns off, and H atoms diffuse back, eliminating some of

and configure for a short service life; Sections 5 and 6 evaluat¢he traps. This process is called tRecoveryphase. The final in-

Facelift; and Section 7 discusses related work. crease ol; after considering both the stress and recovery phases
is [36]:

2 Background

During a processor's normal, failure-free use, semiconductor- AVi = AVistress X (L= /0 X bree/(batress + trec)) - (3)
level mechanisms gradually cause devices to become slower. Afneret,., is the time under recovery angs a constant equal to
the macroscopic level, this results in critical paths in the procesq 35
sor gradually and slowly taking longer — an important part of a
process that is popularly known as wearout or aging [4]. To tacklez'2 HCI
this effect, processor designers add timing guardbands to their de- In HCI, electrons accelerated in the electric field of the chan-
signs [3], so that any increased critical path delays during a pron€l collide with the gate oxide interface. The collision creates
cessor’s expected service life can be absorbed by the guardbar@lectron-hole pairs. Energetic electrons — referred to as “hot”
Informal observations indicate that current processors include a— get trapped in the gate oxide layer, causing an increase in
guardband to last for 7-10 years, and possibly less for mobile deV: [31]. Hot-carrier induced degradation mainly affects NMOS
vices. transistors. Moreover, since hot electrons are generated during

According to Bernsteiet al. [4], the two key mechanisms that logic transitions, the impact of HCI is directly proportional to the
increase the delay of transistors during their normal, failure-freeswitching frequency. The increase g with time is empirically
operation are Negative Bias Temperature Instability (NBTI) andfound to follow a power law relationship [31]:

Hot-Carrier Injection (HCI). In particular, NBTI is a dominant Vg Vi

effect that has been the subject of much interest (e.g., [10, 15, AV = Aper X a X f x e tosBr x t%° 4)
19, 21, 36]). An important insight is that both NBTI and HCI

cause a gradual elevation of the threshold voltagg ¢f transis- wheret is time, anda andf are the activity factor and the fre-
tors [4] — PMOS transistors in NBTI and NMOS transistors in guency, respectively,. is the oxide thickness (0.65n), andE,
HCI. A higherV; in turn increases the transistor switching delay IS @ constant equal to 088/nm [38]. Aucs is a constant that

(T) through the alpha power law [24], whesiex 1.3: depends on the aging rate.
Finally, the rate of HCl-induced aging also dependsTon
T VaaLess N While, to our knowledge, there is no closed-form analytical re-

s uw(Vag — Vi)o lationship between the two, experimental results from [39] show
To propose architectural mechanisms to hide or slow down agthatV; has a piecewise linear relationship with
ing, we need to understand what factors directly impact the in2.3 Process Variation

crease in transistor delay due to NBTI and HCI. We do this in Process variation is the deviation of transistor parameters from

. _— rlﬂeir nominal specification [4]. It is caused by the increasing dif-
to 32_nm _technolo_gy. _Bernsteet ?l' [4] also |nd|cate_ that elec- iculty to precisely control the fabrication process as feature sizes
tromlgratlpn N WIFEs 1S ar_10ther important mechanism Observe_({jecrease. Process variation can be die-to-die (D2D) or within-die
during aging. HQwever, Since we are unaware of any models i WID). WID variation is typically modeled as the combination of
the public domain that suggest how wire delays are affected b systematic and a random component. The former is induced by

el_ect:jorrlgrarglon durlan_ no"rmaél, fei!lurez-f;eg_operatlor:hwe r;etglgc_tlimitations of the lithography and other manufacturing processes.
wire fe ayc ange_s.t_ inafly, section .5 discusses the relate I%ystematic variation exhibits a spatial correlation, meaning that
Sue of process variation. nearby transistors share similar systematic parameter values. On
2.1 NBTI the other hand, random variation is mostly induced by materials
NBTI is explained by the Reaction-Diffusion model [20]. effects such as changes in dopant density. Random variation has
When logic input 0 is applied to the gate of a PMOS transistora different profile for each transistor.
(Vys=—Vaa), the presence of holes in the channel causes Si-H As per Equation 1, variations in transistor parameters such as
bonds to break at the interface between the gate oxide and th& and gate lengthli. ) induce variations in transistor switch-
channel. The resulting H diffuses away, leaving positive trapsng delay. At the microarchitecture level, this translates into vari-
(Si*) in the interface, which increask; [15]. This process is  ations in the delay of logic paths in a processor — as modeled by
called theStressphase. The reaction rate mainly depends on theseéveral microarchitecture models (e.g., [13, 17, 18, 25]). In partic-
temperatureT) and the supply voltagd{.). The increase iiV; ular, due to the systematic component of variation, some regions

is [36]: of a chip are slower than others. In a multicore chip, this results
in some cores being slower than others. For example, at 32nm, it
AV stress = ANBTI X toz X \/ Cox(Vaa — Vi) X is estimated that the difference in frequency between the cores in
a 20-core chip may reach over 20% [32].
(¥dd=—Yt _Bay o5
e toxto kT X tstress (2)

_ _ _ _ _ 3 Impact of Aging on Architecture
wheretg.ss IS the time under stress,,. is the oxide thickness

(065lm), andc‘oz is the gate Capacitance per unit area (46 The equations in Section 2 are, to the best Of our kn0W|edge,
10~2°F/nm?). Eq, E., andk are constants equal to 012/nm, the most accurate descriptions of NBTI and HCI available. They
0.13¢V, and 8.6174x 10 °eV/K, respectively. Aygr; is a  have been validated by experts [15, 20, 31, 34, 36, 39]. Based
constant that depends on the aging rate. on them, thlS Section bU”dS a Simp|e mOde| Of hOW aging affeCtS



critical paths in a processor. First, however, we summarize the

factors that induce aging. %ﬁ1 ﬁdo ﬁd1 MEdHO ﬁd@ﬁd o

3.1 Factors that Induce Aging L L A L‘ L
From Equations 2 and 4, we see thal; due to NBTI and v | | 2 éch | Dy

HCI follows a power lawwith time (AVi nprr o t%2° and
AViger « t%%). Since the exponents dfare less than one,
AV, increases rapidly first and then more slowly — as shown in
Figure 1. In the case of NBTI, as given by Equation 3, the increase
occurs only while the transistor is under stress, and the recover
phase bringg\V; down at a lower rate than it went up.

@ ®)
Figure 2:Critical path in a logic structure.

elay of an N-FOA4 critical path to be the delay of N/2 NBTI-aged
MOS transistors plus N/2 HCl-aged NMOS transistors.

In reality, a critical path can have a completely different struc-
‘ ‘ ! ‘ ture and a different ratio of PMOS to NMOS transistors. In this

Stress :Recovery: Stress :Recovery:

case, we need to identify the number of transistors of each type

! £ that need to be activated for the signal to propagate. Then, to com-

| < pute the critical path delay, we multiply the two curves in Figure 1

| by the number of activated transistors of the corresponding type,

l //— and add up the results.

‘ Time - In all cases, the curve resulting from combining the NBTI and
(a) NBTI (b) HCI HCI curves for the individual transistors has the general shape of

i a power law with an exponent less than one. As a result, it will
Figure 1:Shape of the change i due to NBTI (a) and increase quickly first and then flatten out toward the end.
HCI (b). We model a critical path in a memory structure to be the de-
From Equations 2 and 4, we note thiaV; increases exponen- code_r_of the structure, wordline, pass transistor, bitline, and sense
tially with (Vza — V4) in both NBTI and HCI aging. Moreover, amplifier. We use CACTI [3_3] to estl_mate the number_of cycles
AV; also increases rapidly wifi— exponentially in NBTI and tf'iken by the critical path without aging, and the fractlon.of the
linearly in HCI. Finally,AV; in HCI also depends linearly on the Ume taken by each component. To add the effect of aging, we

activity factora and the frequencly These dependences are sum- again use the NBTI and HCI aging of the transistors present in
marized in Table 1 the path, and assume no aging for the wires.

Finally, the NBTI and HCI effects are such that similar nomi-

Factor Impact nal devices under similar conditions may age at slightly different
NBT [ HCI : rates. Consequently, the aging equations 3 and 4 have a statisti-
Vaa — Vi | exponential | exponential cal component. This statistical component has been studied only
T exponential | linear very recently [14], and there is no accepted model. Moreover,
a, f — linear . . . L . .
- it appears that this component is randomly distributed, since its
Table 1:Impact of key factors on aging. effect comes from the finite number of Si-H bonds in the transis-

NBTI-induced aging also depends on the duration of the pe_tor channel. As a result, its effect tends to average out over the

riod under stress. What matters is the fraction of the time that th&€Veral transistors of a critical path. For these two reasons, we
PMOS transistor is stressed, rather than the timing of the interneglect this component in our analysis. Any uncertainty induced
leaving of the stress and recovery periods [16] by this component will be included in the guardbands selected by

. . " the designer.
3.2 Modeling the Impact of Aging on Critical o _
Paths 4 Hiding, Slowing Down, and

We estimate the microarchitectural impact of aging by model- ~ Consolidating Aging in Multicores
ing its effect on a processor’s critical paths. Consider first a single

transistor. |ts switching delays IS computed using Equatlon L present the Facelift framework to understand the benefits of lim-
whereV; = Vio + AV;, andAV; is taken from Equations 3or4 . ! . - ) .
iting aging. Then, we examine how to hide aging, slow it down,

depending on whether the transistor is PMOS or NMOS, respec- ' Co
. i - - .~ “and configure a processor for a shorter service life.
tively. Next, we model critical paths in logic structures and in
memory structures. 4.1 Facelift Framework
A simple model of a critical path in a logic structure is a chain  Consider a processor that, when it is first used, has a critical-
of FO4 inverters. As shown in Figure 2(a), each CMOS inverterpath delay equal t6', (Figure 3(a)). As the processor is used, the
has one transistor of each type. When we change the value of theitical path slows down due to aging. After a peried; equal
input of the chain, each inverter relies on one transistor to chargeo the service life for which the processor was designed (e.g., 7
or discharge its output. For example, in Figure 2(b), transiBfor  years), aging has caused the critical path delay to reacBon-
discharges noda. These transistors are, successively, of differentsequently, for the processor to be usable for the duration of its ex-
types — in the figure, N, P, N. pected service life, it needs to be clocked at a frequency no higher
The speed at which the signal propagates along the critical patthan f, = 1/7,. Moreover, the designers need to add a guardband
depends primarily on the speed of the transistors that charge a&, = r, — Cy that is gradually consumed (Figure 3(a)).
discharge the output nodes. In reality, the other transistors have The same effect is shown in a different way in Figure 3(b). In
some effect, but we neglect it. Overall, therefore, we estimate thenhe figure, the guardband is given as a fractiiarof C.

We now propose how to limit the effect of aging. First, we
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Figure 3:General framework to understand the benefits of limiting aging.

Suppose that we now augment the processor with a techniqu@bserved values from our evaluation are 1.10-1.16, where higher
that limits aging. Figure 3(c) shows the increase in critical pathvalues mean easier designs. After the processor has been in use
delay as a fraction of’y without the technique (upper curve) and for the usuat=Yjp, the critical path takes no longer than This is
with it (lower curve). The upper curve comes from Figure 3(a) despite the fact that the processor has been designed with a guard-
with a different Y-axis; byt=Yj, it reachesSy. By t=Yjp, the lower bandG 4, which would correspond to an expected service life of
curve reaches onlg,; (whered stands fordesign simplification  only Y, without the aging-limiting technique (Figure 3(c)).
approach, as we will see). We will show later that, $ar= 0.25, 4.1.2 Higher Frequency

we attainSy; ~ 0.09-0.14. o . dk h desi d lei
The reduction in needed guardband can be used in one of two ne can instead keep the same processor design and cycle it

ways: (1) to design a less refined or more “sloppy” version of thezt a higher _frequ:encyf (for targetingfrequency. ll\lote thfat we
processor and siill cycle it at the same frequeyigyor (2) keep 00 NOt require the transistors to propagate signals any faster — at

the same processor design and cycle it at a higher frequency. W& Ot’1 tl_we del\ell\y of_thel c?tlcal _p: th S, Itlhe samgbas :;V'tc\? ut the d
now consider each of these two cases. technique. We simply live with a smaller guardband. We can do

. . so because the processor ages lessdoMeotchangeVq.

4.1.1 Less Refined Design Increasingf accelerates aging — directly, it increases HCI ef-
If designers know that the processor will only age$y they  fects and, indirectly, by boosting, it increases NBTI and HCI
may choose not to speed-tune the paths so carefully (which magffects. As shown in Figure 3(e), the aging-induced increase in

save design time), use less sophisticated circuit designs (whictielay atY; as a fraction of’ is S¢, which is slightly longer than

may save power), or use cheaper technology or design method>;. As a result, we need a guardbagd = Sy x Co.

ologies. In essence, they can design the processor for a shorter The resulting timing is shown in Figure 3(f). The processor

target service life than the standard one. period is a shorty; = Co x (1 4+ Sf). The delay of the critical
Figure 3(d) shows the critical path timing in this case. The pro-path att=0 is Cy, like in the case without the technique. Due to

cessor still has a period equaltg However, at=0, the delay of  thefincrease, this leaves only a small guardb&hd= Sy x Cj.

the critical path isC,; (for targetingdesign simplificatioy) which After the processor has been in use for the ustigl, the critical

is longer tharnC, — leaving a guardban@,; = S, x Co, which path delay is no higher thary — even though the processor has

is smaller tharG,. We callCy/Cy the Simplificationfactor be-  been cycling at a highdr

cause it may suggest how much easier it is to design the processor.



4.1.3 Other Approaches then on until the next test, when multiple applications need to be

In the two approaches described, we keep the frequency of thecheduled, they are rank-ordered according tp thaird as_signed
processor constant throughout its service life fo-and f;, re- 10 Processors that are rank-ordered according to their speed —
spectively. A different way to leverage an aging-limiting tech- 91ving higherT applications to faster processors.
nique would be to start the processor’s life at a high frequency Note that the faster processors are likely to be the leakier

and gradually decrease it as the processor ages and consumes €S and, as a result, this scheduling algorithm increases leakage.
guardband. In this paper, we do not consider this approach. While this effect reduces the benefits obtained, we still expect the

- — . . . overall gains to be significant.
4.2 Hiding Aging: Aging-Driven Scheduling To estimate how much guardband the chip consumes with this
4.2.1 Description of the Technique technique, we proceed as follows. The baseline fraction of delay

Already in current technologies, multicores experience signif-increase due to aging in Figure 3(c)) assumes a certain aver-
icant within-die process variation [4]. As a result, the processorig€T of use — sayl,...,. Under aging-driven scheduling, we size
within the chip differ in the maximum frequency that they can the fraction of delay increas& in Figure 3(c)) assuming that the
support. In the future, this effect is expected to grow. For ex-slowest core will be used at a lower average- sayTuvg siow-
ample, at 32nm, it is estimated that the difference in frequency/Vith this .S, estimate, we can now compute the Simplification
between the cores in a 20-core chip may reach over 20% [32]. factorCa/Co that we can rely on (if we desire a less refined de-

If we assume a multicore with a single frequency domain, theSign) or estimate the higher frequengty that we can use (if we
maximum frequency supported by the slowest core determines th@esire a higher frequency).
frequency of the whole chip. In this case, Figure 4(a) shows the The manufacturer can have a differéit, _sio.. estimate for
aging curves for the slowest core in the chip ) and the fastest €ach different type of processor usage, and size guardbands ap-
one (7). At t=0, the critical paths of the cores have different Propriately. For example, for desktop multicores, where the dif-
delays €} and C2). As the chip is exercised, processors age_ferent cores in the chip typically run different tasks and several
At the end of the expected service lif&'s critical path delay ~ cores are often idlel . si0w is significantly lower tharl.,.

reaches the clock period used by the multicore chip, namely _In multicpres fo_r the server or sup_er<_:omputing market, the cores
in the chip are likely to run more similar tasks and be busy more

often. In this casel .4 si0w IS ClOser tdl,.4. IN all cases, the pe-
riodic tests of processor speeds described above, or aging sensors
such as those in [3, 5, 6, 28] can indicate if guardbands are being
consumed at an usually high rate. If so, the system can trigger the
techniques to slow down aging described in Section 4.3 or reduce
v the processor frequency.
Tm‘:; T Finally, although we focus on a multicore with a single fre-

(a) (b) quency domain, aging-driven scheduling also works for multi-
Figure 4:Hiding the effects of aging in a multicore with cores with multiple frequency domains. The same idea can be
aging-driven application scheduling. used, namely concentrate the aging mostly on the cores that, due

) ) _ to variation, are endowed with longer guardbands — i.e., the

~ To hide the effects of aging, we propose to schedule applicagaster cores. However, in such an environment, there is a richer

tions on the different cores of the chip in aging-drivenmanner.  ga¢ of tradeoffs to be made. An analysis of such an environment

Specifically, we like the schedule to be such that the slowest corg, beyond our scope.

ages the slowest, while the faster cores age faster. The net result . . . .

is shown in Figure 4(b). Since the slowest core has aged less tha 3 Slowing Down Aging: Chip-Wide ASV/ABB

before, and it alone determines the chip’s frequency, we are abld.3.1 Description of the Techniques

to clock the chip with a period < 7. The faster cores have aged  According to Table 1, two important parameters that determine
more but their aging isidden the aging rate aré{;; — V') andT. To slow down aging, we pro-

To accomplish this behavior, recall from Table 1 that cores ag§yose to apply in &hip-widemanner, one of two techniques that
faster if theirT is high and if their logic switches frequently (they directly affect these parameters, namely Adaptive Supply Voltage
have a highn). This suggests scheduling hot, high-activity ap- (ASV) and Adaptive Body Bias (ABB) [11].
plications on the fast cores. Specifically, to simplify the imple- |4 AsV. the chip'sVq is slightly increased over its nominal
mentation, we propose to measure the avefagéapplications  yajye (a case we call ASV+) or slightly decreased (a case we call
as they run and, to the extent possible, steer fiigipplications  As\v.). Under ASV+, the gates become faster and spend more
to the fast cores and lo-ones to the slow cores. dynamic and static power. Under ASV-, the opposite occurs. This
4.2.2 Implementation Issues technique can reuse support for Dynamic Voltage and Frequency

To implement this technique, we approximately measure the>c2ling (BVFS), although the frequency is uncr_]a’nged.
averageT of an application on the fly, using per-cofesensors. In ABB, a voltage is applied between the chip’s substrate and

Also, we need the ranking of cores according to the frequencyl® Source (or drain) of the transistors. Depending on the volt-
they support. This can be obtained by running a simple test af9¢ polarity, it elther_decreases the _tran5|stors_’ threshold voltage
regular periods, e.g., every month. The test is a suite of program¢ (Forward Body Bias or FBB) or increases it (Reverse Body

together with a check for the correct results, that is run on eacfP!as of RBB). Under FBB, the gates become faster and consume
core at increasing frequencies. As cores detect errors, the systefiCTe leakage power. Under RBB, the opposite occurs. ABB re-

constructs a ranking of cores according to their frequency. Fronfitires adding on-chip signal lines for the bias voltage. ABB is
used in chips such as Intel’s Xscale [12] and 80-core network-on-
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Figure 5:Applying techniques that change the aging rate during only part of the expected service life.

chip [35]. delay more uniformly across time.

Consequently, we have two groups of techniques. The first As an example, consider ASV+. From Equation 2, it can be
one, which includes RBB and ASV-, increases the delay of criticalshown that increasinyjz, increases the aging rate (i.e., the slope
paths but reduces the aging rate. The aging rate is reduced dwa the curve in Figure 3(a)) by roughly the same fraction irrespec-
to the decrease iWyq (in ASV-), increase inV; (in RBB), and  tive of when it is applied. However, as shown in the figure, the
decrease i (in both, since both techniques save power). We callslope changes with time — it is highesttad and decreases with
these techniqueSlowAge time. Consequently, the absolute impact of ASV+ on the aging

The second group, which includes FBB and ASV+, reduces theate is higher at the beginning than toward the end of the service
delay of critical paths but increases the aging rate. The aging ratfe. On the other hand, Equation 1 shows that increasipgre-
goes up due to the increaselif, (in ASV+), decrease iv; (in duces the critical path delay by the same amount irrespective of
FBB), and increase it (in both, since both techniques increase when it is applied — modulo the fact thit changes with time.
power). We call these techniquelgghSpeed A consequence of this is that it is best to apBlpwAgetech-

Figure 6(a) shows the impact of t&éowAgeechniques on the niques toward the beginning of the service life. At that time, they
critical path delay of a core. The original critical path delay curve reduce the aging rate the most and, therefore, slow down aging the
is shown in dashes. At0, SlowAgeincreases the core’s critical most. Toward the end of the service life, when they do not matter
path delay by &lowdownamount ovelC. However, it also re-  anyway, they can be disabled, and their contribution to lengthen-
duces the aging rate and, therefore, as the core is exercised, tivg the critical path delay mostly disappears. On the other hand, it
critical path delay increases withlawer slopethan before. De- s best to applHighSpeedechniques only toward the end of the
pending on th&SlowAgetechnique’s parameters, the critical path service life. At that time, they still reduce the critical path delay,
delay at the end of the service lifes},) may be lower than before  while they increase the aging rate the least.

(Favorable Casén the figure) or higherynfavorable Casge Figure 5 qualitatively shows the effect of applying these tech-
niques during only part of the service life. We show their impact
on the delay increase ovély. In Figures 5(a) and (b), they are
applied at their best time. Specifically, in Figure 5@pwAgds
applied in the beginning of the service life and no technique to-
ward the end. WheflowAges applied, it slows aging so much
that, when it is removed, the critical paths are much faster than
%i in the baseline case. After that, the remaining aging does not in-
Time Time crease the delay to baseline values.
@ ®) In Figure 5(b), we apply no technique at the beginning and
Figure 6: Changing the critical path delay in a core with HighSpeedoward the end. By the time we apgHighSpeedthe
SlowAge(a) andHighSpeedb). aging rate has substantially saturated. ConsequétitiSpeed
increases the aging rate only slightly, while it still reduces the
critical path delay.

In Figures 5(c) and (d), these techniques are applied at their
forsttime. Specifically, in Figure 5(clowAges applied toward
the end — when the aging rate is small. In this case, the reduced
aging rate cannot make up for the increase in critical path delay.
In Figure 5(d) HighSpeeds applied at the beginning. By the time

Ca;e. botts! dHiahSpeedechni il HighSpeeds removed, the critical paths have aged substantially,
ince botrGlowAgeandHighSpeedechniques can potentially and they are slower than they would be in baseline conditions.

slow down aging, we now examine when to apply them and the Finally, the best case involves applyin§mwAgdechnique in

difference between the effectiveness of ASV and ABB. the beginning of the service life andHighSpeedne toward the
4.3.2 When To Apply These Techniques end.

A key observation is that these techniques impact (i) the agind1.3.3 ASV Versus ABB
rate and (ii) the critical path delagifferently. Specifically, they While either ASV or ABB can be used to implemeiowAge

i_mp_act the ag_ing rate strongly at the beginning of th? Processop g HighSpeedthey have different properties. Specifically, for
lifetime, and little toward the end. In contrast, they impact the , ¢ g change in critical path delay, ASV changes the aging rate

Unfavorable case| T

y
A
)

_________ |
- Favorable case |
o

L2 __ _|Slowdown

i Co
1
I
1

Critical Path Dela
$

Figure 6(b) shows the impact of tiighSpeedechniques. At
t=0, HighSpeededuces the core’s critical path delay bgpeedup
amount. However, it also increases the aging rate and, therefor
as the core is used, the critical path delay increases withrer
slopethan before. At=Yy, the core’s critical path delay may
be lower than beforeFavorable Casgor higher Unfavorable
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Figure 7:Applying different techniques in different epochs.

more than ABB. Indeed, from Equation 1, it can be shown that,abled until the end of the service life. As indicated before, it is
for the same change in aging rat&,changes due to ABB have a possible that the working conditions of the chip differ markedly
greater impact on delay thaf, changes due to ASV. In addition, from those expected by the manufacturer. In this case, aging sen-
the overall impact of ASV on total power is higher than that of sors in the chip such as those in [3, 5, 6, 28] detect if guardbands
ABB — directly affectingT and, therefore, the aging. Overall, are about to be consumed too early. When this happens under
therefore, for a fixed change in delay, the aging rate is affecteGlowAge the system triggers an early transition HighSpeed
more with ASV. when it happens undédighSpeedthe system reduces the fre-
Consequently, when applying@lowAgetechnique as in Fig- quency.
ure 5(a), we prefer ASV- over RBB — since ASV- reduces the To slow down aging even more, the algorithm presented can
aging rate more. On the other hand, when applyittighSpeed be easily extended to have more than two epochs. The idea is
technique as in Figure 5(b), we prefer FBB over ASV+ — since shown in Figure 7(b). Each epoch has a diffefiépt (or V4,,). As
FBB reduces the critical path delay more. The best techniques arhe processor ages, the environment changes from sBlomgAge
circled in Figures 5(a)-(b). to weakSlowAge to weakHighSpeedand to strondHighSpeed
4.3.4 Implementation: Non-Linear Optimization Effectively, we are having chip-widemporah/c_)ltage domains —
) ) without changing the frequency. The result is a lower guardband
We propose to apply 8lowAgetechnique in an epoch at the

- . . h . increase needed
beginning of the service life and ldighSpeedechnique in an L o o
epoch toward the end. We need to find an optimal Transition Time*4 Consolidating Aging: Configuring Cores for

(tirans) Where theSlowAgetechnique is disabled and thtigh- a Shorter Service Life

Speedne is enabled (Figure 7(a)). Such optimal...s is one for Often, a user ends up discarding the processor chip before the
which the maximum critical path delay increa&ar( Figure 7(a))  expiration of the expected service life. In this case, significant
is minimized. available performance may be wasted. If we know when the chip

There may be multiple optimal,...s, and they are not nec- will be discarded, we can use Facelift to “shift” some performance
essarily at half the service life of the processor. At these pointsfrom the unused portion of the chip’s lifetime to the used time.
the critical path delay increase undglowAge(Dsa4) must be This case is shown in Figure 8. The dashed curve shows the
equal to the delay increase undtighSpeedt the end of the ser-  baseline critical path delay. We want to discard the chip=¥t
vice life (Dus). This is shown in Figure 7(a). To see why, con- Our goal is to apphyBlowAgeandHighSpeedechniques so that,
sider a counter-example where the delay increase at the end of thiring 0< t < Y, the critical path delay remains below a vatue
SlowAgeepoch Ds.4) is higher thanDgs. In this case, we can  that is as low as possible — allowing us to cycle the processor at
slightly reduce the duration dlowAgeapplication, which will  the very high frequenci=1/r all along.
reduceDs 4. At the same timeD s will go up slightly, because The approach we use is similar to that of Section 4.3.4. We
more aging now takes place in thkghSpeedpoch. Overall, the  record the short service life desireY), and run the non-linear
result will be a lower maximum delay increaSéor the proces-  optimization technique to find the parameters of two (or more)
sor. A symmetric argument holds for the case witgy islower  SlowAgeand HighSpeedepochs, the transition times, and the
thanDps. maximum guardband needed-{ Co). The resulting critical path

To find one set of optimal values fa,a.s, Viasa, and  delay evolution is shown in Figure 8 as a solid curve.
Vaa_ms (or, under ABB, Vi, 54 and Vi rs), we proceed as fol- .
lows. We generate the aging functiakV; () for each of the 5 Evaluation Setup
two epochs from the equations in Sections 2.1 and 2.2. Then

we pIugA%() into the alpha power law (Equ.ation 1) and, from solidating aging using the SESC [23] execution-driven simulator.
there, build the delay of the critical paths. Finally, we constrain; o following, we describe the models that we use
the delays of the critical paths at the end of the epochs to be ' '

Dsa = Dys, and we minimizeDs 4 using the IPOpt [37] non- 91 Architecture Modeled

linear optimization package. The result of the algorithmis.,s, We model a chip multiprocessor at 32nm with 16 cores run-

the pair ofVyq (or Vi), and the guardband increase nee8ed ning at a baseline frequency of 4 GHz. The cores are out-of-
We envision this computation to be performed by the chip man-order, 4-issue, and similar to the Alpha 21264. Each core has

ufacturer. TheSlowAgetechniques are enabled from the begin- private L1 and L2 caches. The chip has a single frequency and

ning until ¢...ns. After that, theHighSpeedechniques are en- voltage domain. The architecture parameters are shown in Ta-

" We evaluate our techniques for hiding, slowing down, and con-



[ Architecture [

Aging and Variation I

Chip: 16-core multicore, 32nm, 1V Expected processor service life: 7 years

Frequency: 4GHz, single frequency and voltage domain|| Low Wearoutging rate: 10% in 7 years

Cores: out-of-order, 4-issue, like Alpha 21264 High Wearoutaging rate: 25% in 7 years

On-chip network: 4x4 2-D torus, 6 cyc hop latency Vio: 200mV at 8°C

Private D-L1, I-L1: 64KB, 2-way, 64B line, 2 cyc roundtrip Max AV, for ASV: £0.1V; Max AV; for ABB: £75mV
Private L2: 2MB, 8-way, 64B line, 8 cyc roundtrip Vi var: o /p=0.12,$=0.3; Lggf var: o /11=0.06,¢=0.3
Memory: 400 cycle roundtrip Number of chips/experiment: 100

Trnaz: 1200C Average corél running apps: 47-92C

Table 2:Architecture modeled. All latencies are given in processor cycles.

ble 2. Our simulator is enhanced with dynamic power models In SlowAgeand HighSpeedechniques, when we apply ASV,
based on Wattch [9] and CACTI [33]. We also model static we changé/;s by at most+0.1V; when we apply ABB, we ap-
power with models based on HotLeakage [40] and temperaturely voltages that change: by at mostt75mV. These figures are
with HotSpot [27]. We control that the temperature never exceedshown in Table 2.

(0]
120°C. 5.4 Modeling Process Variation

5.2 Modeling Critical Paths To model process variation, we use the VARIUS frame-
We do not have access to detailed information on the structurgvork [25]. VARIUS models the within-die systematic and ran-

and distribution of a real processor’s critical paths. For this rea-dom variation ofi; and Lg¢s, which it characterizes with two sta-

son, we design a simple model for our experiments. The modefistical measures, namely/u and ¢. The latter measures the

was outlined in Section 3.2. In pipeline stages with logic struc-spatial correlation of the systematic component of variation. For

tures (e.g., the execution unit), we model critical paths as chains ahese measures, we use values similar to those recommended by

FO4 inverters. In stages with memory structures (e.g., the cachthe authors, as shown in Table 2.

access), we model critical paths as stretching from the decoder of Using this model, we create chip-wide variation maps¥or

the structure, to the wordline, pass transistor, bitline, and sensend Lgs;. As we superimpose these maps and the temperature

amplifier. We use CACTI to determine the optimal sub-array profiles obtained from the simulator on the multicore layout, we

sizes, physical layout, and cycle count of the structures. use Equation 1 to determine how variation impacts the delay of
We model each pipeline stage as having many, spatiallyeach gate of each critical path. The slowest of the critical paths
distributed critical paths. Specifically, we use Bownedal.’s [8] in a processor determines the processor frequency. Finally, since

estimate that a high-performance processor chip at our technolsariation is a statistical process, using the san\e and¢ param-

ogy may havex 50,000 critical paths. We distribute these paths eter values, we create 100 variation profiles — which correspond
uniformly on the area taken by the cores and L1 caches — we age 100 different chips. Every experimentin Section 6 is performed

sume that the L2s and the interconnect do not have critical path@n all of the 100 chips, and the average is reported. We found that
Each pipeline stage gets critical paths of its type. including more than 100 chips in our experiments did not change

5.3 Modeling Aging the numbers appreciably.

To our knowledge, there is no publicly-available validated in- 2-2 Workloads Used
formation on expected service lifes and aging rates of proces- The application set consists of the 26 SPEC2000 int and fp
sors. Consequently, we assume a range of values. Specificallgpplications. Each application is measured for 1B instructions,
we assume that processor chips are designed for a 7-year serviaéter skipping its initialization. For our experiments, we place the
life [3], and evaluate two different aging rates, calledv Wearout ~ applications in random order in a circular queue. Then, we con-
andHigh Wearout They increase the delay of the critical paths by struct many 16-application workloads by consecutively selecting

10% and by 25%, respectively, in 7 years — namély,in Fig- the next 16 applications in order from the queue. We assume that
ure 3(a) is 0.10<Cy and 0.25x Cy, respectively. These numbers the load generated by each of these 16-application workloads pre-
are similar to those assumed in the literature. vails for 10 days. Consequently, to model the load in a 7-year

There are three other important parameters related to agingervice life, we simulate 3 (workloads/month) x 12 (months/year)
which, due to the lack of experimental data, are explored withx 7 (years) = 252 different workloads, and report the cumulative
ranges of values. The first one is the average fraction of timeesults. In the baseline multicore, the programs of each of these
when PMOS transistors are in stress mode. This parameter dd:6-application workloads are scheduled on the 16 cores randomly.
termines the fraction of the time that NBTI aging is active. We We refer to this approach &andonmscheduling.
examine a range between 10% and 90%, and a default value of Table 2 shows that the average temperatlyefthe cores run-
50%. The second parameter is NBTI's impact on transistor delaying the applications ranges from 47 to®2 This number is ob-
relative to HCI's impact — given two transistors of the correct tained with random scheduling. For each given core-application
types. We use a range between 1 and 10, and a default value phir, we compute the averageacross time and across all the
3, as asserted by Bernstaihal.s [4]. The final parameter is the modules in the processor.
average ratio of PMOS to NMOS transistors in critical paths. We
use a range between 0.1 and 10, and a default value of 1. The la& Results
two parameters determine the relative impact of NBTI and HCI
on aging. With the default parameters, we calibrateAhesr;

andAx o constants from Sections 2.1 and 2.2 to induce Low and 10 9@in intuition, we take one sample chip and measure the in-
High Wearout as defined. crease in the delay of the chip-critical path due to aging under dif-

ferent application scheduling algorithms. We consider the base-

6.1 Hiding Aging with Aging-Driven Scheduling



line Random scheduling and the proposed Aging-Driven schedulWearout. As shown by the Simplification factors, the critical path
ing (which we callSchegl, both under High Wearout (Figure 9). delay of the slowest core in the chip can be extendett@ty

We see that, with Random scheduling, the delay of the chip4% and 11% under Low and High Wearout, respectively — and
critical path in this particular chip increases#23% in 7 years.  still have enough guardband to complete the full service life. The
With Schedthe delay increase is onty14%, thanks to the aging- chips can be designed as if they were expected to last for only a
hiding effect ofSched reduced service life. Such reduced service life is shown on top of
the bars: itis only 16 and 21 months for Low and High Wearout,

%zg uine respectively. Compared to the 7-year baseline service life, this

§ 16 shows the remarkable aging-hiding impacSahed

212 (sched) 6.2 Slowing Aging with Chip-Wide ASV or ABB

§ i 5 Rging-On We take a sample chip and apply the non-linear optimization

L N — algorithm of Section 4.3.4 on the slowest processor of the chip to
0 10 20 30 40 50 60 70 80 identify optimal SlowAgeandHighSpeedepochs. Here, we only

. Time (months)
Figure 9: Increase in the delay of the chip-critical path

under different scheduling algorithms.

use ASV- and ASV+. Figure 11 shows the resulting effect on the
delay of the chip-critical path under High Wearout. We see that,
in the SlowAgeepoch, the critical path delay starts-off longer, but
Schedsteers lowT applications to the slowest processor, which it grows more slowly than in the baseline. At the 16-month point,
ages the least. Table 3 shows fRdor the average processor- the processor enters thitgghSpeedpoch. The critical path delay
application pair under Random scheduling (top row) and for thedrops significantly, at the cost of a slight increase in the slope
slowest processor undschedbottom row). For a given pair, we Of the critical path delay growth. However, since the aging rate
measure the maximufat any point in the execution and at any is already small by now, the critical path delay at the end of the
module in the processoNKax(T)) and the averag§ across the service life is much smaller than in the baseline.
execution and module®\¢g(T). From the table, we see a large
difference betweeil under Random scheduling and in the slow-

9
est processor und&ched This is the source aBched ability % 0
to limit aging. It helps, of course, that this application mix has g 6
variance, as can be seen from theanges. E> g
© N
Environment Max(T)(°C) Avg(T)(9C) 3 4
Avg | Range || Avg [ Range Ot—7 71 T T T 1T T 1
Random 0 10 20 30 40 50 60 70 80
Scheduling 92 | 47-116|| 77 | 47-92 . _ Time (months) L
Sched Figure 11:Increase in the delay of the chip-critical path
(Slowest Proc)|| 52 | 47-59 || 50 | 47-55 with SlowAgeandHighSpeedapochs.
Table 3:Measuredr in processor-application pairs. We now apply aging-slowing techniques to the whole 100-chip

batch to increase frequency or enable the use of a less refined

One way to leverag&chedis to increase the multicore fre- design. Figure 12(a) shows the frequency increases enabled b
guency and still retain the same service life. For this scenario, Fig- gn. Fig q y Y

ure 10(a) shows the frequency increase over the baseline enablétp Vs +# Or ABBs . application under Low and High Wearout

. . — whereS+H stands foiSlowAge-HighSpeedThe bars show the
under Low and High Wearout. For comparison, each wearout !

. ) . average and spread of the measurements. From the figure, we see
level also includes a second bar with the frequency increase po?- at the frequency increases attained after slowing down aging are
sible had there been no aging. Each bar shows the average of ali] q y 9 ging

. - significant. Using ASV iz, we increase the average frequency
100 chips and the spread. The figure shows 8ditedncreases . ) .
the freqpuency over FF)zandom by %n average, 4% and 9% und by 4% and 9% for Low and High Wearout, respectively. Using

€ . . -

0,
Low and High Wearout, respectively. Moreov&chedregains ,&BBS+H, the increase is 7% under both Low and High Wearout.
35-40% of the frequency loss due to agihp(Agingbars).
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Figure 12:Frequency increases (a) and Simplification fac-
tors (b) enabled by ASY,; i or ABBs 1.

(@ (b)
Figure 10:Frequency increases (a) and Simplification fac-
tors (b) enabled bgched

The second way to levera@eheds to spend less time refining ASVs, i performs better under High Wearout and ABBy
the multicore design. For this scenario, Figure 10(b) shows thginder Low Wearout. This is because, as per Section 4.3.3, ASV is
Simplification factors relative to the baseline under Low and Highmore effective at changing the aging rate, whereas ABB is more



effective at changing path delays. Consequently, when the agingpeed up circuits with a lesser cost in aging rate.

rate is high, AS\; i performs better, while when the aging rate =

is low, ABBs. i performs better. kY gg
If, instead, we choose to use a less refined design, Figure 12(b) 8 20
shows the average Simplification factors and the equivalent target 216

h b i o

£ 3yr

T T T T D 7yr

ASV_S+H Sched+  ABB_S+H Sched+

service lifes for the techniques. As shown in the figure, with these g b
techniques, the chips can be designed as if they were expected g 4
to be used for only 1-32 months, on average — rather than the [

baseline 7 years. ASV_S+H ABB_S+H
6.3 Hiding and Slowing Down Aging - (2) Low Wearout
We now combineSchedwith ASVsyy or ABBgyx. Note 928
that the non-linear optimization algorithm works in the same §2o
way. Figure 13(a) shows the frequency increases enabled by i]g
SchedASVs.y and SchedABBs,y under Low and High 2 g Z1yr
Wearout. For comparison, we also sh8shedandNo Aging We g g : : : : %%{
L " ASV_S+H Sched+  ABB_S+H Sched+

see thatSchedASVs,x enables an increase of the frequency
by, on average, 8% and 14% under Low and High Wearout, re-
spectively.Sched ABB 5 & is slightly better with 11% and 15% , (b) High Wearout o
increases. Comparing these bars\Nio Aging we see that the Figure 14: Frequency increases enabled by configuring
combination of aging-hiding and slowing techniques recovers 54— the chips for shorter expected service lifes.
110% of the frequency lost to aging. Note that, in one case, these For 1- and 3-year expected service lifes, these techniques en-
techniques do even better thio Aging This is because, thanks able sizable frequency increases. For exam®bhiedABB ., i
to the power spent by ABB, the critical paths are sped-up MOr&hables frequency increases of, on average, 14-16% for Low
tha_m the_y'are S'OWeFj down t_)y aging._FinaIIy, the_ bars show tha(Nearout and 19-24% for High Wearout. To realize such substan-
aging-hiding and aging-slowing techniques combine well. tial frequency increases, the chip may require an upgrade in its
power dissipation capability — a topic beyond this paper’s scope.

ASV_S+H ABB_S+H

S Overall, these results show that, if we are willing to discard chips
Q . .
8 g early, we can extract much more performance during their short
S 2 service life.
1
z 7 Sched iy i
g1 Sched+ASV_S+H 6.5 Sensitivity Analysis
N . . .

;f ﬁ%hXSiESBB—S+H To ensure that our techniques are applicable for a wide range
= Low Wearout High Wearout of conditions, we briefly describe four sensitivity experiments we

@) performed. Figure 15 shows the increase in the critical path delay
5 1 90 16 months 2J months _ 7 months of the slowest processor in the chip if the fraction of time that
e -5 months its PMOS transistors are under stress changes. We had calibrated

the Low Wearout environment so that if such a fraction of time is

50%, the processor slows down 10% after 7 years. We see that if
Sched ion i _900 _209
Sghzd+ASV_s+H the fraction is 10—-90%, the slowdown changes to 2—20%.
Sched+ABB_S+H
Low Wearout High Wearout -

V77

& 247

(b) 9 207 _=="09

. . . o . © | -
Figure 13:Frequency increases (a) and Simplification fac- 0 16 - mem=|07

o i - 2121 2 ==t
tors (b) enabled by the combination of aging-hiding and S s 0.5
aging-slowing techniques. 8 T === 03
N e 0.1

Figure 13(b) shows the Simplification factors. From the 0 10 20 30 40 50 60 70 80

SchedASVs+np andSchedABB s i bars, we see that the crit- ) Time (months)

ical path delay of the slowest core in the chip can be extended Figure 15:Effect of the fraction of time that the PMOS

att=0 by 8-11% under Low Wearout and 15-16% under High transistors are under stress under Low Wearout.

Wearout. This enables a chip designed for 1 month under Low piqre 16 shows the frequency increases enabled as we vary

Wearout or 5-7 months under High Wearout to last for 7 years. ngT)'s impact on transistor delay relative to HCI's impact—

6.4 Consolidating for a Shorter Service Life given transistors of the correct types. We examine the range 1:1
We now configure the chips for 1- and 3-year expected seri® 10:1, which includeg the default value of 3:1. The total del_ay

vice lifes. Figure 14 shows the frequency increases enabled bicrease after 7 years is fixed at 10% and 25% for Low and High

ASVs.x, SchedASVs, i, ABBs,p, and SchedABBs. . earout. We only show two of the most effective technigques:

For comparison, we also show the frequency increases for 7 year§BBs+x under Low Wearout, angchedand ASVs.r under

We find thatSchedABB s, 4 is the best performing technique High Wearout. Overall, this parameter has little impact.

for both wearout environments. The key reason behind this is Figure 17 shows the frequency increases enabled as we vary

that ABB is a gooHighSpeedechnique, better able than ASV to the ratio of PMOS to NMOS transistors in the critical path. We
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Figure 16: Frequency increases enabled for different

- . ZAASV_S+H  NSched  [JNo Agi
NBTI:HCI impact on delay for a constant total aging. * =g 0 Aging |

examine the range 0.1 to 10, which includes the default value of
1. Since NBTI's impact on delay is higher than HCI's, as the
ratio increases, the total aging increases. HenceNthéging
bars go up. The ABB,y bars go down because ABBy is

less effective with higher aging rates. The ASMy bars go up 2 3 5 6 7 8
because the opposite is true for ASVy. Schedstays constant (b) High Wearout

because it saves the same amount of aging for PMOS and NMOS. Figure 18:Frequency increases enabled for different ap-

plication permutations.
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§ 23 or microarchitecture structures) to maintain its reliability target in

§ 32 MTTF — an approach called Dynamic Reliability Management.

S 24 Rather than focusing on failures, we instead look at the prob-

216 i lem of progressive processor slowdown with time due to aging

g g ‘ during the expected service life of the processor. Our goal is to

T 01 02 05 10 20 50 100 reduce the rate of guardband consumption, so that processors can
PMOS:NMOS on Critical Path be designed more cost-effectively — namely, they need less de-

(a) Low Wearout sign tuning to work or, for the same tuning, can be clocked at a

. higher, fixed frequency. Finally, our approach is to hide the effects

§48 of aging with aging-driven job scheduling, and slow down aging

g 40 with a one-time change il or V; (or a few changes, always in

g 2421 the same direction).

16 : T . Blomeet al.[5, 6], Agarwalet al.[3], and Smolengt al. [28]

5 7 / 7 ASV_S+H o L=

Ss N N Sched propose circuits to detect when critical paths have slowed down

go AN . LI No Aging due to aging. These are “aging sensors” that can be used to initiate

01 02 05 10 20 50 10
PMOS:NMOS on Critical Path

the replacement of components. Facelift can use these sensors to
improve its effectiveness.

Ramakrishnamt al.[22] reduce the NBTI-induced wearout in
FPGAs by loading NBTI-reversing bit patterns into devices (i.e., a
logic 1 in the gates of PMOS transistors) during idle periods. Such

Figure 18 shows the effect of changing the order in which thepatterns reverse the aging as described in Section 2.1. Adtella
applications are placed in the circular queue for the experimentg!. [1] use the same technique in a processor. They discuss ap-
(Section 5.5). This results in different workload compositions for Proaches to insert the desired bit patterns into several microarchi-
our experiments. The figure compares the baseline order@pars tectural structures. Most recently, Skihal. [26] propose a sim-

] (b) High Wearout
Figure 17: Frequency increases enabled for different
PMOS:NMOS transistor ratios in the critical path.

to 8 other permutations. The differences are negligible. ilar approach for SRAM caches. It proactively puts PMOS tran-
sistors from cache arrays in recovery mode. The scheme requires
7 Related Work moving data to a spare cache array. While all these techniques

Srinivasaret al. [29, 30] examine the related problem of life- are effective and transparent to software Iayer_s, if they are appl_ied
time reliability of processors. Their work is different than ours in widely across processor structures, they are likely tq be _|ntr93|ve
terms of the problem looked at, the goals, and the approach takeﬁq the processor design and may have perfo.rmance |mp||cat|on.s.
They focus on the problem of Mean Time To Failure (MTTF) of Facelift doe_s nottry to c_hange the stress time of PMOS tre_1n5|_s-
processors due to aging mechanisms. The value of this MTTF igors. Ingtead, itchanges high-level pargmeters_ such as appl_lcatlon
typically multiple times the expected service life of a processor,SChedu“nngd‘ andV, that can be easily manipulated architec-

since one should expect that only a negligible fraction of proces-tura"y' Our work is orthogonal to theirs, and both can be used

sors will fail during their service life. Their goal is to estimate Sml]:lijrl]t;?e?sxaet al. 121 probose an imoroved desian of mem
at run time the MTTF based on operating conditions since the ¥, ADE . -[2] prop prove 9 )
processor was manufactured, and then extend the MTTF or attain”. cells that IS res"'?”t to NBTI. In their des_lgn, the stress time
it more cost-effectively. Their approach is to monitor application of PMOS transistors is reduced by construction.

behavior and, based on that, dynamically adapt the procegdor (



8 Conclusions

This paper presentdehcelift, a framework to address the grad-
ual slowdown that processors experience during their service lifel15]
The paper made two contributions. First and foremost, it pre-
sented a set of techniques to (i) hide the effects of aging in a mulp16]
ticore, (ii) slow down aging, and (iii) gainfully configure the chip
for a short service life. A second contribution was to show how 17]
the resulting shorter guardband needed can be used to either ole-
sign a less refined processor version or to clock the processor at a
higher frequency.

Facelift hides the effects of aging in a multicore by steering
jobs in an aging-driven manner: high-temperature ones to fas9]
cores and low-temperature ones to slow cores. Keeping the slow
cores cooler enables the chip to appear to age less. Facelift S|OV{'/%O]
down aging by makinghip-widechanges td/,4 or V; in two (or
more) time epochs, carefully balancing the impact on the agind21]
rate and on the critical path delays. We use a non-linear opti-
mization algorithm to select the optimal voltages and the optimal
epoch-transition point. Finally, Facelift configures a chip for a[22]
short service life by “shifting” performance from the unused life-
time portion to the used one. [23]

Overall, our results showed that Facelift leads to more cost-
effective multicore designs. For example, we can take a multicor
designed for a 7-year service life and, by hiding and slowing dow
aging, enable it to run, on average, at a 14-15% higher frequency.
Alternatively, we can design a multicore for a 5 to 7-month ser-[25]
vice life and use it for 7 years. Finally, the implementation of the
Facelift techniques is very simple.
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