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Abstract. In this work, we have explored several subspace reconstruc-
tion methods for facial ethnic appearance synthesis (FEAS). In our exper-
iments, our proposed dual subspace modeling using the Fukunaga Koontz
transform (FKT) yields much better facial ethnic synthesis results than
the ℓ1 minimization, the ℓ2 minimization and the principal component
analysis (PCA) reconstruction method. With that, we are able to auto-
matically and efficiently synthesize different facial ethnic appearance and
alter the facial ethnic appearance of the query image to any other ethnic
appearance as desired. Our technique well preserves the facial struc-
ture of the query image and simultaneously synthesize the skin tone and
ethnic features that best matches target ethnicity group. Facial ethnic
appearance synthesis can be applied to synthesizing facial images of a
particular ethnicity group for unbalanced database, and can be used to
train ethnicity invariant classifiers by generating multiple ethnic appear-
ances of the same subject in the training stage.

Keywords: Soft biometrics · Ethnicity · Face synthesis · Fukunaga
Koontz transform

1 Introduction

Within this decade, soft biometrics identification has gained more and more
attention as an aid for the traditional face recognition in the biometrics world.
Different from traditional hard biometrics such as iris, fingerprints, palmprints,
and face [10–19,31] that are difficult to change with the time and living behaviors
and have high confidence in identifying subjects, the soft biometrics [8,20,25,28–
30,34], on the other hand, focuses more on the physical and behavioral traits
that are more prone to change with time and life style, and is less confident in
subject identification if used alone. For example, the shape of the eyebrows, the
presence of the beard and moustache, skin color, skin texture, color of the pupil,
facial marks, gait patterns [9], and so forth, can all be considered as traits of
soft biometrics. With the correct identification of these soft biometrics traits,
we can infer the age, gender and the ethnicity of the subject. By doing so, we
can dramatically narrow down the search space in the scenario of identifying or
verifying the subject against a huge gallery database.
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For ethnicity classification [1,5,7,26,33,35], it is crucial that the researchers
obtain a balanced database with subjects from all ethnic groups1 equally
presented for both genders. This is one of the priorities before any learning algo-
rithms are applied for ethnicity classification. Moreover, subjects in the database
should be uniquely presented. In this way, the learning machine learns an ethnic-
ity classifier instead of subject-dependent classifier. But unfortunately, database
collection with high quality images covering all the ethnic group for both genders
is pretty hard to accomplish2. That is why in this paper, we will be focusing on
solving one of the biggest problems concerning the database creation for eth-
nicity classification by the synthesis of facial ethnic appearance. In this way, we
can automatically and efficiently achieve the balance in the database while also
keeping the subject uniqueness in the synthesized database.

The rest of this paper is organized as follows: in Section 2, we will describe our
database with which the ethnicity-specific subspaces are built. Section 3 details
the facial ethnic appearance synthesis using single subspace modeling methods
such as the ℓ2 minimization, principal components analysis reconstruction and
the ℓ1 minimization. Section 4 details the facial ethnic appearance synthesis
using dual subspace modeling with Fukunaga Koontz transform. Experimental
setup and results are discussed and analyzed in Section 5. Finally we present
some conclusions of our work in Section 6.

2 Database

2.1 Database Collection

We have collected a database with a total of 6849 frontal mugshot-like images
from 4 different ethnic groups: east asian, south asian, white and black. The
statistics of our database is shown in Table 1.

Table 1. Statistics of our FEAS database

Female Male Total

East Asian 559 477 1036
South Asian 86 138 224

White 2284 2256 4540
Black 482 567 1049

Total 3411 3438 6849

As can be seen from Table 1, the database is not balanced, the majority of
the subjects are white people and there are very few south asians. Because of

1 As is commonly adopted in the literature, the classification of ethnicity boils down to
the 3-class case (asian, black and white), or the 4-class case (east asian, south asian,
black and white). In this work, we consider the 4-class case, where we specifically
separate south asians from east asians.

2 White people dominates most of the ethnicity database publicly available, followed
by black people. There are fewer east asian people and south asians are the rarest.
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this limitation, the reconstruction performs worse if the target ethnic group is
set to be south asian since there are not sufficient images to learn from. Our
database also has a bias in age distribution. The majority of the subjects in the
database are young adults from 20 to 30 years old. This bias tends to jeopardize
the synthesis of the facial ethnic appearance when the query image is an aged
subject. Figure 1 shows the mean faces from each of the ethnic group in our
database for both genders.

2.2 Preprocessing

We localize and center the eye of each facial image using the modified active
shape model (MASM) [32] and crop the rectified full image to be size of 84×68.
The original size of the face in the image varies, and the reason we crop the face
using this dimension is two-fold. First, this is a reasonable size to compute with
using the reconstruction methods to be discussed. Second, some images in the
database have low resolution and our cropping dimension of choice suppresses
the artifacts and errors caused by up-sampling.

If high resolution synthesis is indeed desired in some applications, we can
easily port the algorithms to GPUs using CUDA.

(a) (b) (c) (d) (e) (f) (g)

Fig. 1. Mean faces from our database. (a) Female black, (b) female east asian, (c)
female south asian, (d) female white, (e) male black, (f) male east asian, (g) male
south asian, and (h) male white.

3 Single Subspace Modeling for Facial Ethnic Appearance

Synthesis

In this section, we show the use of single subspace for the synthesis of facial ethnic
appearance. We construct a subspace using images from the target ethnic group.
This ensures that any reconstruction obtained using components of this subspace
has rich ethnic features of this particular ethnic group. We then reconstruct a
given query face from the source ethnic group using this target subspace in order
to synthesize the ethnic appearance.

Following this procedure, the synthesized facial image is supposed to preserve
the subject identity as well as appear closer to the target ethnic group.

We first detail 3 well-established subspace methods using single subspace,
namely the ℓ2 minimization, principal component analysis reconstruction, and
the ℓ1 minimization and then show some results obtained by each of the methods,
followed by analysis and discussion.
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3.1 ℓ2 Minimization

Here, we discuss the reconstruction of the given query face in the target subspace
using the ℓ2 minimization. We first build a subspace of faces with target ethnicity
and find the linear combination of basis vectors from this subspace that matches
the query image the closest. The weight vector w for the images spanning the
subspace is found by minimizing the ℓ2-norm.

Let R be a matrix of dimensions d × n where d is the number of pixels in
each face image and n is the number of images spanning the subspace. In other
words, each column of R is a vectorized image of a face from the target ethnic
group. Let x be an incoming query image which is resized to the same size as the
face images in the subspace and vectorized. Let x∗ be the reconstructed image
using the subspace R. Let w∗ be the n × 1 array of optimal weights for each
image in the subspace. The equations used in reconstruction are shown below:

w∗ = arg min
w

‖x − Rw‖2
2 = (R⊤R)−1R⊤x (1)

x∗ = Rw∗ (2)

3.2 Principal Component Analysis

In this part, we outline a PCA based synthesis of a facial image from the target
ethnic group. The subspace is built using the same samples as in the ℓ2 minimiza-
tion method. PCA is applied to the data and the eigenvectors obtained from the
subspace are used for projection and reconstruction. The matrix R, with which
the PCA subspace is built is of dimension d × n where d is the number of pixels
in each image and n is the number of images used to construct the subspace. As
before, each column of R is a vectorized image of the images from target set.
Let V be the matrix of eigenvectors generated after performing PCA on R and
μ be the mean of the images in R. The following equations show the projection
and reconstruction of a query facial image x using this PCA subspace:

w = (x − μ)
⊤

V (3)

x∗ = Vw⊤ + μ (4)

3.3 ℓ1 Minimization

In this subsection, we discuss the application of the ℓ1 minimization to the prob-
lem posed above to obtain a better reconstruction. It is done by using the basis
pursuit or the basis pursuit de-noising (BPDN) [2,4,6,22–24,27] and provides a
sparse set of weights. This indicates that we use a relatively sparse set of images
from the given training set while trying to reconstruct the image with target
ethnicity that is closest in an ℓ2 sense to the query image. In other words, we
use the same optimization function as for the ℓ2 minimization case but add a
regularization term which regularizes the ℓ1-norm of the weights. Let w be the
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optimal set of sparse weights for images in the subspace and let R be the matrix
containing images in the subspace. The modified optimization function is shown
below:

minimize ‖w‖1 subject to ‖x − Rw‖2
2 ≤ ǫ (5)

The above optimization can be rewritten using Lagrange multiplier λ as shown
below:

w∗ = arg min
w

‖x − Rw‖2
2 + λ‖w‖1 (6)

For this approach to perform well, we need a large number of examples span-
ning our subspace since sparse reconstruction typically generalizes well when
the dictionary is over-complete. In both the previous approaches, the lack of a
constraint on x distributes the energy of w across a large number of its elements
which results in a lot of artifacts left behind primarily from the boundaries of the
face where there is a sharp change in intensity. The reconstruction is also more
blurred. The ℓ1 minimization is expected to perform better than the ℓ2 mini-
mization and the PCA reconstruction since it avoids these artifacts left behind
and also produces a smoother reconstruction than the ℓ2 minimization and PCA
reconstruction.

4 Dual Subspace Modeling for Facial Ethnic Appearance

Synthesis Using Fukunaga Koontz Transform

Ever since Fukunaga Koontz transform (FKT) came along in 1970 [3], it has
been widely used for feature selection especially for general pattern recognition
and image processing problems. Unlike traditional principal component analysis
(Karhunen-Loève transform), the FKT incorporates data form both positive and
negative classes and using eigen decomposition on the joint covariance matrix,
in order to find the optimal basis vectors that very well represent one class
while have least representation power on the other class. The intrinsic nature of
the FKT formulation makes it a very good feature selection tool for two-class
problems. More recently, Li et al. [21] managed to generalize the FKT to be
applied to multi-class problems. We start with the basics of the FKT and We
will take a further step in the FKT analysis to explore some very nice properties
of the dual subspace modeling which may not be found in other literatures.

Let X ∈ Rd×m be the data set containing the source ethnic facial images, with
each column a vectorized image with dimension d. Let Y ∈ Rd×n be the data set
containing all the target ethnic facial images. Both X and Y are mean removed.
The covariance Σ of both the source and target images are the summation of the
covariance for each set ΣX and ΣY. The total covariance matrix Σ is symmetric
and can be diagonalized using eigen-decomposition as:

Σ = ΣX + ΣY = ΦΛΦ⊤ (7)

where Φ contains the entire span of eigenvectors of Σ and Λ houses the corre-
sponding eigenvalues of Σ on its diagonal.
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Next, a pre-whitening step is applied in the FKT. Both the source and target

data are transformed by a pre-whitening matrix P = ΦΛ− 1

2 . So the transformed
data X̂ and Ŷ becomes:

X̂ = P⊤X and Ŷ = P⊤Y (8)

Therefore, the covariance matrices of the transformed source data X̂ and
target data Ŷ become:

Σ
X̂

= X̂X̂⊤ = P⊤XX⊤P = P⊤ΣXP (9)

Σ
Ŷ

= ŶŶ⊤ = P⊤YY⊤P = P⊤ΣYP (10)

The transformed covariance matrix for both source and target data becomes:

Σ̂ = Σ
X̂

+ Σ
Ŷ

= P⊤ΣXP + P⊤ΣYP (11)

= P⊤(ΣX + ΣY)P = P⊤ΣP = I (12)

So, the new covariance matrix is actually an identify matrix. This is because
we have performed a global pre-whitening transformation instead of a class-
specific pre-whitening transformation to de-correlate the data.

Here, we again perform an eigen-decomposition on the source covariance Σ
X̂

,
which yields:

Σ
X̂
w = λw (13)

From Equation 12 we can obtain the following by multiplying w on both
sides:

Σ
X̂
w + Σ

Ŷ
w = w (14)

With Equation 12 and 14, we have:

Σ
Ŷ
w = w − Σ

X̂
w = w − λw = (1 − λ)w (15)

This effectively means that the covariance matrix from two classes share the
same eigenvectors w and the eigenvalue of one class is exactly the complement of
the eigenvalue of the other class. Because of the complementary property of the
eigenvalues, the eigenvectors that are the most dominant in one class, is the least
dominant in the other class. So in the traditional FKT method as applied to any
two-class problem, a discriminative subspace is created by selecting a few of the
most dominant eigenvectors for one class and the least dominant ones for the
other class. By ignoring the eigenvectors in the middle range, the subspace we
obtain contains basis that are very discriminative and will yield discriminative
feature selection after projection as shown in Figure 2.

4.1 Dual Subspace Modeling

The aforementioned case is only true for the ideal scenario where the covariance
matrices Σ

X̂
and Σ

Ŷ
are full rank and have non-zero eigenvalues. But in the
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W =
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Fig. 2. (left) The most and least dominant vectors for one class are used for better
classifying two classes; (right) complementary property of the eigenvalues, where they
sum up to 1

real application, this is seldom the case. When the covariance matrix is not full
rank, there will be k least dominant eigenvectors in class 1 that all have 0 eigen-
values. According to the FKT, there will be k most dominant eigenvectors with
eigenvalues being 1. That means, in the eigenvector w, there are 2k eigenvectors
that are not properly ranked, and thus the complementary paring of eigenvalues
and the sharing of eigenvectors is no longer valid.

In this case, instead of decomposing the covariance of only one class, we pro-
pose to decompose both the covariance matrices Σ

X̂
and Σ

Ŷ
, and instead of

modeling both covariance matrices using the same eigenvector w, we propose a
dual subspace model using class-specific eigenvectors wx and wy for decompo-
sition:

Σ
X̂
wx = λxwx (16)

Σ
Ŷ
wy = λywy (17)

The complementary relationship now becomes:

Σ
Ŷ

= wx − Σ
X̂

= wx − λxwx = (1 − λx)wx (18)

Σ
X̂

= wy − Σ
Ŷ

= wy − λywy = (1 − λy)wy (19)

Here, the most dominant eigenvector in wx and the least dominant eigen-
vectors in wy are not necessarily the same. Instead of keeping the first and the
last tier of eigenvectors from w for subspace modeling, we now take the most
dominant eigenvectors from wx as well as from wy to create the subspace. In
this way, we essentially remove the eigenvectors corresponding to 0 eigenvalues,
while still keeping high discriminative power.

5 Experiments

In this section, we first describe the experimental setup for the aforementioned
facial ethnic appearance synthesis techniques: (1) the ℓ2 minimization, (2) PCA
reconstruction, (3) the ℓ1 minimization, and (4) the dual subspace modeling
using FKT. Second, we show and analyze the experimental results using all four
synthesis techniques.
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5.1 Experimental Setup

For the single subspace reconstruction methods (the ℓ2 minimization, PCA
reconstruction, and the ℓ1 minimization), only the subspace obtained from the
target ethnic group is needed in the reconstruction process. The query image
from the source ethnic group is reconstructed and synthesized to best match the
target ethnic group.

In the dual subspace reconstruction method using FKT, two subspaces from
both the source and target ethnic group are acquired. By linearly combining the
two subspaces using α blending, the query image from the source ethnic group
is gradually transformed to the target ethnic group.

All the color images are in the RGB format, so the facial ethnic appearance
synthesis is done by reconstructing each color channel individually and finally
combined together to display the color synthesis images.

One important characteristic of our proposed facial ethnic appearance syn-
thesis is that the subject identity is very well preserved during the synthesis,
and at the same time, the subject’s facial ethnic features such as skin tone and
eye contours are altered to best match the target ethnic group. In this way, we
can transform people from one ethnic group to another, by keeping their own
uniqueness. This is very good in the application of synthesizing new subjects
from particular ethnic groups that are unique.

5.2 Experimental Results

We have trained our optimal projection coefficient w∗ for each of the single
subspace methods using the images only from the target ethnic group, and syn-
thesize the facial appearance of the query image that best matches the target
group.

Figure 3 and 4 show the synthesis using the ℓ2 minimization. In this experi-
ment, we pick query images of celebrities from the Internet and synthesize them
to another ethnic group in terms of: (a) black to east asian, (b) black to south
asian, (c) white to east asian, and (d) white to south asian, for both genders.

As can be seen, the reconstruction is of bad quality with many artifacts. This
is partially due to the fact that the number of images in the target set is limited
and when an unseen query image looks quite different from the images in the
target set, the reconstruction would be jeopardized.

Figure 5 and 6 show the synthesis using PCA reconstruction. The same query
images are selected as in the ℓ2 minimization case to show the comparisons.
The reconstruction, still not satisfactory. The results using PCA look similar
to the ones using the ℓ2 minimization because the way PCA finds the optimal
projecting directions (principal components) is actually minimizing the variance:
Var(w⊤x), and both PCA and ℓ2 minimization is dealing with second-order
statistics of the data. Thus their optimal results are similar.

Figure 7 and 8 show the synthesis using the ℓ1 minimization. The same query
images and target ethnic groups are used. We can see that the reconstruction still
is not as good as we have expected. Many of the synthesized faces are bluish.
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(a) (b) (c) (d)

Fig. 3. Facial ethnic appearance synthesis using ℓ2 minimization on female subjects.
(a) Black to east asian, (b) black to south asian, (c) white to east asian, and (d) white
to south asian. In each subfigure, the input is on the left and the reconstructed image
is on the right.

(a) (b) (c) (d)

Fig. 4. Facial ethnic appearance synthesis using ℓ2 minimization on male subjects. (a)
Black to east asian, (b) black to south asian, (c) white to east asian, and (d) white to
south asian. In each subfigure, the input is on the left and the reconstructed image is
on the right.

This is because the ℓ1 minimization gives a sparse solution, and since we are
dealing each color channel individually, the R and G channel are overwhelmed
by the B channel. Moreover, some target ethnic set does not have enough images
to create an over-complete dictionary so the reconstruction quality using the ℓ1

minimization is still questionable.
By applying our proposed dual subspace modeling using FKT, the facial eth-

nic appearance synthesis results are much better than the previously discussed
single subspace methods. Figure 9 and 10 show the synthesis. The query images
are on the far left and the following five images are reconstructed using the dual
subspaces (one subspace is built using target ethnic group, and the other sub-

(a) (b) (c) (d)

Fig. 5. Facial ethnic appearance synthesis using PCA reconstruction on female sub-
jects. (a) Black to east asian, (b) black to south asian, (c) white to east asian, and (d)
white to south asian. In each subfigure, the input is on the left and the reconstructed
image is on the right.
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(a) (b) (c) (d)

Fig. 6. Facial ethnic appearance synthesis using PCA reconstruction on male subjects.
(a) Black to east asian, (b) black to south asian, (c) white to east asian, and (d) white
to south asian. In each subfigure, the input is on the left and the reconstructed image
is on the right.

(a) (b) (c) (d)

Fig. 7. Facial ethnic appearance synthesis using ℓ1 minimization on female subjects.
(a) Black to east asian, (b) black to south asian, (c) white to east asian, and (d) white
to south asian. In each subfigure, the input is on the left and the reconstructed image
is on the right.

(a) (b) (c) (d)

Fig. 8. Facial ethnic appearance synthesis using ℓ1 minimization on male subjects. (a)
Black to east asian, (b) black to south asian, (c) white to east asian, and (d) white to
south asian. In each subfigure, the input is on the left and the reconstructed image is
on the right.
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input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(a)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(b)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(c)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(d)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(e)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(f)

Fig. 9. Facial ethnic appearance synthesis using FKT with dual subspace modeling on
female subjects. (a) Black to east asian, (b) black to south asian, (c) black to white, (d)
south asian to east asian, (e) white to east asian, and (f) white to south asian. In each
subfigure, the input is on the far left and the following five images are the synthesis
with α blending of the dual subspaces.
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input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(a)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(b)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(c)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(d)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(e)

input alpha=1 alpha=0.75 alpha=0.5 alpha=0.25 alpha=0

(f)

Fig. 10. Facial ethnic appearance synthesis using FKT with dual subspace modeling
on male subjects. (a) Black to east asian, (b) black to south asian, (c) black to white,
(d) south asian to east asian, (e) white to east asian, and (f) white to south asian.
In each subfigure, the input is on the far left and the following five images are the
synthesis with α blending of the dual subspaces.
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space is built using the source ethnic group, the same as the query image to be
ethnically altered). The α blending coefficient is shown in the 2 figures. When
α = 1, pure source group subspace is utilized and when α = 0, pure target group
subspace is used. By changing α from 1 to 0, a gradual transformation from the
source ethnic group to the target ethnic group can be shown. The synthesis
quality of FKT dual subspace modeling is much better than the single subspace
method with no identifiable artifacts at all.

The query image is transformed to the target ethnic group while keeping his
or her identity to the largest extent, meaning the distinctive identity features
are well preserved. As are shown in Figure 9 and 10, the photometric features of
the query images are also well kelp. For example, the highlights on the forehead
and the shadow on the cheek and so forth are still well preserved in the ethnic
appearance synthesized image.

From the mean faces of our database as shown earlier in Figure 1, the eye
region is the best registered region on the faces. Compared with eye region, the
mouth region is not as well aligned. This is due to the fact that images in our
database may have different expression and the mouth region are not perfectly
aligned and registered. Therefore, we should expect a better synthesis quality
around the eye region and less around the mouth region. Even with that, we are
still able to achieve a much better ethnic appearance synthesis than the single
subspace techniques such as the ℓ2 minimization, PCA and the ℓ1 minimization.

In our experiments with the FKT dual subspace modeling, we apply our
facial ethnic appearance synthesis to unseen facial images from the web. These
celebrity images are actually very different from the images in our source and
target database. The skin is usually highly polished due to makeups and photo
re-touching. So, the synthesis results is not as genuine as the query images that
are actually from the source data set. We cannot disclose the query images from
our database in this paper, but the supplementary material available to the
reviewers actually show more genuine results.

6 Conclusions

In this work, we have explored several subspace reconstruction methods for facial
ethnic appearance synthesis (FEAS). In our experiments, our proposed dual sub-
space modeling using the Fukunaga Koontz transform (FKT) yields much better
facial ethnic synthesis results than the ℓ1 minimization, the ℓ2 minimization and
the principal component analysis (PCA) reconstruction method. With that, we
are able to automatically and efficiently synthesize different facial ethnic appear-
ance and alter the facial ethnic appearance of the query image to any other ethnic
appearance as desired. Our technique well preserves the facial structure of the
query image and simultaneously synthesize the skin tone and ethnic features
that best matches target ethnicity group. Facial ethnic appearance synthesis
can be applied to synthesizing facial images of a particular ethnicity group for
unbalanced database, and can be used to train ethnicity invariant classifiers by
generating multiple ethnic appearances of the same subject in the training stage.
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