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Abstract: Recently, real-time facial expression recognition has attracted more and more research.

In this study, an automatic facial expression real-time system was built and tested. Firstly, the system

and model were designed and tested on a MATLAB environment followed by a MATLAB Simulink

environment that is capable of recognizing continuous facial expressions in real-time with a rate of

1 frame per second and that is implemented on a desktop PC. They have been evaluated in a public

dataset, and the experimental results were promising. The dataset and labels used in this study

were made from videos, which were recorded twice from five participants while watching a video.

Secondly, in order to implement in real-time at a faster frame rate, the facial expression recognition

system was built on the field-programmable gate array (FPGA). The camera sensor used in this work

was a Digilent VmodCAM — stereo camera module. The model was built on the AtlysTM Spartan-6

FPGA development board. It can continuously perform emotional state recognition in real-time at

a frame rate of 30. A graphical user interface was designed to display the participant’s video in

real-time and two-dimensional predict labels of the emotion at the same time.

Keywords: FPGA; facial expression analysis; artificial intelligence; real-time implementation

1. Introduction

Since the last decade, studies on human facial emotion recognition have revealed that computing

models based on regression modeling can produce applicable performance [1]. Emotion detection and

recognition were introduced by researches with human observers [2,3]. Automatic recognition and the

study of the facial emotional status represent substantial suggestions for the way in which a person

performs, and these are very helpful for detecting, inspection and keeping safe vulnerable persons

such as patients who experience mental issues, persons who endure significant mental pressure,

and children with less ability to control themselves. With emotion recognition ability, machines such

as computers, robots, toys and game consoles will have the capability to perform in such a way as

to influence the user in adaptive ways relevant for the client’s mental condition. This is the key

knowledge in recently proposed new ideas such as emotional computers, emotion-sensing smart

phones and emotional robots [4]. Over the last decade, most studies have focused on emotional

symptoms in facial expressions. In recent years, scientists have studied effective transition through

body language. The recognition of entire body gestures is expressively more difficult, as the shape of

the human body has more points of freedom than the face, and its overall outline differs muscularly

through representative motion. The research presented in this paper is an extension of our previous

conference article [5].
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In the 19th century, one of the significant works on facial expression analysis that has a straight

association to the current state-of-the-art in automatic facial expression recognition was the effort made

by Charles Darwin, who, in 1872, wrote a dissertation that recognized the general values of expression

and the incomes of expressions in both humans and animals [6]. Darwin grouped several kinds of

terms into similar groups. The classification is as follows:

• low spirits, anxiety, grief, dejection and despair;
• joy, high spirits, love, tender feelings and devotion;
• reflection, meditation, ill-temper and sulkiness;
• hatred and anger;
• disdain, contempt, disgust, guilt and pride;
• surprise, astonishment, fear and horror;
• self-attention, shame, shyness and modesty.

Darwin also classified the facial distortions that happen for each of the above-stated classes of

expressions. For example, “the constriction of the muscles around the eyes when in sorrow”, “the stiff

closure of the mouth when in contemplation”, and so forth [6]. Another considerable landmark in

the researching of facial expressions and human emotions has been the work of Paul Ekman and his

colleagues since the 1970s. Their work has had a massive effect on state-of-the-art automatic facial

expression recognizer development.

The earliest study of facial expression automatic recognition was realized in 1978 by Suwa et al. [7],

who generated a model for studying facial expressions from a sequence of pictures by employing

20 tracking arguments. Research was conducted until the end of the 1980s and early 1990s, when the

economy’s computing power on-the-go became available. This helped to grow face-detection and

face-tracking algorithms in the early 1990s. At the same time, human–computer interaction (HCI) and

affective computing (AC) research began [4].

Paul Ekman and his colleagues classified the basic emotions, and their work has had a significant

impact on the current emotion analysis development [8]. Emotional state analysis is most likely a

psychology field. However, as a result of more and more computing methods being successfully used

in this area, it has been merged into a computing topic with the new name of AC [9]. Signal and image

processing and pattern recognition methods deliver a fundamental role for efficient computing. Firstly,

the emotional state of a person can be detected from their facial expression, speech and body gestures

by imaging systems. Secondly, the features can be extracted from these recordings on the basis of

signal and image processing methods. Finally, advanced pattern recognition methods are applied to

recognize the emotional states.

As far as is known, this is the first time that automatic emotional state detection has been

successfully implemented on an embedded device (the field-programmable gate array—FPGA).

The proposed system is 20 times faster than the Graphics Processing Unit (GPU) implementation [10]

and can analyze 30 frames per second in real-time. In this paper, the technique’s implementation and

the evaluation of both results are presented. The system is able to display the real-time and automatic

emotional state detection model on the connected monitor.

2. Related Work

In contemporary psychology, affect is known as the experience of sensation or emotion as different

from thought, belief, or action. Therefore, emotion is the sense that a person feels, while affect is in

terms of state. Scherer defines emotion as the outcome of reaction synchronization whose output

corresponds to an event that is “relevant to the major concerns of the organism” [11]. Emotion is

different from mood in that the former has a strong and clear attention while the latter is unclear, can

appear without reason, and can lack severity. Psychologists perceive moods as “diffuse affect states,

characterized by a relative enduring predominance of certain types of subjective feelings that affect

the experience and behaviour of a person” [11]. Moods may carry for hours or days; as a result of

people’s characters and affect natures, some people practice some moods more often than others [11].
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Consequently it is more problematic to measure situations of mood. On the other hand, emotion is a

quantifiable element because of its separate nature.

Primary attempts to measure and classify feeling through the perception of facial expressions has

revealed that feelings are not the result of the retraction of only one muscle; nonetheless particular

sets of muscles cause facial expressions to reveal these feelings. In 1872, Darwin postulated on his

original work that facial expressions in people were the result of improvements and that: “The study of

expression is difficult, owing to the movements (of facial muscles) being often extremely slight, and of a

fleeting nature” [12]. Notwithstanding this test, early efforts to measure emotions on the basis of facial

expressions in adults and infants were realized. Initial research on undesirable emotional states has

proved that particular features of the eyelids and eyebrows, which Darwin called “the grief-muscles”,

agree in that “oblique position in persons suffering from deep dejection or anxiety” [12]. However,

scientists during the 19th century were faced with challenges to separate emotional states, recognizing

distinctions between perceptions and intentions. “A difference may be clearly perceived, and yet it

may be impossible, at least I have found it so, to state in what the difference consists” [12]. Darwin

considered general facial muscles, which were involved in each of the emotions’ state (Table 1).

Table 1. Descriptions of facial muscles involved in the emotions Darwin considered universal [12].

Emotion Darwin’s Facial Description

Fear

Eyes open
Mouth open

Lips retracted
Eyebrows raised

Anger
Eyes wide open

Mouth compressed
Nostrils raised

Disgust
Mouth open

Lower lip down
Upper lip raised

Contempt

Turn away eyes
Upper lip raised
Lip protrusion
Nose wrinkle

Happiness
Eyes sparkle

Mouth drawn back at corners
Skin under eyes wrinkled

Surprise

Eyes open
Mouth open

Eyebrows raised
Lips protruded

Sadness
Corner of mouth depressed

Inner corner of eyebrows raised

Joy

Upper lip raised
Nose labial fold formed

Orbicularis
Zygomatic

Significant improvements have been completed in the measurement of individual elements of

emotion. Ekman‘s Facial Action Coding System (FACS) [13] relates the observation of particular muscle

contractions of the face with emotions. Scherer et al. measured emotions using an assessment of defined

components [14]; Davidson et al. published comprehensive studies on the relation between brain

physiology and emotional expressions [15]; Stemmler‘s studies determined and revealed physiological

reaction outlines [16]; Harrigan et al. carried out an appraisal and measured adequate behaviour [17];



Technologies 2018, 6, 17 4 of 18

and Fontaine et al. presented that in order to demonstrate the six components of feelings, at least

four dimensions are needed [14]. These studies demonstrate that although emotions are various

and multifaceted, and also often problematic to classify, they present themselves via designs that

“in principle can be operationalized and measured empirically” [11]. The difficulty of classifying these

patterns is what drives research in emotional computing. In the last 20 years, the majority of the

study in this area has been into enabling processors and computers to declare and identify affect [9].

Progress made in emotional computing has not only assisted its own research field, but also benefits

practical domains such as computer interaction. Emotional computing research develops computer

interaction by generating computers to improve services the user desires. Meanwhile, it has also

allowed humans to perceive computers as something more than merely data machines. Upgrading

computer interaction over emotional computing studies has various benefits, from diminishing human

users’ frustration to assisting machines’ familiarization with their human users by allowing the

communication of user feeling [9]. Emotional computing enables machines to become allied operative

systems as socially sagacious factors [18].

This helped in the early 1990s [7] to grow face-detection [19] and -tracking results in HCI and

AC [9] evolution. The emotions of the user could be detected using advanced pattern recognition

algorithms from extracted images (facial expression, gestures, etc.) or audio (speech) features. Recently,

Cambridge University introduced the emotional computer [20] and the MIT (Massachusetts Institute

of Technology) Mood Meter [21] From 2011, these have participated in several international emotion

recognition challenges, such as AVEC (Audio/Visual Emotion Challenge) or MediaEval (Benchmarking

Initiative for Multimedia Evaluation) [22,23].

In 2013, Cheng, J., et al. [10] proposed the GP-GPU (General Purpose - Graphics Processing

Unit) acceleration service for continuous face- and emotion-detection systems. Promising results were

achieved for the real-world scenario of continuous movie scene monitoring. The system was initially

tested in MATLAB. It was proven that the GPU acceleration could speed up the processing 80-fold

compared to the CPU (Central Processing Unit). This system can provide the detected emotional state

every 1.5 s.

In 2015, the Microsoft Oxford API (Application Programming Interface) cloud service provided the

recognition of emotions on the basis of facial expressions [24]. This API provides the confidence across

a set of emotions for each face in the image, as well as bounding box for the face. The emotions detected

are anger, contempt, disgust, fear, happiness, neutrality, sadness, and surprise. These emotions are

understood to be cross-culturally and universally communicated with facial expressions. Recognition

is experimental and is not always accurate [24]. Recently, fuzzy support vector machines (SVMs) and

feed-forward neural networks together with a stationary wavelet entropy approach were investigated,

producing results of around 96% accuracy on stationary images [25,26].

Several tools have been developed to record perceived emotions as specified by the four emotional

dimensions. FeelTrace is a tool created on a two-dimensional space (activation and evaluation), which

allows an observer to “track the emotional content of a stimulus as they perceive it over time” [27].

This tool offers the two emotional dimensions as a rounded area on a computer screen. Human

users of FeelTrace observe a stimulus (e.g., watching a program on TV, listening to an affective

melody or the display of strong emotions) and move a mouse cursor to a place within the circle of

the emotional area to label how they realize the incentive as time continues. The measurement of

time is demonstrated indirectly by tracing the position at which the mouse is in the circle with time

measured in milliseconds. Arrangements using the FeelTrace classification were used to create the

labels in the testing described in this paper. In Figure 1 is an example of a FeelTrace exhibition while

following a session. The color-coding arrangement allows users to label the extensity of their emotion.

Pure red represents the most negative assessment in the activation (very active) dimension; pure green

represents when the user is feeling the most positive evaluation in the activation dimension (very

passive). FeelTrace allows its users to produce annotations of how they observe specific stimuli at
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specific points in time. The system has been shown to be able to perceive the changing of emotions

over time.

Figure 1. Video annotation process for valence using FeelTrace software. The video were shown on the

left and the emotion labels were made by moving the mouse on the right.

The proposed local binary pattern (LBP) algorithm uses the alteration of an image into an

arrangement of micropatterns. The performance with face images is described in [28]. The typical

LBP algorithm executes calculations inside a local region (“neighbourhood block”) of all the pixels

in a grayscale image (which is initially delivered into MATLAB as numerical values instead of the

intensity levels of RGB (Red Green Blue), which are then changed to grayscale intensity numerical

values). The working out algorithm results in numerical values, which are demonstrated as alternation

counts in a histogram. The alternation counts from the histogram are the components of a row vector.

The row vectors of each block are horizontally concatenated together to form a single feature vector,

which is a descriptor for the entire image. There are numerous differences of LBP algorithms in the

present literature. The method described in this paper uses features obtained by uniform LBPs [29].

Uniform LBP is similar to the basic LBP, except that the dimensionality of the feature vectors is cut in

order to keep computational time minimal and to lower the memory usage.

On the other hand, the k-Nearest Neighbor algorithm (k-NN) is utilized for regression

modeling [30]. This algorithm is based on learning, where the operation is only approximated nearby

the training dataset and all calculations are delayed until regression. The k-NN regression is typically

based on the distance between a query point (test sample) and the specified samples (training dataset).

There are many methods available to measure this distance, for example, Euclidean squared, city-block,

and Chebyshev methods. One of the most common choices to obtain this distance is the Euclidean

method: Let xi be an input sample with P features ( xi1, xi2, ..., xip ), n be the total number of input

samples (i = 1, 2, ..., n), and p be the total number of features (j = 1, 2, ..., p). Therefore, the Euclidean

distance between the samples xi and xl (l = 1, 2, ..., n) can be defined by Equation (1):

d(Xi, Xl) =
2

√

(xi1 − xl1)2 + (xi2 − xl2)2 + ... + (xip − xlp)2 (1)

Cross-validation is a typical confirmation method for measuring the outcomes of a numerical

investigation, which distributes to an independent dataset. It is usually implemented whenever the

aim is prediction, and the purpose of using cross-validation is to estimate how precisely the predictive

system will implement and perform in practice and in real-time. In predictive models, a system

is typically given a specified dataset called a training dataset and a testing dataset against which

the system is verified [31,32]. The aim of this method is to express a dataset to check the system

in the training dataset in order to reduce problems. Additionally, one of the main reasons that the

cross-validation method is used in this study is that it is a valuable estimator of the system performance;

therefore, the fault on the test dataset correctly characterizes the valuation of the system performance.

This is due to there being sufficient data accessible and/or that there is a well re-partition and good
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separation of the data into training and test sets. Thus cross-validation is a reasonable method to

accurately estimate the prediction of a system.

3. Affective Dimension Recognition

In effective dimensional space, more details on how the emotional states other than the

six basic emotion categories (i.e., happy, sad, disgust, anger, surprise and fear) are represented.

The three-dimensional (3D) model contains arousal, dominance and valence. Therefore, the automatic

emotional state detection system needs to comprehensively model the variations in visuals and convert

these to the arousal, dominance and valence scale from the captured video. From the machine learning

point of view, this is not a classification problem but a regression problem, because the predicted

values are real numbers on each individual frame in the image sequence.

The inputs into the merger system are the videos recorded from five volunteers, which were used

to build the system training part, each recorded twice while a 210 s video was watched. Therefore there

are 10 videos recorded at 25 frames per second (52,500 frames in total). For the MATLAB system,

5-fold cross-validation and then 2-fold cross-validation were implemented. GTrace was employed

in order to obtain and build the training datasets. LBP features were extracted from the videos. We

note that LBP is the most common feature extraction that has been used in numerous emotional state

recognition systems. A k-NN algorithm was used for the regression because of its simplicity and lesser

complexity to implement on FPGA compared to other algorithms. At the training phase, features were

extracted from image sequences from the 10 videos. At the testing step, features of the new image from

a camera connected to FPGA were calculated and sent to the k-NN for regression with dimensional

emotion labels (e.g., real values for activation and valence) as the output. As the training set was

complete, the entire system was expected to produce incessant dimensional labels.

3.1. System Overview

In Figure 2, the framework of the automatic emotional state detection system is depicted.

The inputs are the video frames captured from the camera. FeelTrace [27] was used to capture

the videos and extract the training datasets. LBP features were extracted from the captured videos.

The k-NN algorithm was used for regression. For training, the LBP features were extracted from

10 video image sequences. Video captures from the FPGA connected camera were processed, and the

LBP features were used for the k-NN regression with dimensional emotion labels.

Figure 2. Real-time emotion detection system from facial expression on embedded devices.

3.2. Image Feature Extraction

The LBP algorithm converts local sub-blocks of the grayscale converted image to an alternation

counts histogram. The histogram values of each block were horizontally concatenated together to form

a single feature vector, which is the descriptor for the entire image. There are numerous differences

in LBP algorithms in the present literature [33]. The method described in this paper uses features
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obtained by uniform LBP [29]. Uniform LBP uses dimensionally reduced feature vectors in order to

save computational time and memory. In this work, the standard LBP algorithm was employed to

obtain feature extraction, which is the histogram of an LBP image. Alternatively, the histogram also

reveals that most of the pixel values were gathered in a relatively small area, while more than half of

the values were used by only a small number of pixels (see Figure 3).
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Figure 3. An example of an LBP histogram of an image. From one image, LBP algorithm can detect the

angle or corner patterns of the pixels. Then a histogram on the patterns were generated.

3.3. k-NN Algorithm for Regression Modeling

The k-NN algorithm was utilized for regression modeling [30]. The LBP features of the k nearby

images are the inputs of the network. The k-NN regression classifies the membership to a class. Usually,

k is a small positive integer. For example, for k = 1, the test data are allocated to the class of that single

nearest neighbor.

It would be more effective to choose differentia to the contributions of the neighbors, so that the

closest neighbors play a higher role to the average than the more distant neighbors [34].

k-NN regression is typically based on the distance between a query point (test sample) and the

specified samples (training dataset). In regression problems, k-NN predictions are founded on a voting

system in which the winner is used to label the query.

3.4. Cross-Validation: Evaluating Estimator Performance

Cross-validation is a well-known method for the evaluation of the system on a smaller dataset

when the use of all the data available for training and evaluation is necessary. The idea is to divide the

dataset into smaller parts and exclude always another part for testing. Finally, the results of all trained

models are averaged and presented as the cross-validated result of the algorithm [31,32].

3.5. Pearson Product-Moment Correlation Coefficient

The Pearson product-moment correlation coefficient (PPMCC) was used for the linear correlation

calculation between the true and predicted labels, as established by K. Pearson [35]. There are various

formulas for the correlation coefficient calculation. In this experiment, Equation (2) was used [36]:

r = rxy =
n ∑ xiyi − ∑ xi ∑ yi

2
√

n ∑ xi
2
− (∑ xi)2 2

√

n ∑ yi
2
− (∑ yi)2

(2)
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4. Overview of the Classifier Fusion System

First of all, the MATLAB R2014a simulation of the correlation coefficient was realized to validate

the results. Thereafter the MATLAB implementation was tested in real-time with the camera. Finally,

the AtlysTM Spartan-6 LX45 FPGA Development Board was used for the FPGA implementation

evaluation [37].

The emotion detection was implemented using MATLAB R2014a with the k-NN regression

classifier from LIBSVM [38], and the Xilinx ISE Design Suite 13.2 was used to generate VHDL code and

upload the binary to the FPGA AtlysTM Spartan-6 FPGA Development Board and Spartan-6 FPGA

Industrial Video Processing Kit [37]. Each FPGA output demonstrates the emotion prediction on each

frame of the video from the camera. The predictions from the classifiers are used to create a single

regression final output (see Figure 4).

This FPGA implementation is enabled to run on real-time video inputs with an ability of analysis

of 30 frames per-second, which is 20 times faster than GP-GPU implementation [10]. Most of the

emotional state recognition systems have suffered from the lack of real-time computing ability as a

result of algorithm complexities. This prevents current systems to be used for real-world applications,

particularly for low-cost, low-power consumption and portable systems. The usage of the FPGA

provides a new platform for real-time automatic emotional state detection and recognition system

development [37].

Figure 4. A high-level overview of the classifier system.
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5. Implementation and Results

5.1. Dataset

The data used in the experiment was constructed from five adult human volunteers (three males

and two females) and was used to build the system, each person being recorded twice while watching

a 210 s video. The video contained six different scenarios (relaxation, humor, sadness, scariness and

discussion) and tried the cover most of the emotion from the FeelTrace; we note that every volunteer

had a dissimilar reaction to each part of the video. The video was collected from YouTube and also

contained audio, which had a greater effect on the participants. Each participant’s face video was

collected from the Xilinx Spartan-6 LX45 FPGA and a camera sensor, which was connected to it,

and then a HDMI output from the FPGA was connected to the computer afterwards; the MATLAB

Acquisition Toolbox used in order to receive and save the real-time video features from the FPGA’s

board to use for machine learning purposes. The videos were in RGB colour and for each colour

component of a pixel in a frame. Each participant was recorded from the shoulder above with their

face towards the camera while sitting on chair. It was set up to be natural and real; therefore the

videos were recorded in the office with a natural background, and in some cases, some people can

be seen walking and passing in the camera frame. The 10 videos recorded contained no audio as this

has no role in this work; this also reduced the volume of the data, and therefore the data could be

processed more rapidly. It was interesting that the volunteers had a dissimilar reaction to each part of

the video [37]. Thus overall, the dataset contained 63,000 labeled samples.

5.2. Implementing k-Fold Cross-Validation

Cross-validation is a typical confirmation method for measuring the outcomes of a numerical

investigation, which distributes to an independent dataset. It is usually implemented whenever the aim

is prediction, and the purpose of using cross-validation is to estimate how precisely a predictive system

will implement and perform in practice and in real-time. In this study, 5- and 2-fold cross-validation

were used. The dataset, which contained 10 video features and labels, were separated and are arranged

into subsections in Table 2.

Table 2. Cross-validation arrangement over the dataset.

Cross Validation

5-Fold 2-Fold

Subsection 1: videos 1 and 2
Subsection 2: videos 3 and 4
Subsection 3: videos 5 and 6
Subsection 4: videos 7 and 8
Subsection 5: videos 9 and 10

Odd subsection: videos 1, 3, 5, 7 and 9
Even subsection: videos 2, 4, 6, 8 and 10

For the 5-fold cross-validation, one of the five subsets was chosen for the testing dataset and

the other four subsets were used for the training dataset. Then the cross-validation process was

repeated five times, with each of the five subsets used once in place of validation data. In the regression

technique, the k-NN was used for three different k values (k = 1, 3, 5). Therefore the cross-validation

process was repeated five times, each time for a different k value, with each of the five subsets used

once in place of validation data. For the 2-fold cross-validation, first the odd subset was chosen for the

test dataset and the even subset was used for the training dataset. Then the even subset was chosen for

the test dataset and the odd subset was used for the training dataset. The k-NN algorithm was used as

the regression technique for the three different k values (k = 1, 3, 5). Therefore the cross-validation

process was repeated three times, each time for a different k-NN algorithm, with each of the two subsets

used once in place of validation data. To evaluate the result of the cross-validation methodology, two

types of discrete data and confusion matrix were used.
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5.2.1. Correlation Coefficient Evaluation of 2- and 5-Fold Cross-Validation

In measurements, the PPMCC is used for the calculation of the linear correlation between two

variables (in this study, between the true labels and predicted labels); the outcome of the measurement

is a value between +1 and −1. There are two qualities for each correlation: strength and direction.

The direction indicates that the correlation is either positive or negative. If factors move in inverse or

opposite orders—for example, if one variable increases and the other variable decreases—there will be

negative correlation. On the other hand, when two factors have a positive correlation, it means they

move in the same direction. Finally when there is no relationship between the two factors, this is called

zero correlation.

The outcome of the cross-validation of the predicted labels for the 5- and 2-fold cross-validation

for different k values in the k-NN algorithm (k = 1, 3, 5) can be seen in Table 3.

Table 3. Average Correlation Coefficient of Predicted Labels for 2- and 5-fold Cross-Validation.

Average Correlation Coefficient

5-Fold 2-Fold

k Activation Valence Activation Valence

1 0.0226 −0.0137 0.0561 −0.0341
3 0.0260 −0.0206 0.0713 −0.0362
5 0.0294 −0.0208 0.0785 −0.0381

The correlation coefficient average result was obtained after applying the 5-fold cross-validation

for all the subsections. The average activation had a positive correlation, which had a positive gradient

and was shown by, when one variable increased in the test datasets, the other points in the predicted

labels dataset also increasing. On the other hand, the average valence had a negative correlation;

therefore, when one variable increased in the test datasets, the other variable in the predicted labels

dataset were decreasing. However, as can be seen by increasing the k value from 1 to 3 and 3 to 5,

the correlation coefficient for activation increased by 15.04%. Therefore, there was an increment of

30.08%, changing the k value from 1 to 5 in the k-NN algorithm. On the other hand, for the valence,

by increasing the k value from 1 to 3, the correlation coefficient increased by 50.36%; the correlation

coefficient increased by 51.82% for k from 1 to 5.

For the 2-fold cross-validation, the average activation had a positive correlation, which had

a positive gradient and was shown by, when one variable increased in the test datasets, the other

points in the predicted labels dataset also increasing. On the other hand, the average valence had a

negative correlation; therefore, when one variable increased in the test datasets, the other variable in

the predicted labels dataset were decreasing. However, as can be seen by increasing the k value from

1 to 5, the correlation coefficient for activation increased by 39.92%. On the other hand, for the valence,

by increasing the k value from 1 to 5, the correlation coefficient increased by 11.73%.

From both methods of cross-validation, it can be seen that there was better correlation as the

coefficient became closer to 1. There was less percentage increment in the 2-fold method; however it

had a higher correlation coefficient.

5.2.2. Evaluation of Confusion Matrix of the k-fold Cross-Validation

In comprehension of how well the model performed, it is necessary to examine which frames

were correctly and incorrectly predicted. The analysis of the correctly and wrongly predicted instances

revealed that most of the models predicted more zeros incorrectly than ones. Furthermore, the final

prediction of the model is designed to be reliable for the decisions of predictions. Therefore, if the

anticipations were mostly zeros, then the predictions generally leaned to be zeros when most of the

votes did not agree with the probability evaluation. In this case, the confusion matrix is an efficient

tool to analyze the probability estimation. There is an arrangement for the confusion matrix in two
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dimensions, which contains four zone classifications. The regression result was used to obtain the

confusion matrix.

As can be seen from Table 4, the highest accuracy of the confusion matrix belonged to the 2-fold

cross-validation for k = 5, with an accuracy of 51.28%. On the other hand, it can be seen that the

accuracy was also increased by increasing k for the k-NN algorithm.

Table 4. Average accuracy of confusion matrix for different k (MATLAB results).

Accuracy (%)

k 5-Fold 2-Fold

1 27.66 45.82
3 28.13 49.47
5 27.77 51.28

5.3. System Overview and Implementation in MATLAB Simulink

Computer simulation is the process of creating a system of a real physical model, implementing

the system on a computer, and evaluating the performance output. To comprehend reality and all of

a model’s convolution, it is essential to create artificial substances and kinetically perform the roles.

Computer simulation is the tantamount of this kind of role and helps to determine artificial situations

and figurative worlds. One of the main advantages of employing simulation (MATLAB Simulink) for

the study and evaluation of models is that it allows the users to rapidly examine and evaluate the

outcome of complex designs that possibly would be excessively hard to investigate.

Simulink, established by MATLAB, is a graphical software design environment for demonstrating,

simulating and analyzing dynamic models. Its main communication with a computer is a “graphical

block diagramming tool” and a modifiable block in its library. In Simulink, it is easy and simple

to represent and create a model and then simulate it, demonstrating a physical model. Systems are

demonstrated graphically in Simulink as a block. An extensive collection of blocks is presented for

demonstrating numerous models to the user. Simulink can statistically estimate the solutions to models

that are impossible or unfeasible to create and calculate by hand. The capabilities of the MATLAB

Simulink are the following:

• building the model;
• simulating the model;
• analyzing simulation result;
• managing projects;
• connecting to hardware.

In this study, MATLAB Simulink was used to express the possible true efficacy of other situations.

In this model (Figure 5), the training datasets included 26,250 frames and for each frame there were

features as well as a two-dimensional label; thus the model would have run very slowly. To increase

the speed of the mode and process the data faster, the training dataset was reduced from 26,250 to 525,

which meant that 98% of the data was draped and only 2% of the training dataset was used. On the

other hand, the most time-costly part of the model was for the LBP block to calculate the LBP of the

frame. From the Simulink Profile Report, each time the model ran to process the LBP, it took 34% of

the time taken for the processing of the LBP block; this was another reason that the model ran slower

than expected.
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Figure 5. Simulink data workflow diagram.

5.4. FPGA Implementation

FPGAs have continued to contribute to performance improvement; since their creation by Xilinx

in 1984, FPGAs have developed from the existence of plain glue logic chips by substitution with

applications in exact combined circuits, application-specific integrated circuits (ASICs), and also for

processing and controlling applications and signals. FPGAs are semiconductor apparatus built of

configurable logic blocks (CLBs) and linked through a programmable connection. FPGAs have the

capability to be reprogrammed and subsequently built-up for designs or desired applications. This trait

separates FPGAs from ASICs, which are factory-made for particular design applications. On the other

hand, it is possible to have one-time-programmable (OTP) FPGAs [39]. There are five properties and

benefits of the productivity of FPGAs:

• Performance: The first advantage is that FPGA devices have hardware parallelism; FPGAs cross

the power of digital signal processors (DSPs) by segregation of the consecutive execution per

clock cycle.
• Time to Market: FPGAs have pliability and fast prototyping, as they can be tested on an idea and

validate it in hardware, not needing to go through the long procedure of the ASIC scheme.
• Cost: The expenditure of creating variations to FPGA designs is less when compared with ASICs.
• Reliability: While there are tools available for designing on FPGA, it is still a difficult task for

real-time implementations. The ASICs system is processor-based and contains numerous tools to

help for planning tasks and sharing them between many processes. FPGAs reduce computing

complexity as they use parallel execution.
• Long-Term Maintenance: FPGA devices are upgradable and do not need the expenditure and

time required for ASIC re-design. As a product or system matures, it is possible to create useful

improvements in a short time to re-design the hardware or change the design.

Figure 6. Data workflow diagram and hardware used.
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In the first part, the frames are extracted from the camera-sensor-captured video. The FPGA

board that is used to implement the model is the AtlysTM Spartan-6 FPGA Development Board [40]

along with a VmodCAM, Stereo Camera Module [41]. The Xilinx Spartan-6LX45 FPGA is used, which

has a 128MB DDR2 RAM with 16 bit wide data. The AtlysTM board is intended for real-time video

processing (see Figure 6). The VmodCAM is an additive device to the Atlys board. The Spartan-6LX45

FPGA sends commands and resolution settings to the VmodCAM through the I2C (Inter-Integrated

Circuit) line. It contains a selection of clock, image colour and data settings.

In next section, the calculated LBP features are presented. To calculate, the images needed to

be converted from RGB to grayscale; a Xilinx logiCORE IP RGB to YCrCb colour-space converter

version 3.0 was used and fitted in the design. This is a basic 3 × 3 matrix multiplier changing three

participation colours, which is 24 bits, to three output samples, which is 24 bits (8 bits for each element,

Y, Cr and Cb) in only one clock period. In this work, only the 8 bits value of Y was used, which

corresponded to the grayscale level of the input RBG. In MATLAB Simulink, as all frame pixels were

available, therefore it was possible to process the LBP for the whole image in blocks of 3 × 3 pixels.

On the other hand, as there was not enough RAM memory on the FGPA to save all the pixels of a

single frame, we also aimed to have parallel LBP output; therefore, a row vector was used in the

code to save 1283, which is equal to the first two rows’ pixel values plus three pixels from the third

row. Therefore, we were required to wait until 1283 pixel values had been processed. As soon as the

1283 pixels were generated, then there was a block of 3 × 3 available to process the LBP algorithm.

The pixel block will be moved through all the pixels and the values will be produced in a serial manner.

Then the histogram can be generated for a whole image. This process would be carried on in the same

way for all the pixels to the end. However, the camera sensor captured 30 frames per second with a

resolution of 640 × 480; thus each pixel took 108.51 ns to be executed; therefore, there was a delay

of 139.21 µs to produce the LBP pixel value. In order to wait for 1283 pixels to be ready, a delay was

generated to do this. This would count the horizontal and vertical pixels, and all the RGB data for the

1283 pixels would be saved in an array to be accessed in the LBP processor; as soon as the third pixel in

the third row was ready, the IP (Intellectual Property) library would be executed and would calculate

and release the value of the pixel to the output. For the rest of the pixels, this process would be carried

on in the same way for all the pixels to the end.

One of the main parts is the training datasets in the FPGA. A Xilinx LogiCORE IP Block Memory

Generator version 6.2 is used to enter the features and labels into the model. In order to use this IP,

the data has to be saved in a .coe file. The data should be all in one column (single data in each line)

with a comma after each; the data can be input in integer or binary format. However, the largest data

possible in the feature training dataset is 51256 in decimal notion; to represent it in the block memory

generator, an IPCore of 16 bits width is needed, which limits and reduces the length of the data that can

be used. This means that, with the 16 bits data width, there will be only 9999 lines available. However,

to represent the feature in the .coe file, it is possible to have only one number in each line; on the other

hand, as every 256 lines in the file is represented for one frame feature and only 9999 lines are available,

therefore overall only 390 frames of data can be loaded to the IP. This is a disadvantage, as this will

limit the model training datasets and will decrease the accuracy of the output.

The classification part using the k-NN algorithm on the training dataset contained the following

maths operations: the power of 2 and the square root. On the other hand, in the Xilinx ISE Design

Suite, there is no direct command to operate these two operations; there is only a command to multiply

two numbers together. Therefore, to implement the k-NN algorithm, another two logiCORE IP Cores

were used.

The fourth part is for displaying the predicted labels on the attached screen. When the model bit

file downloaded to the FPGA board from the camera output, which is the live camera, can be seen

on the monitor, the code has been modified to display the two-dimensional FeelTrace axis on the

top-right corner of the monitor, with a white background and a resolution of 100 × 100 with blue axes.

The horizontal axis indicates the valence and the vertical axis indicates the activation. The predicted
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label is displayed in a red colour; a box of 3 × 3 includes 9 pixels. One of the switches on the board is

used in order to switch between both RGB and LBP view outputs, as shown in Figure 7.

Figure 7. Real-time display of the LBP feature implemented from FPGA hardware.

5.5. Performance Comparison

For cross-validating the results, 5- and 2-fold cross-validation were used. For the 5-fold

person-independent (the system always contains the training data from more users) cross-validation,

the captures were divided into five subsets. For the 2-fold cross-validation, always the second recording

of the user went to testing (see example depicted in Figure 8).

Figure 8. Example of predicted and true valence and activation evaluation.

The acquired accuracy of the system is depicted in Tables 5 and 6. The highest accuracy was

achieved for the 2-fold cross-validation for k = 5 with an accuracy of 51.28% for MATLAB and 47.44%

for the FPGA implementation.
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Table 5. Emotion detection accuracy achieved for different k of k-NN for MATLAB implementation.

Accuracy (%)

k 5-Fold (Person-Independent) 2-Fold

1 27.66 45.82
3 28.13 49.47
5 27.77 51.28

Table 6. Emotion detection accuracy achieved for different k of k-NN for FPGA implementation.

Accuracy (%)

k 5-Fold (Person-Independent) 2-Fold

1 25.52 43.84
3 26.81 45.92
5 26.07 47.44

The accuracy of the predicted values was reduced for the FPGA by 3.84% compared to the

MATLAB implementation, mainly because of the use of lower training datasets for the VHSIC

(Very High Speed Integrated Circuit) Hardware Description Language (VHDL) implementation.

The MATLAB Simulink code ran slower mainly because of the execution of the LBP algorithm

and produced 0.95 frames every second. The FPGA implementation produced real-time outputs of

30 frames per second; therefore we conclude that it is more than 30 times faster compared to the

MATLAB Simulink implementation, as depicted in Figure 9.

Figure 9. Comparing computational costs of MATLAB and FPGA implementation.

6. Conclusions and Discussion

The basis for the objective of this paper was to evaluate the FPGA implementation and efficiency

of regression methods for automatic emotional state detection and analysis. It can be concluded that

the results prove that the FPGA implementation is ready to be used on embedded devices for human

emotion recognition from live cameras. The database of five users with 63,000 samples was recorded,

labeled and cross-validated during the experiment. The LBP method was implemented for comparison

in MATLAB and the FPGA. The values of the activation and valence for the database were extracted

by FeelTrace from each frame.

The overall system accuracy of 47.44% is comparable with similar state-of-the-art work of J. Chen,

conducted on the extended Cohn-Kanade (CK+) database (clean environment) and the Acted Facial

Expression in Wild (AFEW) 4.0 database [42], with an overall average accuracy of 45.2% and between

0.6% for clean and 5% for “wild” videos for the accuracy achievement, and using a new proposed

histogram of oriented gradients from three orthogonal planes (HOG-TOP) compared to LBP features
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used in this study for real-world videos (close to wild). The objective of this study was to appraise the

efficiency of regression methods for automatic emotional state detection and analysis on embedded

devices to be made on human emotion recognition from live cameras. A model was designed to

process the emotional state using a collection of datasets for training and testing. These databases

came from five recorded videos from five participants, each having been recorded twice. The LBP

method was implemented to obtain the feature extraction of each video (frame-by-frame) by using

MATLAB coding. The label database for each frame of the two emotions (activity and valence) were

created using the FeelTrace definition and the GTrace application, which is an application to record

emotions using a scoring system. For the regression modeling technique, the k-NN algorithm was

utilized; then a model was designed and tested in MATLAB with 2- and 5-fold cross-validation with

k-NN regression for different k values (1, 3 and 5). As seen in the implementation and results section,

the best result belonged to the 2-fold cross-validation with k = 5 for the k-NN algorithm.

In this study, MATLAB was used to test the model and find the best possible method that could

be implemented on the available FPGA. A collection of video was needed to be recorded to build the

model database, and this had to be obtained from the FPGA sensor camera (VmodCAM). The biggest

challenge for this work was how to obtain the video data from the FPGA and save it; there was only

128MB of DDR2 RAM available on the FPGA board, and thus there was a limitation on saving the video

data. Therefore, three different methods were implemented and tested on the two different boards:

1. Receiving and saving the data in MATLAB Simulink via a universal asynchronous

receiver/transmitter (UART) available on the board.
2. Saving data on an SD card and implementing and testing on the Xilinx Spartan-6 FPGA Industrial

Video Processing Kit.
3. Connecting the HDMI output to a computer and using the MATLAB Acquisition application to

record the video.

Finally, the third option was found as the best way to save the data.

To build a model in VHDL code, the Xilinx Spartan-6LX45 FPGA was used. The code that Digilent

provided was used and modified extensively to meet the target specification. In this way, many

different Xilinx LogiCORE IP’s were used. The output of the model is displayed at the top-right corner

of a monitor with the participant’s live video. There is an option to view the RGB of the LBP view

format of the video via a switch designed for this. It is possible to switch between these two at any

time. As mentioned earlier, the best accuracy achieved in MATLAB Simulink was 51.28% and in the

Xilinx simulation was 47.44%.

The system could be improved in the future work by using different deep learning algorithms;

new feature extraction or different regression modeling methods such as SVR (Support Vector

Regression), although difficult to design, have a proven potential to overcome the problems facing

human emotion research today [37]. The results presented in this paper using a fusion system for

automatic facial emotion recognition are promising. In the future, the audio features and speaker

emotion detection models [43] will also be tested and fused [44] with the frame-level results.
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