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Introduction

Facial expression, which is a fundamental mode of transporting human’s emotions, plays 

a significant role in our daily communication. Facial expression recognition is a complex 

and interesting problem, and finds its applications in driver safety, health-care, human–

computer interaction etc. Due to its wide range of applications, facial expression recog-

nition has received substantial attention among the researchers in the area of computer 

vision [1–3]. Although a number of novel methodologies have been proposed in recent 

years, recognizing facial expression with high accuracy and speed remains challenging 

due to the complexity and variability of facial expressions.

For facial expression recognition problems, the general recognition method appeared 

in previous work can be divided into two major steps, face representation and classifier 

construction. In the first step, features related to facial expression are extracted from 

images. Some of the features are hand-designed [4–6], whereas others are learnt from 

training images [7–9]. �en, the dimensionality of the features is reduced to facilitate an 

efficient classification and enhance the generalization capability. �e universal expres-

sions which are mentioned in the papers are usually anger, disgust, fear, joy (or happi-

ness), sadness and surprise [1, 10], whereas some researchers add neutral as the seventh 
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expression [2, 3, 11, 12]. In the second step, classifiers are designed based on the simpli-

fied features to classify each expression as one of the six (or seven) expressions.

�e success of facial expression recognition systems heavily rely on effective represen-

tation of the pixels stored within an image of a human face. Ekman et al. [13] proposed 

the Facial Action Coding System (FACS) to represent facial activity. �ey measure all 

observable facial motions in terms of Action Units (AUs). Each kind of expression can 

be decomposed into a group of AUs. In the behavioral sciences, this coding technique 

has become the leading method for the classification of facial expressions [1]. Accurate 

detection of AUs is necessary when using FACS. However, it is difficult to detect all the 

AUs. �erefore, some researchers decided to represent facial expressions by geometric-

based methods ([14–19]) or appearance-based methods [20, 21]. In geometric-based 

methods, the location and shape of facial components, such as eye, eyebrows, mouth 

corner and so on, are extracted to form a feature vector that represents the face geom-

etry. Although geometric-based methods can achieve similar performance as appear-

ance-based method, they usually require more accurate and reliable facial components 

detection and tracking, which is difficult in many situations. Appearance-based meth-

ods apply appearance features to represent facial expression. Zhang et al. [22] demon-

strated that Gabor-wavelet appearance features were more effective than geometric 

features. Nevertheless, this kind of feature is computationally expensive to extract. Shan 

et  al. [21] introduced Local Binary Patterns (LBP) as low-cost discriminative features 

for facial expression recognition. Since then, LBP has been widely used to recognize 

facial expression due to its good performance [23, 24]. Generally speaking, the features 

extracted are high-dimensional and not efficient for expression classification. In order 

to reduce the dimensionality of the feature vector, some dimensionality reduction tech-

niques are proposed. Principal Component Analysis (PCA) [25] and Linear Discrimi-

nant Analysis (LDA) [26] are two usually used methods for dimensionality reduction. 

�e features mentioned above are all hand-designed. However, Convolutional Neural 

Network (CNN), a kind of deep learning method, can learn features from training data. 

CNN learns features through a mixture of convolutional layers and sub-sampling lay-

ers, and usually followed by a set of fully connected layers. CNN is getting increasingly 

popular in recent years because of its efficient performance [27, 28].

Classifier construction is the other significant step for facial expression recognition. 

Many methods were used to classify each expression as one of the six or seven kinds of 

expressions. Support Vector Machines (SVMs) are very popular for classification when 

the amount of data is small. Lee et al. [29] use an SVM to classify the facial expression 

images in CK+ database [30, 31] and JAFFE1 database [32] with performance accura-

cies of 94.3% and 92.22%, respectively. A decision tree approach was applied to classify 

expressions in CK+ database by Salmam et al. [33] and the accuracy was 90%. In CNN, 

the fully connected layer is a classifier actually.

Some researchers divided the face area into several blocks and features are extracted 

from them. Better accuracy is obtained using these features [20, 21, 34]. In psychology, it 

is indicated that facial features of expressions are located around eyes, nose and mouth, 

1 CK+ and JAFFE are two widely used facial expression database. �e details of them can be found in “Experiments 
and discussion” section.
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and the locations of them are necessary for categorizing facial expression [35]. �ese 

works motivate us to recognize facial expression using several principal regions of the 

face.

In this paper, three kinds of square areas are explored, i.e. left eye regions, right eye 

regions and mouth regions. �e centers of the three kinds of square areas are overlapped 

with the centers of left eye, right eye and mouth, respectively. All of these regions are 

called active regions in this paper. �e size of active region affects the accuracy of facial 

expression recognition. We propose a method to search the proper size of active regions 

for facial expression classification. �e active regions with the proper size are called opti-

mized active regions. A decision-level fusion framework is designed for facial expression 

classification. For each of the three optimized active regions, a CNN is trained. �e final 

classes of facial expressions are obtain by majority voting of the results of three CNNs. 

Experiments are carried out on CK+ database, JAFFE database and NVIE database [36–

38]. �e results indicate that the proposed method performs better than previous works 

in terms of accuracy. �e main contributions of the paper are as follows.

1. Instead of using the whole face region, three kinds of active regions are applied to 

classify facial expressions. A method to search optimized active regions is proposed 

according to similarity of active regions.

2. We proposed a decision-level fusion framework, which is helpful to increase the 

accuracy of facial expression recognition.

�e remainder of the paper is organized as follows. “Related work” section presents a 

review of previous works. In “Facial expression recognition system” section, the frame-

work of facial expression recognition system is introduced. �e method to search opti-

mized active regions and the decision-level fusion method are proposed in “Optimized 

active regions searching” and “Classification based on decision-level fusion” sections, 

respectively. �e experiments and result discussions are carried out in “Experiments and 

discussion” section. “Conclusion” section concludes the paper.

Related work

In order to represent the face accurately, detection of faces in images is necessary. Due 

to the importance of face detection, lots of researches have been done in recent years 

[39–41]. Dang et  al. [39] discussed various face detection algorithms, such as Viola–

Jones, SMQT features and SNOW classifier, neural network-based face detection and 

support vector machine-based face detection. �ese face detection methods were com-

pared based on the precision and recall rate calculated using DetEval, a software for the 

evaluation of object detection algorithms. �e experiment result showed that the best 

one among all of these algorithms is Viola–Jones in terms of precision and recall rate. 

Besides the algorithms mentioned above, there are other methods to detect face. Some 

real-world factors, such as viewpoint, extreme illuminations and expression changes, 

lead to the large intra-class variations and make the detection algorithm not robust 

enough. Tao et al. [40] proposed a locality-sensitive SVM using kernel combination algo-

rithm to improve the robustness of face detection system. Paul et  al. [41] proposed a 

new kind of feature called haar-like feature for face detection. �e AdaBoost learning 
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algorithm was used for feature selection and an efficient classifier was built using cas-

cade structure. �is method was integrated into Open Source Computer Vision Library 

(OpenCV) [42]. OpenCV was designed for computational efficiency on real-time appli-

cations, with the added benefit of a easy to use interface. For these reasons, we choose 

OpenCV to detect face in images in this paper.

Face alignment is essential for better performance in facial expression recognition. �e 

goal of face alignment is to localize a set of predefined facial landmarks (eye corners, 

eyebrow corners etc.) of the face in an image. Various methods have been proposed to 

detect facial landmarks, most of which were based on shape indexed features [43, 44]. 

Some companies, such as Microsoft, Face++ and so on, have implemented the state-of-

the-art methods to detect facial landmarks. �ese companies provide facial landmarks 

detection service for researchers as Application Programming Interface (API), which is 

very convenient to invoke.

Most of the studies on facial expression recognition used the whole face area, whereas 

a few of them divided the face into several blocks and extract features from these blocks. 

In [21], the face area of every image was equally divided into 6*7 patches and then the 

LBP features were extracted from these empirically weighted patches to represent the 

facial expressions. After that, SVM was applied to classify facial expression using the 

LBP features. However, this method suffers from fixed region size and positions. As 

a result, in [45], Shan et  al. proposed boosting LBP features to solve these problems. 

�e boosting LBP features were obtained by scaling sub-window over face images and 

boosted by AdaBoost. Lin et al. [35] proposed an approach to learn the effective patches 

statistically. In [35], the face area was divided into 8*8 patches and a multi-task sparse 

learning method was applied to learn the active facial patches. �e experiment result 

showed that the active patches were around eyes, nose and mouth, which confirmed the 

discovery in psychology. Moreover, three different scale sizes were used in [46]. Differ-

ent from [21, 35, 46], Happy et al. [23] selected 19 active patches from face area, which 

was supported by [35]. LBP features were extracted from the 19 active patches and top 

4 patches for classifying each pair of expressions were studied. However, the size of 

patches are fixed in [23]. In this paper, we use the active regions that defined in the intro-

duction and investigate the proper size of optimized active regions.

In the last decades, an increasing progress of performance has been made in facial 

expression recognition. An important part of this progress was achieved thanks to 

the emergence of deep learning methods. Liu et  al. [11] proposed a novel Boosted 

Deep Belief Network (BDBN) for facial expression recognition. �e BDBN was com-

posed by a group of weak classifiers and each of them was responsible for classifying 

one expression. Experiments were carried out on CK+ database and JAFFE database, 

and achieved an accuracy of 96.7% and 91.8%, respectively. Although the accuracy was 

high, the BDBN needed a long time to train. In [11], the training time was about 8 days. 

�e method used by Burkert et al. [47] was based on CNN. �eir method was evaluated 

with the CK+ database and the MMI database [48] and achieved an accuracy of 99.6% 

and 98.63%, respectively. However, the training time of classifier was not given in [47]. 

Ding et al. [49] presented FaceNet2ExpNet and designed a two-stage algorithm. In the 

pre-training stage, face net was used to regularize expression net. In the refining stage, 

fully-connected layers are appended and the whole network was trained jointly. Zeng 
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et al. [50] used Deep Sparse Auto-Encoder (DSAE) to classify expressions. �ree kinds 

of descriptors (LBP, Histogram of Oriented Gradient (HOG) and gray value) are used 

as the input of DSAE. Zeng et  al. [51] proposed an Inconsistent Pseudo Annotations 

to Latent Truth(IPA2LT) framework to train a FER model from multiple inconsistently 

labeled data sets and large scale unlabeled data. Lopes et al. [28] proposed an approach 

for facial expression recognition by combining CNN with specific image preprocessing 

steps. �ese preprocessing steps include synthetic sample generation, rotation correc-

tion, intensity normalization, and so on. �e method achieved an accuracy of 96.76% on 

CK+ database, and was fast to train. Similar to [28], we also combining CNN with some 

preprocessing steps in experiment to achieve a high accuracy with short training time. 

However, the preprocessing steps are different in our paper. Besides, we use the active 

regions to classify expressions instead of the whole face region in [28].

�e represent ability of a single kind of features is weak. As a result, some research-

ers tried to fuse several kinds of features to achieve better performance in expression 

recognition [52, 53]. Fusion methods include feature-level fusion, classifier-level fusion 

and decision-level fusion [54], among which feature-level fusion and decision-level 

fusion are usually used. In [52], Chen et al. utilized feature-level fusion method to fuse 

visual features and acoustic features and the experiment accuracy on CK+ database was 

95.7%. Kumari et al. [53] fused HOG features, Local Directional Pattern (LDP) features 

and LBP features in feature level to achieve effective facial expression recognition and 

the result showed the effectiveness of fusion. However, the feature-level fusion method 

suffers from curse of dimensionality. As a result, in this paper, we choose decision-level 

fusion method. �ree classifiers are trained for left eye regions, right eye regions and 

mouth regions, respectively. �e final classification result is obtained by majority voting 

of the three classifiers’ results. Table 1 shows the comparison of the literatures in this 

section.

Facial expression recognition system

In this section, we introduce the framework of our facial expression recognition system. 

�e proposed system can be divided into three parts: processing of data, training of clas-

sifier and testing of classifier. An overview of the facial expression recognition system is 

illustrated in Fig. 1.

�e first part is processing of data, the images during the process are shown in Fig. 2. 

�e images in different databases are with various background, which is noise for facial 

expression recognition. As a result, we first detect the face area in the image and crop 

it out using OpenCV for further processing. Because of the swing of subject or camera, 

some images in the databases are skewed. To address this problem, rotation correction 

according to the centers of both eyes is needed. �erefore, we need to detect some facial 

landmarks like the centers of eyes. �e size of face varies a lot in the face area detected by 

OpenCV. To handle this problem, spatial normalization is carried out. After the rotation 

correction and spatial normalization, we search the optimized active regions using the 

proposed method, which is introduced in detail in “Optimized active regions searching” 

section. Note the active regions are related to the position of the both eyes and mouth. 

Although the facial landmarks have been detected, the locations of eyes and mouth were 

changed after rotation correction. Consequently, the landmarks are detected once more 
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before the search of optimized active regions. �e optimized active regions are stored 

to the memory of computer before the training of classifier. �e details for processing of 

data are shown in “Optimized active regions searching” section.

�e second part of the system is training of classifier. In this paper, we train a CNN for 

each kind of optimized active regions. �ree CNNs are trained for extracting features 

Table 1 Comparison of literatures

Databases Literatures Features Classi�ers Accuracy (%)

CK+ Liu et al. [11] DBDN 96.7

Shan et al. [21] LBP of weighted patch SVM 88.4

Happy et al. [23] LBP of active patch SVM 94.09

Lopes et al. [28] CNN 96.76

Zhong et al. [35] LBP Multi-task sparse learning 89.89

Shan et al. [45] Boosting LBP SVM 92.6

Burkert et al. [47] CNN 99.6

Ding et al. [49] FaceNex2ExpNet 98.6

Zeng et al. [50] LBP, HOG, gray value DSAE 95.79

Zeng et al. [51] LTNet 92.45

Chen et al. [52] HOG-TOP SVM 89.6

Kumari et al. [53] LBP, HOG, LDP K-Nearest Neighbor 97.96

JAFFE Liu et al. [11] DBDN 91.8

Happy et al. [23] LBP of active patch SVM 92.63

Lopes et al. [28] CNN 53.57

Shan et al. [45] Boosting LBP SVM 81

Kumari et al. [53] LBP, HOG, LDP K-Nearest Neighbor 95.31

MMI Zhong et al. [35] LBP Multi-task sparse learning 73.53

Shan et al. [45] Boosting LBP SVM 86.9

Burkert et al. [47] CNN 98.63

Zeng et al. [51] LTNet 65.61

Fig. 1 Overview of the facial expression recognition system. The process operations of input images are 

surrounded by black frame. The training stage is in the red frame and the testing stage is in the blue one
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and classification. �e final classification result is obtained by majority voting of the 

three CNNs, which is illustrated in “Classification based on decision-level fusion” sec-

tion in detail. In the training process, the optimized active regions are loaded from 

memory and used to train the CNNs. After that, the trained CNNs are stored to mem-

ory and wait for testing.

Testing of classifier is the last part of the system. In testing process, the optimized 

active regions for testing are loaded. Also, the trained CNNs are load to extract features 

and classify expressions for the images in testing set.

Optimized active regions searching

Some researchers present that not all the regions of face are active during differ-

ent expressions. In [35], Zhong et  al. divided the face area into 8*8 patches first and 

learned the active ones from the 64 patches. �ey reported that the active patches were 

around eyes, nose and mouth. �is is a kind of patch-based method. In this paper, we 

use region-based method. �e main difference between the two methods is that the 

region-based method select the active regions directly, instead of dividing the face area 

into patches. In this section, the processing of data and the method to search optimized 

active regions are illustrated in detail. JAFFE database is widely used in facial expression 

recognition area because the expression images in it are very typical. To study the proper 

size of active patches for expression recognition, we choose 70 images of the 10 subjects 

in JAFFE database. For each subject, 7 images with different expressions (happiness, sur-

prise, fear, anger, disgust, sadness, neutral) are selected. �ere are many symbols in this 

section. To help the readers read quickly, we first show a symbol table, i.e. Table 2, and 

the details of the symbols will be described later.

Face detection and facial landmarks detection

It is the face area that contains the information for facial expression recognition. As a 

result, we detect the face area first and crop it out of image for further processing. �e 

method proposed by Paul et al. [41] is taken for face detection, which has been imple-

mented in OpenCV. For convenience, we detect face using OpenCV rather than imple-

ment the method by ourselves. �e location of face and the cropped face area are shown 

in Fig. 3. However, the face area cropped by OpenCV still contains lots of background 

area. �is problem is mitigated after the spatial normalization.

Fig. 2 Processing of data, a the original image from JAFFE database, b face area after face detection 

and landmark detection, c face area after rotation correction and spatial normalization, d facial landmark 

detection after rotation correction and spatial normalization, e optimized active regions
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Face++ API is used to detect facial landmarks. Two kinds of landmark points are 

defined by Face++. �e number of landmark points are 83 and 106, respectively. In this 

paper, we choose the 83 landmark points to select active regions. In fact, we only use 

six landmark points in this paper. �e distribution of the landmark points are shown in 

Fig. 4, in which the six landmark points that used are highlighted. �e centers of eyes 

are located by left_eye_center and right_eye_center, respectively. �e center of mouth is 

defined as the middle of mouth_upper_lip_bottom and mouth_lower_lip_top. �e nose_

contour_left1 and nose_contour_right1 are used to restrict the size of active regions.

Rotation correction and spatial normalization

Some images in databases are skewed because of the moving of subject or camera, 

which can result in low accuracy in facial expression recognition. To solve this prob-

lem, we carry out the rotation correction according to the position of eye centers. In 

Fig. 5a, the red line connects the centers of two eyes and the green one is a horizontal 

Table 2 The symbol table

Symbols Meanings

θ The angle that need to rotate

I The set of subjects in JAFFE database

J The set of seven expressions

Eij Image of the ith subject and the jth expression

C The set of classes of active regions

Lc The range of the active regions size of class c

boundc The max size of active regions of class c

D The set of four directions

Discdij The distance between the center of c and the limitation in direction d of Eij

Rclij The region of with size l

Hash
cl
i

The sum of the distance among all c regions of subject i with a size of l

Sim
cl
i

The similarity of c regions of subject i with a size of l

Sim
cl The similarity among c regions with size l

Fig. 3 The result of face detection, a the location of face, b the face area cropped by OpenCV
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axis. �e angle between the two lines needs to be corrected. Define the angle as θ . 

Suppose the centers of left eye and right eye are (x1, y1) , (x2, y2) , respectively. we cal-

culate θ is by (1). �e image is rotated according to θ.

�e size of face in the cropped face area varies among subjects. �is make it diffi-

cult to classify expressions with high accuracy. Another problem came with the rela-

tively large background area in the cropped face area. However, the background area 

(1)θ = arctan

(

y2 − y1

x2 − x1

)

Fig. 4 The landmark points detected by Face++ API. The six points with green color are used in this paper

Fig. 5 Rotation correction and spatial normalization, a the rotation angle θ , b the image after rotation 

correction and spatial normalization
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is not useful for expression recognition. As a result, we apply spatial normalization 

to normalize the cropped face area. �e spatial normalization is carried out accord-

ing to the location of the center of left eye. Suppose that the length of face area is α 

after spatial normalization and the width is β . In our paper, we set α = β = 400 pixels. 

�e relationship between the center of left eye and the edges of the normalized face 

area is shown in Fig. 5b. After the spatial normalization, facial landmarks are detected 

once more.

Searching of optimized active regions

In this paper, we use three kinds of active regions to classify expressions. We call these 

active regions left eye regions, right eye regions and mouth regions. Some examples of 

active regions are shown in Fig. 6. �e regions in red frame are smaller active regions 

and those in green are bigger ones. By experiment, we find that the similarity among the 

same kind of active regions from different expressions varies non-monotonously with 

the size of them. We define the active regions with the size that maximizes the similar-

ity as optimized active regions. In this part, we would like to search the optimized active 

regions. �e similarity that we use is defined via the hash distance, which is inspired by 

the work of Haviana et al. [55]. �e smaller the hash distance is, the bigger the similarity 

will be. �e algorithm steps to calculate hash distance of two images are shown in Algo-

rithm 1. It should be claimed that Algorithm 1 is not our original work. 

Fig. 6 Examples of active regions with two scales, surrounded by red squares and green squares, respectively
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Algorithm 1. hash distance calculation

Input: two images
Output: hash distance between input images
1: Resize the input images to 8*8.
2: Convert the images to grayscale images.
3: Calculate the average grayscale value of each image.
4: For each resized images, set the grayscale value above its average grayscale value as 1, the rest

are set as 0.
5: Output the Hamming distance of the resized images according to the new grayscale value

(0 or 1).

To describe the searching method clearly, we introduce some useful symbols. Sup-

pose I = {1, 2, 3, 4, . . . , 10} is the set of subjects in JAFFE database and J = {1, 2, 3, ..., 7} 

is on behalf of the expressions (1-happy, 2-surprise, 3-fear, 4-anger, 5-disgust, 6-sad-

ness, 7-neutral). Set Eij , i ∈ I , j ∈ J  , as the image of the ith subject and the jth expres-

sion. C = {left eye, right eye, mouth} is defined as the classes of active regions. 

Lc = {1, 2, 3, ..., boundc} , c ∈ C , is the range of the active regions’ size of class c. Next, 

we introduce the way to calculate boundc . Define D = {1, 2, 3, 4} as the four directions 

(1-left, 2-top, 3-right, 4-bottom). Write Discdij  as the distance between the center of c and 

the limitation in direction d of Eij . For better explanation the meaning of Discdij  , we take 

c = right eye as an example and show it in Fig. 7. For c = right eye, Disc1ij  is the distance 

between the center of right eye and the landmark point called nose_contour_left1. Disc2ij  , 

Disc3ij  , Disc4ij  are the distances between the center of right eye and the top edge, right 

edge, and bottom edge, respectively. For c = left eye, Disc3ij  is the distance between the 

center of left eye and the landmark point called nose_contour_right1. Disc1ij  , Disc2ij  , Disc4ij  , 

are the distances between the left eye center and the left edge, top edge, and bottom 

edge, respectively. For c = mouth, Discdij  , d ∈ D , are the distances between the center of 

mouth and the four edges of the image Eij . boundc is calculated by (2).

Fig. 7 The explanation figure of Discdij
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Define Rcl
ij  , c ∈ C , l ∈ Lc , as the region of with size l. Hashcl

i
 , c ∈ C , l ∈ Lc , is the sum of 

the distance among all c regions of subject i with a size of l and is calculated by (3).

where x, y ∈ J  . In this paper, the similarity of c regions of subject i with a size of l is 

defined as below.

Set Simcl as the average of Simcl
i

 among the 10 subjects. Simcl is on behalf of the similar-

ity among c regions with size l. For each c ∈ C , we want to choose a size l maximizing 

Simcl.

�e detailed method to search the proper size of active regions is shown in Algo-

rithm 2. �e input is 70 images from JAFFE database, i.e. Eij , i ∈ I , j ∈ J  . �ese images 

are pre-processed in the data processing stage. �e output is the proper size of each kind 

of active region.

Algorithm 2. optimized active regions’ sizes searching

Input: 70 images selected from JAFFE database
Output: the sizes of optimized active regions
1: For c in C:
2: Calculate boundc.
3: For i in I:
4: For l in L:
5: Calculate Hashcl

i
by (3).

6: Calculate Simcl
i

by (4).
7: Calculate the the average value of Simcl

i
among the ten subjects and get Simcl.

8: Draw the picture of Simcl , take l as the X-axis and Simcl as the Y-axis.
9: Find the size l maximizing Simcl and output it.

�e picture drawn in step 8 in Algorithm  2 is shown in Fig.  8. �e proper sizes for 

the left eye regions, right eye regions and mouth regions are 93 pixels, 94 pixels and 48 

pixels. Note that the size obtained from Algorithm 2 is half of the edge length of opti-

mized active regions. As a result, the edge length of the three kinds of optimized active 

regions are 186 pixels, 188 pixels, and 96 pixels, respectively. An example of each kind of 

optimized active region is shown in Fig. 9. As we can see, the background area is aban-

doned and the area with hair is small. It should be noticed that most of the active patches 

around nose in [35] are included in the optimized active regions. �at is why we do not 

consider the nose regions as independent active regions.

(2)boundc = min
i,j,d

(Discdij ), i ∈ I , j ∈ J , d ∈ D

(3)
Hashcli =

∑

x �=y

Algorithm1(Rcl
ix,R

cl
iy)

(4)Sim
cl
i =

1

Hash
cl
i

+ 1
, i ∈ I , c ∈ C , l ∈ Lc
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Classi�cation based on decision-level fusion

Effective facial expression recognition hugely depends upon the accurate representation 

of facial features. In this section, CNN is used to learn the features of facial expressions 

and classification. �ere are three kinds of optimized active regions and we train a CNN 

for each of them. �e final classification result is obtained using a decision-level fusion 

method. �e overview of these processes is shown in Fig. 10.

For convenience, the structures of the three CNNs are the same in this paper. However, 

the sizes of optimize active regions, i.e. the inputs of CNN, are different. As a result, All 

optimized active regions need to be resized as 64*64 pixels initially. �e features of the 

input images are learnt by the convolution layers and the sub-sampling layers of CNN. 

Fig. 8 The similarity of the active regions. The point in red is the max value

Fig. 9 Examples of optimized active regions
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�e learnt features are applied by the fully connected layers to classify expressions. One-

hot code is used for the labels of expressions. �ere are seven classes of expressions in 

this paper and the size of one-hot code is seven. Each bit of the one-hot code is on behalf 

of a class of expression. �e index of one-hot code corresponding with facial expressions 

is shown in Fig. 10 as well. �e bit “0” means no and “1” means yes. For example, the 

result after fusion in Fig. 10 is “Happiness”.

Decision-level fusion is designed to get the final result of expression recognition. �e 

fusion method is carried out as follow.

If there are two or more classifiers classify the expression as the same class j, j ∈ J  , then 

the final result of the classification is j. For example, the classification results of the three 

CNNs in Fig. 10 are“Happiness”, “Surprise” and “Happines”, since two CNNs classify the 

expression as “Happiness”, the fusion result is set as “Happiness”. When the results of 

the three CNNs are all different, we choose to believe the result of the CNN for left eye 

region. �is is because the CNN for left eye region has the highest accuracy, as will be 

shown in “Experiment” section.

Experiments and discussion

We evaluated the proposed method using public available and widely used databases in 

facial expression recognition research area: the CK+ database, the JAFFE database and 

the NVIE database. �e structure of our CNN is introduced in this section. A tenfold 

cross validation is executed for each of the three independent databases to test the per-

formance of proposed method. In addition, we also fused the samples of three databases 

final result =



























j, if two or more CNNs
classify the expression
as j, j ∈ J

the result of
the CNN for
left eye region, otherwise

Fig. 10 Overview of learning features, expression classification and decision-level fusion method
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together to train the classifiers, which was inspired by Happy et al. [23]. �e computa-

tional complexity of the proposed method is analyzed as well in this section.

Database

�e CK+ database consists of 327 facial expression sequences, and each of them was 

labeled as one facial expression of seven, Due to the expression image with contempt 

are not widely used, we eliminated the sequence which are labeled as contempt. 

According to Liu et al. [11], only the last frame in each sequence is provide with an 

expression label. However, in order to collect more image samples, we selected the 

last five frames from each labeled sequence in our experiment.

�e JAFFE database contains 213 facial expression images from 10 Japanese female 

subjects. �ere are seven different labels in this database, i.e. happiness, surprise, 

angry, disgust, fear, sadness and neutral. For each kind of expression, there are about 

3 images from each subject. �e emotions expressed by the expression images are 

intense in this database, which makes it easier to classify the expression. All the 

images in JAFFE database were used in our experiments.

�e NVIE database consists of natural visible and infrared facial expression images 

from 100 subjects, all of which are from China. In this database, the images are col-

lected under different conditions, i.e. with or without glasses, different illumination 

conditions. �ese differences increased the difficulty of facial expression recognition. 

In this paper, we choose the natural visible images for our experiment.

Some samples from the three databases are shown in Fig. 11. It is well known that 

deep learning methods need a lot of data for training to achieve wonderful perfor-

mance. Unfortunately, the amount of data in the available databases are not enough 

for the training of CNNs. To generate more data, we first flipped the images hori-

zontally. �en the histogram equalization was carried out on the original and flipped 

images. After that, the gray scales of each image are slightly changed randomly by the 

help of OpenCV. After the three operations, each original image can generate images 

(including the original one). As a result, the amount of the data was increased to 8 

times of the original amount. �e optimized active regions of all the images are saved 

in memory for training and testing the classifiers.

Fig. 11 Samples from JAFFE database (top), NVIE database (middle), CK+ database (bottom) and their labels
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Structure of CNN

�e structure of the proposed CNN is represented in Fig. 12. �e CNN receives 64*64 

grayscale images as input. �ere are three convolution layers with ReLU active func-

tions in our CNN, each of which is followed by a sub-sampling layer. �e kernel sizes 

in convolution layers and sub-sampling layers are set as 5*5 and 2*2, respectively. 

In each sub-sampling layer, the stride step is set as 2. �e size and number of fea-

ture maps after the first convolution are 64*64 and 32, respectively, which is written 

as “64*64*32” in Fig.  12. �e same writing method is also used in the rest layers in 

Fig. 12. �ere are 1024 neurons in both of the two fully connected layers. Finally, the 

CNN outputs the confidence score of different expressions. �e number of the out-

put, i.e. N in Fig. 12, depends on the number of different expressions in the database.

Experiments on independent database

We ran tenfold cross validation to evaluated the performance of the proposed method. 

Not only the accuracy after decision-level fusion was tested, but also the accuracy 

of CNN for each kind of optimized active regions. Figure 13 reports the accuracy of 

Fig. 12 The structure of proposed CNN. There are three convolution layers, three sub-sampling layers and 

two fully connected layers in it

Fig. 13 The accuracy of each CNN and their fusion result in tenfold cross validation
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each fold in tenfold cross validation. �e mean accuracy of tenfold cross validation is 

reported in Table 3. On one hand, Table 3 shows that the performance of the three 

CNNs is excellent and even the worst one can achieve an accuracy of 93.08%. �is 

result illustrate that the optimized active regions maintain most information for facial 

expression recognition. On the other hand, compared with each CNN, the accuracy 

was increased by 3–5% by decision-level fusion, which shows the effectiveness and 

feasibility of the fusion method.

In the decision-level fusion method proposed in “Classification based on decision-

level fusion” section, when the results of the three CNNs are all different, we need to 

choose one result to believe. It seems that different choices would result in different 

fusion accuracy. From Table 3, we draw a conclusion that the CNN for left eye regions 

achieved the highest accuracy. �is is the reason why we choose to believe the result 

of CNN for left eye regions when the result of the three CNNs are all different. How-

ever, we do not know if this choice is really helpful. In other words, what the accuracy 

will be if we choose the CNNs for right eye region or mouth region? To answer this 

question, tenfold cross validation experiments using different choices of CNNs were 

carried out.

�e fusion accuracy using different results of CNNs is shown in Fig.  14. �e mean 

fusion accuracies using CNN of left eye regions, right eye regions and mouth regions are 

Table 3 Mean accuracy on CK+ database

Optimized active regions Mean accuracy 
in tenfold 
cross validation (%)

CNN of left eye region 95.02

CNN of right eye region 94.61

CNN of mouth region 93.08

Fusion 98.21

Fig. 14 The fusion accuracy using CNN for left eye regions (red), right eye regions (black) and mouth regions 

(green)
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98.21%, 98.20% and 98.02%, respectively. �e results obtained by using left eye regions 

and right eye regions are really closed. We assume this is caused by the symmetry of the 

two eye regions. �ough the results are closed, the fusion accuracy using left eye regions 

is the highest. �ese results confirmed the properness of our choice.

In this paper, the expressions of happiness, surprise, fear, anger, disgust, sadness, neu-

ral are denoted as Ha, Su, Fe, An, Di, Sa and Ne for simplicity. Table 4 shows the confu-

sion matrix of six expressions obtained by proposed method. As observed in Table 4, 

most results of the six expressions are higher than 98%. �e best result was achieved by 

the happiness expression. In our opinion, this is because the happiness expressions can 

be characterized by rising mouth corner and narrowing eyes easily. �ere are 3.8% of the 

fear expressions are classified as anger expression. We assume this is because fear and 

anger expressions involve similar and subtle facial movements. �e results of the three 

CNNs and their fusion on different expressions are shown in Fig. 15.

A comparison of proposed method with the state-of-the-art methods is reported in 

Table 5. Although the accuracies of surprise, fear and disgust expressions obtained by 

proposed method are not as good as that of other method, we achieve better perfor-

mance on happiness, anger and sadness expressions. What is more, the average accuracy 

is the highest among these methods.

Table 4 Confusion matrix on CK+ database

Italic values indicate the recognition accuracy of each expression

Ha Su Fe An Di Sa

Ha 99.62 0 0 0 0.38 0

Su 0 98.74 0 0.63 0 0.63

Fe 0 1.26 92.41 3.80 0 2.53

An 0 0 0 99.45 0.55 0

Di 0 0 0 0.86 99.14 0

Su 0 0 0 0.83 0 99.17

Fig. 15 The results of the three CNNs and their fusion on different expressions
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In addition to CK+ database, we also carried out tenfold cross validation on JAFFE 

database and NVIE database. Both of the two database contain images with neutral 

expression. �e average accuracies on JAFFE database and NVIE database are 98.41% 

and 96.51%, respectively. �e confuse matrices are reported in Tables 6 and 7. It should 

be noticed that the conditions of the expression images in NVIE database are complex. 

About half of the expression images are with glasses. Besides, the illumination condition 

varies among these images. However, the accuracy is still high, which shows the robust-

ness of the proposed method.

Experiments on fused database

As generalization, we also trained the classifiers, i.e. the three CNNs, using the images 

gathered from the three databases. We selected the images randomly and put them 

together as a new database, i.e., the fused database. �e fused database is used to train 

Table 5 Accuracy (%) comparison on CK+ database

Italic values indicate the highest accuracy

[35] [56] [23] [28] Proposed

Ha 95.42 98.07 94.20 98.55 99.62

Su 98.27 100 98.46 99.20 98.74

Fe 81.11 92.00 94.33 96.00 92.41

An 71.39 87.10 97.80 93.33 99.45

Di 95.33 90.20 93.33 100 99.14

Sa 88.01 91.47 96.42 84.52 99.17

Average 88.26 93.14 94.09 96.76 98.50

Table 6 Confusion matrix on JAFFE database

Italic values indicate the recognition accuracy of each expression

Ha Su Fe An Di Sa Ne

Ha 96.43 0 0 0 0 0 3.57

Su 0 100 0 0 0 0 0

Fe 0 4.00 96.00 0 0 0 0

An 0 0 0 95.00 0 0 5.00

Di 4.35 0 0 0 91.30 0 4.35

Sa 4.17 0 0 0 0 91.66 4.17

Ne 0 0 0 0 0 0 100

Table 7 Confusion matrix on NVIE database

Italic values indicate the recognition accuracy of each expression

Ha Su Fe An Di Sa Ne

Ha 97.76 0.82 0 0.20 0.82 0 0.41

Su 0.86 98.27 0.22 0 0.65 0 0

Fe 4.26 1.07 92.75 0 0.43 1.07 0.43

An 0.41 0 0 99.19 0 0.20 0.20

Di 1.15 1.83 0 0 96.56 0.23 0.23

Sa 1.01 0.61 1.62 1.42 1.01 94.13 0.20

Ne 0 0 0 0 1.36 0 98.64
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the classifiers. For each database, 90% of the images are selected and the rest images are 

regarded as testing set. In each database, the images were chosen to train or test the 

classifiers with equal probability. �e testing results on the three database is shown in 

Table 8. Note that the neutral expressions are not used because there is no such expres-

sion in CK+ database.

�e images in the fused database are different in many aspects: the subjects may come 

from eastern countries or western countries, the illumination may be in different con-

ditions, and the subjects may wear glasses or not. All of these differences result in the 

difficulty of facial expression recognition. �erefore, the accuracy on fused database is 

lower than that on the independent database. �ere is an obvious difference between the 

NVIE database and the other two databases: the NVIE database contains images from 

the subjects who wear glasses. When the classifier are trained on the fused database, 

they may learn more information about the expressions without glasses. We assume this 

is the reason why the accuracy on NVIE declined the most. Happy et al. [23] also carried 

out experiments on fused data of CK+ database and JAFFE database. �e accuracies are 

89.64% and 85.06% respectively, which are lower than our results.

Computational complexity

Most of the experiment time was spent on searching optimized active regions and train-

ing the CNNs. �e searching of optimized active regions was carried out on a computer 

with a intel core i7-4790K CPU, the frequency of which is 4.00 GHz. �e Random Access 

Memory (RAM) of the computer is 8 Gb. It took about 5 min 19 s to run Algorithm 2, 

i.e., the searching process of optimized active regions. It seems that the searching time is 

too long. However, we can get all of the optimized active regions by running Algorithm 2 

only one time. As a result, the running time is acceptable.

It is well known that training deep models ordinarily needs a long time. �e training 

time is related to many factors, such as the amount of data, the structure of model, the 

computing power and so on. In this paper, our models are trained on a computer with 

high computing power, the experiment environment of which is shown in Table 9.

Table 8 The results on di�erent databases

Database Accuracy (%)

CK+ 95.36

JAFFE 96.57

NVIE 89.38

Table 9 The environment of our experiments

Operator system Ubuntu 17.04

Language Python 3.6

Framework Tensorflow 1.4

CPU Intel Core i7-7700K @4.20 GHz

GPU NVDIA GeForce GTX 1080TI

CUDA Version 8.0

CuDNN Version 5.1



Page 21 of 24Sun et al. Hum. Cent. Comput. Inf. Sci.            (2018) 8:33 

As reported in Fig. 12, the structure of the CNN is simple. As a result, training such 

model does not need lots of time. In this paper, we have trained the CNNs on different 

databases, and both of the training time and testing time have been recorded. In tenfold 

cross validation, the average training time of each fold, i.e., the average time to train the 

three CNNs, is shown in Table 10. �e training time on the fused database is reported in 

the table as well.

As we can see from Table  10, it takes more time to train CNNs on NVIE database 

than on CK+ and JAFFE database. �is is because there are more images in NVIE data-

base and the condition of them are complex. For the same reason, the training time on 

fused database took more time than that on independent database. Our proposed sys-

tem takes about 0.01 s to recognize an expression. Due to the different experiment envi-

ronment, it is difficult to make a fair comparison for the efficiency of different methods. 

Still, here we list some reported results and their hardware conditions. �e training time 

of CNN which was applied by Lopes et al. [28] was about 20 min on CK+ database. �e 

result was obtained using Intel Core i7 CPU with a frequency of 3.4 GHz and a NVDIA 

GeForce GTX 660 GPU. Liu et  al. [11] trained BDBN on 6-core 2.4 GHz PC and the 

training time was about 8 days for eightfold cross validation.

Conclusion

In this paper, we reported an effective facial expression recognition system for classify-

ing six or seven basic expressions accurately. Instead of using the whole face region, we 

defined three kinds of active regions, i.e., left eye regions, right eye regions and mouth 

regions. Method to search optimized active regions from the three kinds of active 

regions was proposed. We trained a CNN for each kind of optimized active regions to 

extract features and classify expressions. A decision-level fusion method was applied, by 

which the final result of expression recognition was obtained via majority voting of the 

three CNNs. Experiments on independent databases and fused database were carried 

out to evaluate the performance of the proposed system.

According to the similarity of active regions, we proposed the method to search opti-

mized active regions. �e edge length of optimized active regions for left eye regions, 

right eye regions and mouth regions are 186 pixels, 188 pixels and 96 pixels respectively. 

In order to find out which kind of regions is best for expression recognition, we carried 

tenfold cross validation on CK+ database. �e result indicated that the left eye region 

was the best optimized region. �e accuracies using left eye regions, right eye regions 

and mouth regions are 95.02%, 94.61% and 93.08%, respectively. �e high accuracies 

illustrate that the optimized active regions maintain most information for facial expres-

sion recognition. As a result, our proposed method is effective. It needs to be addressing 

Table 10 Average training time on di�erent databases

Database Time

CK+ 3 min 48 s

JAFFE 1 min 40 s

NVIE 27 min 57 s

Fused database 32 min 43 s
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that the accuracies of CNNs for left eye regions and right eye regions are very closed. We 

applied a decision-level fusion strategy, by which the three CNNs vote to derive the final 

label of expressions. �e effect of decision-level confusion was obvious. After the fusion, 

the accuracy was increased by 3–5%. Experiments on JAFFE database, NVIE database 

and the fused database are also carried out in this paper. Compared with the earlier 

works with similar approach, our proposed system achieved better performance.

Searching of optimized active regions and training the CNNs are two steps that take 

the longest time. Although it takes about 5  min 19  s to search the optimized active 

regions, we can get all of the optimized active regions by running the searching algo-

rithm just one time. �e training time varies among databases due to the amount and 

characteristics of images. For each fold of the tenfold cross validation, it took about 1min 

40s to train the CNNs on JAFFE database whereas 27 min 57 s was required on NVIE 

database. �e principle is that the more complex the database is, the more time will be 

taken to train the CNNs. �e recognition speed of our proposed system is fast. It takes 

about 0.01 s to recognize an expression.

Although the performance of the proposed system is good, it has limitations. First, 

the time to search optimized active regions is long. We would like to explore some other 

methods that need less time. Second, the facial landmarks are detected using API of 

Face++ company with the limitation of accessibility unless there is the internet. Last but 

not least, the shape of active regions in this paper is square. As we all know, the shape 

of eyes and mouth are like rectangle more. What will the performance of the system be 

if we use rectangle regions? In the future, we are gonging to devote ourselves to address 

these problems.
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