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Facial inversion effects:

Parts and whole relationship

SAM S. RAKOVER and BROSH TEUCHER
Haifa University, Haifa, Israel

"Facial inversion effects" refers to the findings that recognition of inverted faces is less accurate than
recognition of upright faces. Wenow report inversion effects for isolated facial features: forehead,
eyes, nose, mouth, and chin. This shows that configurational information extracted from a whole face
(i.e., from spatial relationships among the facial features) is not necessary for obtaining the inversion
effects. Other factors, such as "upright-orientation," mental rotation, and feature saliency, account for
the inversion effects both in a whole face and in its isolated features. Wepropose a simple formula that
satisfactorily predicts the recognition of a whole face and the inversion effects for that face on the
basis of its individual features.

"Facial inversion effects" refers to the findings that

recognition of inverted faces is less accurate than recog­
nition of upright faces. Moreover, the inversion of faces

impairs recognition more than does inversion ofsuch other

objects as houses and landscapes (for a review, see Valen­

tine, 1988). However, since the purpose of the present

study was to test whether facial inversion effects were

caused by the processing of individual features versus a
whole face, we will not consider, in this paper, the effects

of inversion on objects other than faces.

There are several hypotheses that attempt to explain

these effects (e.g., see Valentine, 1988). One important

hypothesis, which we shall call the "configurational" hy­

pothesis, is based on the distinction between featural and

configurational information that can be extracted from a
face. The first is about the individual features of a face

(e.g., saliency ofthe eyes), and the second is about the spa­

tial relations among these individual features. The inver­

sion ofa face disrupts the second kind ofinformation (the

configurational) and forces one to use the first type of in­
formation (the featural) in attempting to recognize a face

(see, e.g., Carey & Diamond, 1977; Diamond & Carey,

1986; Rhodes, 1995; Rhodes, Brake, & Atkinson, 1993;

Rock, 1973; Sergent, 1984). In accordance with Bruce
(1988), we "will use the term 'feature' in its every day

sense to mean a discrete component part ofa face such as

a nose or a chin, whereas the term 'configuration' to mean
the spatial interrelationship offacial features" (p. 38).

If facial inversion effects are caused by the destruction
of configurational information and limiting one to the
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use of featural information only, then the presentation of

isolated inverted features, such as forehead, eyes, and
nose, should not result in a reduction of recognition, be­

cause there is no configurational information to be ex­

tracted from an isolated feature either in the upright or in­

verted position. Configurational information is extracted

from a whole face and cannot be extracted from an iso­

lated feature.
Similarly, Rhodes et al. (1993) tested the configurational

hypothesis by presenting eyes or mouth as isolated fea­

tures without being displayed in a face. They argued that

if the inversion effects were caused by spatial relations

among facial features, then these effects should be reduced

considerably when these features were presented alone
(see also Rhodes, 1995).

There are two technical differences between the re­

search ofRhodes et al. (1993) and the present study. First,

Rhodes et al. tested the configurational hypothesis by

presenting two facial features alone (i.e., the eyes and the

mouth), whereas we presented all five major features of

a face-hair and forehead, eyes, nose, mouth, and chin­
alone. These features are naturally well discriminated, and

are central for face reconstruction in the Identikit and the
Photofit system. Furthermore, there is experimental ev­

idence suggesting that cells in the monkey brain are par­

ticularly sensitive to regions of the hair, the eyes, and the

mouth (e.g., Perrett et aI., 1988). Second, Rhodes et al. used

digitized versions offull-face photos that looked like draw­

ings, whereas we used photographs offull faces and their
features generated from the Photofit system (e.g., Penry,

1971a, 1971b). It seems that the latter technique approx­

imates reality a bit better than the former one.

The configurational hypothesis contrasts with the sup­

position that the inversion effects are caused by other fac­

tors: "upright orientation," mental rotation, and feature

saliency. Given a yes/no recognition task consisting of
study and test stages, according to the upright-orientation

hypothesis, a general schema for processing faces and

their features in the upright orientation develops as a con-
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sequence of exposure from birth to a huge number of
faces and their features viewed upright (see, e.g., Bruce,

1988; Goldstein & Chance, 1980; Rock, 1973, 1974; Val­

entine, 1991).

The ability to recognize faces improves with age and

is related to the increase in the efficiency ofa schema for

processing facial information. There are some indications

that the development of face recognition is from featural

strategy, which dominates childhood, to configurational

strategy, which prevails in adulthood. In line with this,
there is evidence that children show weaker inversion ef­

fects than adults (for reviews, see Chung & Thomson,

1995; Johnston & Ellis, 1995).

Hence, a straightforward prediction of this hypothesis

is that an isolated facial feature presented to adult sub­

jects will be better recognized in the upright orientation

in the study and test stages of a recognition task (i.e.,

upright-upright or UU) than they will in the inverted­

inverted (II) condition.

The mental-rotation hypothesis deals with the upright­

inverted (VI) and the inverted-upright (IV) conditions.

Since, in these conditions, features are presented in the

study and in the test stages in opposite orientations, sub­

jects have to mentally rotate one feature in order to

match it to the orientation of the other feature. Mental

rotation describes a cognitive operation in which a visual

figure is rotated in the mind to a desirable direction. For

example, Valentine and Bruce (1988) have presented tar­

get faces in an upright orientation and test faces in dif­

ferent degrees of orientation. They found that the sub­

jects' response time to judge whether or not a test face

was the same as a target face increased linearly with de­
gree of mental rotation required to align the faces. This

mental operation causes errors in recognition (see, e.g.,
Rock, 1973; Shepard & Metzler, 1971; Valentine &

Bruce, 1988; Yin, 1969) and in predictions that recogni­

tion will be higher in the UU and II conditions than in the

UI and IV conditions.

According to the feature-saliency hypothesis, since fa­

cial configuration information cannot be extracted from

an isolated feature, the visual information of an individ­

ual feature has to be considered. One such important fac­

tor is the saliency offacial features. Different features of

a face are perceived and remembered to different degrees,
where the general order of saliency is forehead> eyes>

nose> mouth> chin (see, e.g., Davies, Ellis, & Shepherd,

1977; Haig, 1984, 1986; Rakover & Cahlon, 1989; Shep­

herd, Davies, & Ellis, 1981). While there have been many

experiments showing that face recognition improves

with age, there seems to be no convincing evidence to sup­

port the hypothesis that this improvement is due to the

use ofdifferent facial features by children and adults (see,
e.g., Chung & Thomson, 1995). We propose that inversion

ofisolated features interacts with their saliency. However,

the nature of this interaction is hard to predict. Thus, for

example, it has been found that, in general, inversion does

not change the order of feature saliency presented in the

upright orientation (e.g., Bruyer & Coget, 1987; Endo,
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1986). However, Phillips (1979) has found that recog­

nition of inverted internal features (i.e., eyes, nose,

mouth) is more impaired than are inverted external fea­

tures (i.e., forehead, ears and chin) (see also Ellis, Shep­

herd, & Davies, 1979).

In view of the above, to measure the effects of inver­

sion on face recognition, one can use three approaches:

one can compare UU with VI, UU with II, and UU with

IV. Although no experiment (other than Yin's, 1969) has

used all three approaches, a review of the literature re­

veals that researchers have used either the first approach

(UU vs. VI; e.g., Rhodes, Brake, & Taylor, 1989; Scap­

inello & Yarmey, 1970; Valentine & Bruce, 1988;

Yarmey, 1971) or the second (UU vs. II; e.g., Diamond &

Carey, 1986; Rhodes et aI., 1993). Apparently, no one has

used the third (UU vs. IV).

Which of these approaches is most appropriate for
testing of the configurational hypothesis? The answer de­

pends on the interaction between the cognitive processes
involved in recognizing an inverted face, such as encod­

ing and retrieval processes, and the specific demands of

the task to be performed. If one proposes that inversion
is associated with the encoding process, then one would

use the UU versus II or the UU versus IU comparisons.

However, both of these comparisons are also based on

other processes. The former comparison deals with a

presentation of the same inverted face in both the study

and test stages. Hence, the inversion effects can be attrib­

uted to encoding and/or retrieval processes. The compar­

ison of UU versus IV, while discriminating between the

study and test stages, requires mental rotation. Ifone pro­

poses that inversion is associated with the retrieval pro­

cess, then one would use the UU versus UI comparison.

However, this comparison involves mental rotation.

It seems that there is no recognition task that does not

involve several complex cognitive processes. Consider,

for example, a simple straightforward procedure for test­

ing the inversion effects, where one has to identify by name

faces presented upright or inverted of known persons.

Even this procedure involves several cognitive processes,

such as the comparison between the presented faces and
the upright remembered faces-a process that demands

mental rotation when inverted faces are presented.

Given the above, we decided to analyze our results

by utilizing all three approaches, with special attention

being paid to the UU versus II and the UU versus UI

comparisons.
In sum, we proposed that several factors might be in­

volved in the facial inversion effects: featural informa­

tion (e.g., feature saliency), configurational information,

upright orientation, and mental rotation. In Experiment 1,

we attempted to test whether configurational informa­

tion was crucial by finding out ifthere were inversion ef­

fects of isolated features. Assuming such effects, the next

question was whether the inversion effects of a whole

face could be accounted for by the inversion effects of its
isolated features. In Experiment 2, we intended to answer

this question by testing the recognition of a whole face
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composed ofthe features used in Experiment I, and in the
same experimental conditions.

EXPERIMENT 1

Method
Subjects. Eighty students in the Department of Psychology at

Haifa University volunteered to participate in the experiment. Their

average age was 22.2 years. Seventy-two were female and 8 were

male. The subjects were assigned randomly to the experimental

groups and were tested in groups of 4.

Stimuli and Apparatus. A face is composed of values (e.g.,

small mouth, blue /ryes), each of which belongs to a different facial

dimension or feature (e.g., mouth, eyes). In the examples in paren­

theses, the italicized words stand for facial dimensions or features,

which, in conjunction with their adjectives, represent their values.

We used Penry's Photofit kit, where a face is divided into five

major, well-discriminated, and natural facial dimensions and each

dimension consists ofmany different values (Penry, 1971a, 1971b).

The Photofit is a popular technique used by the police and in many

laboratory experiments. In comparison with the other popular tech­

nique, called the Identikit, which uses line-drawn features, the Photo­

fit uses photographs of human faces (see, e.g., Bruce, 1988; Davies,

1981, 1986). Twenty different values of each of the facial dimen­

sions: hair and forehead, eyes and eyebrows, nose, mouth, and chin

were randomly selected from Penry's Photofit kit. All were black

and white pictures ofa male Caucasian face. Ten values ofeach fa­

cial dimension were chosen to be study values, and 10 were chosen

as distractors.!

Twenty video cassettes were prepared, each presenting 30 values

in two successive stages. In the study stage, 10 study values ofa fa­

cial dimension were presented in random order. In the test stage, 20

test values were presented in random order. Ten test values had been

presented in the previous stage, and 10 were new distractor values.

Thus, each cassette presented 30 values of only one facial dimen­

sion. There were five facial dimensions, two orientations of values

presented in the study stage (upright or inverted), and two orienta­

tions in the test stage (upright or inverted), resulting in 20 different

cassettes (i.e., 5 X 2 X 2 = 20). Each study value was presented

for 15 sec, and each test value was presented for 10 sec. (These

timed intervals, which had been determined on the basis of a pilot

study, allowed the subjects enough time to perceive the study val­

ues and respond to the test values as natural parts of a human face.

Also note that, in comparison with 6 and 24 sec, a 15-sec exposure

ofa face results in medium recognition-see Read, Vokey, & Ham­

mersly, 1990.) The values were presented on a black-and-white 24­

in. TV screen.

Design and Procedure. Three independent variables were ma­

nipulated in a 2 X 2 X 5 factorial design with repeated measure­

ments on the last variable. The first variable, study orientation, pre­

sents values either upright or inverted. The second variable, test

orientation, also presents values upright or inverted. The third vari­

able, facial dimension, consists of forehead, eyes, nose, mouth, and

chin. Since subjects viewed all facial dimensions in succession, the

groups are differentiated by the first two variables. Subjects in the

upright-upright (UU) group (n = 20) were asked to view the study

values and to decide for each test value whether it was old or new,

that is, whether or not the test value had been exposed in the study

stage. They viewed all of the five facial dimensions in succession.

They were informed that the values would be presented in the up­

right orientation in the study stage and in the test stage, that is, the

UU sequence. The order of presentation of the facial dimensions

was counterbalanced between subjects. Subjects in the upright-in­

verted (UI) group (n = 20) were given the same instructions as the

UU group but were informed that the values would be presented in

UI sequence. Subjects in the inverted-upright (IV) group (n = 20)

were similarly instructed but were informed that the values would

be presented in IU sequence. Subjects in the inverted-inverted (II)

group (n = 20) were informed that the values would be presented

in II sequence.?

Results

A 2 (study orientation) X 2 (test orientation) X 5 (fa­
cial dimension) analysis of variance (ANOVA) with re­
peated measurements on the last variable was applied to
each ofthe following measures: correct choices (V), hits,
A' (a sensitivity measure), andB" (a response-bias mea­
sure; see, e.g., Macmillan & Creelman, 1991). However,
since no significant differences were found with B", and
since the results of hits were similar to V and the results
ofA' were very close to V, we shall report only the results
of V. These measures do not add significant information
to the analysis of V. (Furthermore, note that similar results
and relations among these measures were obtained in
Experiment 2.)

Figure 1 depicts V and P (change) as a function of study
orientation, test orientation, and facial dimension. (Note
that facial dimensions are ordered from top to bottom of

a face.) P (change) = (UU - X)/UU, where UU repre­
sents V of the UU group, X represents V of the VI, II, or
IV group. As can be seen from Figure I, V is higher when
the values presented in the study stage were upright rather

than inverted [F(1,76) = 5.94 P < .05]. The interaction
between study and test orientation shows that V is higher
when values are presented in the same orientation in the
study and test stages (i.e., for the UU and II groups) than
when they are presented in different orientations (i.e., VI
and IV groups) [F(1,76) = 64.01 P < .01]. Subsequent
Newman-Keuls tests at a = .05 revealed that Vin the UU
group (averaged over the five facial dimensions) was
greater than Vs in the II, VI, and IV groups, and that V in
the II group was greater than Vs in the VI and IV groups.
V shows the following order for the facial dimensions;
forehead> eyes> nose> chin> mouth [F(4,304) =
52.71 P < .01]. The interaction between study orienta­
tion, test orientation, and facial dimension shows that, in
comparison with that of the UU group, the V of the in­
ternal values (eyes, nose, and mouth) decreased in the UI
and the IU groups more than did Vofthe external values
(forehead and chin), whereas V for high salient values
decreased in the II group more than did V for low salient
values [F(4,304) = 4.23 P < .01]. (These relations are
presented in the inset panel of Figure 1.)

Subsequent planned comparisons with the Newman­
Keuls test at a = .05 revealed the following significant
differences for each facial dimension (see Table 1).

These results are SUbstantiated by the comparisons
made between the UU and II and the UU and VI groups.
A 2 (UU vs. II) X 5 (facial dimension) ANOVA with re­
peated measurements on the last variable reveals that V is
higher in the UU group than in the II group [F(1,38) =
10.29, P < .1]. V shows the following order for the facial
dimensions: forehead> eyes> nose> mouth> chin
[F(4,152) = 23.76, P < .01]. Subsequent planned com­
parisons with the Newman-Keuls test at a = .05 reveals
that Vs in the UU group are higher than Vs in the II group
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Figure 1. Probability of correct choices (V) and P (change) as a function of the study orientation,
test orientation, and facial dimension.

for the forehead and eyes. (Note that the difference in Vof

the eyes between the UU and the II groups in Table I is
significant at a = .0526, because the MSe of this analysis
is increased due to inclusion of the VI and the IV groups.)

A 2 (group: UU vs. VI) X 5 (facial dimension) ANOVA
reveals that V in the VV group is higher than the V in the
VI group [F(l,38) = 67.62,p < .01]. V shows the follow­
ing order for the facial dimensions: forehead> (eyes =
nose) > chin> mouth [F(4,152) = 37.63 p < .01]. The
interaction between groups and facial dimension shows
that in comparison with the VV group, Vofthe forehead
in the VI group was much higher than it was for the other
four facial features [F(4,152) = 3.34 p < .05]. Planned

Table 1
Correct Choices (V) as a Function of

Group and Facial Dimension

comparisons with the Newman-Keuls test at a = .05 re­
veals that Vs in the VV group were higher than Vs in the
VI group for each facial dimension.

A 3 (group: II, VI, IV) X 4 (facial dimension) ANOVA
was applied to P (change) after it had been calculated for
each subject. P (change) is higher in the VI and IV
groups than in the II group [F(2,57) = 11.91 p < .01].
P (change) displays an inverted U-shaped function of
facial dimension [F(4,228) = 5.30 P < .01]. P (change)
of the internal features in the VI and the IV groups is
higher than P (change) of the external features, whereas
P (change) in the II group tends to decrease as a function
of the decrease in feature saliency [F(8,228) = 2.61 p <
.05]. Planned comparisons with the Newman-Keuls test
at a = .05 reveals that only P (change) of the internal
features is higher in the VI and IV groups than in the II
group.

Group

Dimension UU II UI IV

Forehead .94 .83 .85 .80

UU UU UU

Eyes .82 .74 .59 .65

UU· UU UU

II II

Nose .78 .73 .63 .57

UU UU

II II

Mouth .71 .69 .57 .58

UU UU

II II

Chin .71 .68 .63 .63

UU UU

Note-UU and/or II in the columns indicate that their Vs are signifi­

cantly higher than the V below which they appear, Neuman-Keuls test

at a = .05. .p < .0526.

Discussion
The main findings of Experiment 1 are as follows.

First, V (correct choices) in the VV group (averaged over
the five facial dimensions) is higher than V in the II, VI,
and IV groups. Second, V in the II group (averaged over
the five dimensions) is higher than V in the VI and IV
groups. Third, V in the VV group is higher than V in the
II group for the forehead and the eyes. Fourth, V in the
VV group is higher than V in the VI group or in the IV
group for each facial dimension. Fifth, P (change) of the
internal features in the VI and IV groups is higher than
P (change) of the external features, whereas P (change)
in the II group tends to decrease as a function of the de­
crease in feature saliency.

If we accept the proposition that the spatial relations
among the five facial dimensions generate the configu-
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rational information ofa face (i.e., second-order relational

properties), then Carey and Diamond's (1977) and Dia­
mond and Carey's (1986) configurational hypothesis is

disconfirmed. Whatever the comparison between the UU

group and each of the other three groups (II, Ul, IU), the

results present a severe problem for this hypothesis.

The present results can be accounted for by upright

orientation, mental rotation, and feature saliency. The
upright-orientation hypothesis predicts that V will be

higher in the UU group than in the II group. The mental­
rotation hypothesis predicts that V will be higher in the

UU and the II groups than in the UI and the IU groups.

According to the feature-saliency hypothesis, the ef­

fects of inversion depend on the saliency of facial fea­

tures. As can be seen from P (change) in Figure 1, and in

accordance with Phillips (1979), inversion ofthe internal

features (i.e., eyes, nose, and mouth) produced lower V

in the UI and the IU groups than did inversion of the ex­

ternal features (i.e., forehead and chin). If, however, one

compares V in the UU and II groups, one finds that the ef­

fects of inversion decrease as a function of the decrease

in feature saliency. One plausible explanation for this dif­

ference in Vor P (change) between the UI and IU groups,

on the one hand, and the II group, on the other, is that in

the former groups the subjects performed mental rotation.

Note that there is no significant difference in Vbetween

the UI and IU groups. This finding can be interpreted as

indicating that the same mental process is operating in

both cases.

Although unfamiliar faces seem to be processed differ­

ently from familiar faces, inversion effects have been
found in both (e.g., Bruce, 1988; Stevenage, 1995; Val­

entine, 1988). However, the present experiment raises

special questions regarding the relation between unfa­

miliarity and inversion, since isolated facial features have

been used here. For example, how do subjects handle these

individual features? Do they think of them as parts of a

face or as peculiar visual forms? Do subjects discriminate
among these isolated features in the same way as they do

among different faces?

We believe, for the following reasons, that isolated

features are perceived as parts ofa face: (1) We used five

features that were naturally well discriminated. (2) We
exposed the features for fixed timed intervals to allow

enough time for the processing of these features as nat­

ural parts ofa human face. (3) The order of recognition

obtained in the UU group for isolated facial features (see
Figure 1) is very close to the order of saliency obtained in

the literature for a whole face. (4) The findings that there

is no response bias in the data and that the different mea­

sures employed (i.e., hits, A' and V) are consistent with

each other, indicate that the subjects did not use cogni­
tive processes in addition to those proposed here. Had the

subjects used many different processes, one would ex­

pect divergent decision criteria and high variability, which

would have caused inconsistency in these measures and
response bias.

Finally, it should be mentioned that recognition offa­

cial features cannot be accounted for in terms oftheir size,

since their order of size (forehead> chin> eyes> nose>

mouth) does not correspond to their recognition order.

EXPERIMENT 2

In Experiment 1, facial inversion effects were obtained

for isolated facial dimensions. This raised the question
of the relation between the inversion of isolated features

ofa face and the inversion ofa whole face. We therefore

replicated Experiment 1,except that a whole face was pre­

sented instead of its isolated features. A whole face was

composed of the facial features used in Experiment 1.

A major aim of Experiment 2 was to show that the

recognition of a whole face in each of the conditions­
UU, UI, II, and IU-was based on the recognition of the

five isolated facial features. If we could show this, then
the inversion effects of the whole face would have re­

sulted from recognition of the isolated features. Suppose

that we used a function, F, which predicted the recognition

of a whole face on the basis of recognition of the five

isolated facialfeatures, so that w-;, = F(f[, v." ~' Vrn , V;;),
where w-;, stands for the predicted recognition ofa whole

face, f for the forehead, e for the eyes, n for the nose, m

for the mouth, and c for the chin. If, for example, Wp was

.91 in the UU group, .76 in the II group, and .66 in the UI

group, then the predicted inversion effects would be
.91 - .76 = .15 and .91 - .66 = .25. Ifwe were to find

that these figures equaled the obtained figures, so that

the obtained recognition of a whole face (~) in the UU

group was about .91, and so forth, then the inversion ef­

fects ofthe whole face would be completely predicted by

recognition of its isolated features.
Rakover (1994) proposed the following general con­

straints for developing a mathematical formula that relates

the recognition of a whole face to the recognition of its

isolated features:

1. A face is a mono-oriented visual form composed of

well-discriminated features such as forehead, eyes, nose,

mouth, and chin. The recognition ofa whole face is based

on the recognition of its features.
2. The recognition of the whole face and its isolated

features has to be measured by the same experimental

method.
3. VL :::; Wp :::; VH , where VL denotes recognition of the

lowest V ofthe facial features and VH denotes recognition

of the highest V.

4. The formula Wp = F( V) will not include free
parameters.

These constraints are based on the following rationale:

1.We view a face as amono-oriented visual form com­

posed of well-discriminated features, such as eyes and

nose. If the features of the face are not well discrimi­
nated, we believe that the proposed W

p
formula (see below)

would fail to predict recognition of the whole face. This

is indirectly supported by the finding that a well-dis­
criminated part in a visual stimulus is better recognized

as belonging to that stimulus than is a poorly discrimi­

nated part (e.g., Bower & Glass, 1976; Palmer, 1977).
Biederman (1987) proposed that if part of the components



of an object were identified, identification of the object

would be accurate.
2. Since different methods of facial recognition may

result in different measurements, we require that a face

and its isolable features be measured by the same recog­

nition task. Thus, an experiment that tests recognition of

a whole face following the presentation of its isolated

feature(s) poses questions (and will yield results) differ­

ent from those of the present experiment.

3. Let us assume that one invests cognitive effort in

recognizing a whole face composed of five isolated fea­

tures. We propose that the cognitive effort in processing

a whole face might be distributed among the five fea­

tures presented simultaneously in a face, so that: VL :::;;

Wp:::;; VH • Thus, compared with VH , Wp is decreased by Vs

lower than VH , and compared with VL , Wp is increased

by Vs higher than VL .

Assuming that Wp predicts w;" one can test empiri­

cally the inequality that w;, falls between VH and Vv
4. To avoid the strong association between parameter

estimations and a specific experimental situation, we de­

veloped a formula that connects Wp with V without using

free parameters.

Given the above constraints, Rakover (1994) proposes

a variety of formulas for Wp = F( V; ). One of these formu­

las is based on Osgood, Suci, and Tannenbaum's (1957)

formula for computing the meaning (e.g., attitude) of a

compound stimulus and its extension as proposed by

Triandis and Fishbein (1963). Accordingly,

(I)

where V; denotes the recognition scores of isolated facial

features and Wp denotes the predicted recognition score

ofa whole face. Note that the Wp formula mathematically
fulfills the requirement that VL :::;; Wp :::;; VH • The formula

is based on a normalization rule, where V; is multiplied

by V; ILV;. The latter expression can be viewed as a weight

multiplying Vi, so that Wp = WjV;, where wi = V;ILV;,
and interpreted as a weight value relative to all the val­

ues comprising a whole face.
The calculation of Wp used the data obtained in Exper­

iment 1. Each subject in Experiment 1 had five values of

correct choice: Vf v., , Vn, Vm , and ~. Let's say a subject

has the following values: Vf = 90%, v., = 85%, ~ =

80%, Vm = 70%, and ~ = 68%. Given these values, the

subject's Wp = 79.5%. Similarly, individual Wps were

computed for each subject in Experiment 1. Given these

Wps, mean Wps were calculated for the four groups ofEx­
periment I-the UU, VI, IV, and II groups. These four Wp

means were compared with the four We, means obtained

for Experiment 2 (UU, VI, IV, and II). If recognition of

a whole face is based on recognition of its individual

features, then there should be no significant difference

between Wp and We,. Since each of these four groups in-
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volves different cognitive processes, we propose that the

predictive ability of Formula I is maximal, when no sig­

nificant differences between ~ and We, are found for any
ofthe four groups (UU, VI, IV, and II). (Note that in test­

ing Formula I, nonrejection of the null hypothesis is re­

garded as supporting the Wp formula. This procedure,

however, raises a debate about statistical problems that

go beyond the scope of the present paper. The interested

reader is referred to Badia, Haber, & Runyon, 1970.) The

predictive ability of Formula 1 was also compared with

five alternative formulas proposed by Rakover (1994):

the arithmetic mean, the harmonic mean, the geometric

mean, the logarithmic mean, and the stimulus uncertainty.

If the predictive strength ofFormula 1 is higher than each

of the alternative formulas, then Formula 1 gains addi­

tional empirical support.

Method

Subjects. Eighty students in the Department of Psychology at
Haifa University volunteered to participate in the experiment. Their

average age was 22.4 years. Seventy-three were female and 7 were

male. The subjects were assigned randomly to the experimental
groups and were tested in groups of4.

Stimuli and Apparatus. There were 10 study faces and 10 dis­

tractor faces. The study faces were composed of the study values

used in Experiment I; the distractor faces were composed of the
distractor values. Study Face 1 was composed by randomly selecting

lout of 10 study foreheads, lout of!0 study pairs of eyes, lout of

10study noses, lout of 10study mouths, and lout of 10study chins.
Using Penry's Photofit kit, these features generated Study Face I,

where the distance between forehead and eyes was at the D level
and the distance between mouth and chin was at the Y level in Penry's

Photofit kit.

Similarly, Study Face 2 was generated by randomly selecting a

value from the nine remaining study values. This method of random
sampling without replacement generated the rest of the study and

distractor faces.

Each ofthe four video cassettes presented 30 faces in two stages.
In the study stage, 10 faces were presented in random order. In the

test stage, 10 study faces mixed randomly with 10 distractor faces
were presented. Each study face was presented on a black-and­

white TV for 15 sec; each test face was presented for 10 sec.

Design and Procedure. Two independent variables were ma­
nipulated in a 2 X 2 factorial design. For the first variable, study

orientation, faces were presented either upright or inverted, as was

done with the second variable, test orientation. There were four
groups-UU, UI, II, and IU---each with 20 subjects. The subjects

were asked to view the study faces and to decide for each test face

whether or not it had been previously presented. The subjects were
informed of the orientation in which the faces would be presented.

Results

Table 2 presents the means of We" ~, VH , and VL as a
function of each of the four experimental groups. Mean

~ was calculated after ~ was computed for each sub­
ject in Experiment I. The means of VH and VL are taken

from Table 1.
A 2 (study orientation) X 2 (test orientation) ANOVA

was applied to We,. Table 2 shows that, in the study stage,

We, is higher for faces presented in the upright orientation
than it is for faces presented in the inverted orientation

[F(I,76) = 8.32p < .0I]. We, is also higher when faces pre-
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Table 2

w.., Wp ' VH , VL as a Function of Group

Correct Choices

Group Wo w.* VH VLP

UU .89 .81 .94 .71

t t t
UI .69 .68 .85 .57

n.s. t t
II .74 .75 .83 .68

n.s. t n.s.

IU .71 .67 .80 .57

n.s. t t
Note~VH is the recognition score of the forehead and VL is the recog­

nition score of the nose, mouth, or chin. The values of VH and VL are

taken from Table I. *n; is a mean of ~s calculated for each subject.

t p < .0 I for (38) test comparisons between w" and Wp or VH or VL .

sented in the test stage are in the upright orientation than

when they are presented in the inverted orientation

[F(l,76) = 15.07 P < .01]. Wa is also higher when faces

are presented in the same orientation in the study and test
stages (i.e., the UU and II groups) than when they are pre­

sented in differing orientations (i.e., VI and IU groups),
that is, the interaction between the study and test orien­

tations is significant [F(l,76) = 23.82 P < .01].

Subsequent planned comparisons using the Newman­

Keuls test at a = .05 revealed that Wa was higher in the
UU group than in the other three groups.

Table 2 shows that VL s Wa ~ VH , as proposed by con­
straint No.3.

The table also shows that the fVp formula generated val­

ues that were very close to Wa values, except for the UU

group, in which Wa > ~. (Torecapitulate, the comparisons

between ~ and Wa were made after an individual ~ was
calculated for each subject in Experiment 1; that is, the

wp reported in Table2 is the mean ofthese individual wps.)

While Formula 1does not show maximal predictive abil­

ity, it predicts Wa with greater accuracy than the five al­
ternative formulas: the arithmetic mean, the harmonic

mean, the geometric mean, the logarithmic mean, and the
stimulus uncertainty.

Another way to test the accuracy of prediction of the

~ formula is as follows: if Wa = ~, then the regression
line for these variables should have the form of a linear

function y = ax + b with a = 1and b = O. However, the
test of this prediction requires that values of x and y be

measured on the same subject, a requirement that is not

fulfilled in the present study. To approximate this de­

mand, we matched values of Wa and fVp in the following
way: The subjects in the UU group in Experiment 1 were

ranked from high to low values of the forehead only, and

the subjects in the UU group in Experiment 2 were ranked

from high to low values of ~ . Wethen matched the sub­
jects of these two groups on both ranks. Similarly, we

matched the subjects in both experiments for the rest of

the three groups. Wethen calculated the regression line of

Wa and Wp : Wo = 1.06 ~ - .01, where R(80) = .62,p <
.01. We found, as expected, that 1.06 does not differ sig-

nificantly from unity and that .01 does not differ signif­

icantly from zero. These results give additional empirical

support to the proposition that the ~ formula predicts ~.
This conclusion should be reached with caution, since

there are several differences between the present match­

ing procedure and the standard one (e.g., matched ran­

dom assignment). While the purpose of the standard

procedure is to control for variables, such as age, sex, and
intelligence, which are expected to affect the dependent

variable, the aim of the present procedure is to generate

matched pairs of subjects, so that their two responses (fVp
in Experiment 1 and Wa in Experiment 2) could be viewed

as two responses made by the same subject. The vari­

ables used for matching subjects in the present procedure

are not independent of the dependent variable as re­

quired by the standard procedure, but are part of the de­

pendent variable in Experiment 1 (i.e., Vf is a component

of wp) and the dependent variable in Experiment 2 (i.e.,

~). The reason for using Vf for the matching procedure

is that Vf is different from Wa (see VH in Table 2). It is the

most salient feature in a face, and is the first feature a sub­

ject processes when viewing a photograph of a whole
face (e.g., Hines & Braun, 1990). Finally, in contrast to

the standard procedure, in the present procedure random

assignment of the subjects is made before matching.

Discussion
The main results ofExperiment 2 are as follows. First,

Wa in the UU group is higher than the Wo in the II, VI,

and IV groups. Second, VL ~ ~ ~ VH • Third, the ~ for­
mula predicts Wo of each group except the UU group.

The obtained inversion effects of the whole face are:
.89(UU) - .74(11) = .15 and .89(UU) - .69(VI) = .20.

In comparison, the predicted inversion effects are: .06 and

.13, respectively. These differences stem from the fact that

in the UU group ~ is significantly smaller than Wa (Wa ­
~ = .08). This may be related to the finding that while
there is no significant effect of test orientation on recog­

nition of isolated features, it has a significant effect on

recognition of a whole face. Assuming that study orien­

tation is related to memory encoding and that test orien­

tation is related to retrieval, retrieval plays an important

role in the recognition of a whole upright face, in com­

parison with the recognition of an isolated feature, by
utilizing configural information. Thus, recognition of a

whole face in the UU group is not entirely explained by
recognition of the isolated facial features as proposed by

the ~ formula.
Nevertheless, the similarity of the results of Experi­

ment 1and Experiment 2 and the ~ formula suggests that

(1) the inversion effects ofa whole face can be accounted

for by upright orientation, mental rotation, and feature

saliency, as proposed above, and (2) the recognition of
the isolated features provides a substantial contribution

to recognition of a whole face.

The fact that VL ~ ~ ~ VH suggests that recognition of

a whole face cannot be explained by the most salient iso­

lated feature or by assuming simple additivity of isolated



features. Furthermore, this finding disconfirms the hy­

pothesis that fv" is based on the addition of featural and

configural information, which predicts that fv" > VH , be­

cause the recognition of VH is based on featural informa­

tion only, whereas fv" is based on both featural and con­

figurational information.

GENERAL DISCUSSION

While the results of Experiment I present serious

problems to the configurational hypothesis, since inver­

sion effects have been found with isolated facial features,

the results of Experiment 2 propose that recognition of

isolated features contributes considerably to recognition

of the whole face. Hence, configurational information

extracted from the whole face is not a necessary condi­

tion for obtaining the inversion effects. There are other

factors that account for our findings: upright orientation,

mental rotation, and feature saliency. These findings con­

trast with other hypotheses that explain the facial inver­

sion effects on the basis ofwhole-face configurational in­

formation, such as facial expression and prototype or

schema hypotheses (for these hypotheses, see Goldstein

& Chance, 1980; Valentine, 1988, 1991).

The configurational hypothesis might be salvaged if we

assume the "form" hypothesis, according to which an iso­

lated facial feature is a visual form made up ofbasic com­

ponents (for similar ideas, see Biederman, 1987; Palmer,

1977). For example, an eye is a visual form composed of
such natural components as eyebrow, eyelid, eyelash,

eyeball, pupil, and iris. (Note that each of these compo­
nents can itselfbe conceived ofas a visual form composed

of more basic constituents.) Hence, it may be proposed

that the inversion effects of an isolated facial feature is

caused by impairment of spatial relations among its basic

components, that is, by the impairment of its configura­

tional information.
There are two problems with the "form" hypothesis.

First, the fundamental atomic facial unit or constituent is

hard to define theoretically and operationally. Second, it

follows from the "form" hypothesis that a major factor in

the recognition of a face is the configurational informa­

tion extracted from an individual feature. If this is cor­
rect, then the inversion effects ofa whole face can be pre­

dicted on the basis of the inversion effects of individual

facial features. The results of Experiment 2 lend support

to this proposal. Hence, the impairment ofconfigurational

information extracted from spatial relations among the

features ofa face is not necessary for explaining the inver­

sion effects of a whole face.
In view ofthe above, it is possible that the inversion ef­

fects ofa whole face are derived from expertise for spatial
relations ofthe components ofan individual facial feature,

and not from expertise for configurational information of

a whole face, that is, of the spatial relations among facial

features (on expertise and face recognition, see Diamond

& Carey, 1986; Rhodes, 1995; Stevenage, 1995).

As mentioned above, we suggest that our findings can
be accounted for by upright orientation, mental rotation,
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and feature saliency. These factors operate interactively

rather than additively. In situations in which mental ro­
tation is not required, the inversion effects are explained

by appeal to upright orientation and feature saliency. In
both experiments, recognition is higher in the UU group

than in the II group, and recognition in the II group of

Experiment 1 decreases as a function of the reduction in
feature saliency. When mental rotation is required, recog­

nition is higher in the UU group than in the UI or IU group.

Note that the results show that the effect of mental rota­
tion on recognition is higher than the effect of upright

orientation: In both experiments, the difference in recog­

nition between the UU group and the UI or IU group is
higher than the difference between the UU and II groups.

In Experiment 1, where mentalrotation is required,

the inversion effects are greater in internal features than

in the external features. One possible explanation for this

difference is that inverted eyes and mouth (and probably

nose, especially one without nostrils) are still seen as un­

usual upright features (see Rock, 1973, 1974). In con­

trast, an inverted forehead or chin is not seen as a bizarre

upright feature, but as an inverted feature. This may in­

crease errors ofrecognition of internal features, and may

be involved in the Margaret Thatcher illusion, where in­

verted eyes and mouth generate a grotesque expression
(e.g., Bartlett & Searcy, 1993; Thompson, 1980).

While the ff;, formula presents a normalization rule by

which one computes ff;, as a prediction of We, , it does not
describe the cognitive processes for generating recogni­

tion of a whole face from its isolated features. One pos­

sible cognitive interpretation of the ff;, formula is the jus­
tification ofConstraint 3 and its basis in a normalization

rule. Thus, the cognitive processing involved in recogni­

tion of a whole face is distributed among its features in

such a way that (I) the recognition of a whole face falls

between VL and VH , and (2) salient features demand more

processing than do nonsalient features. Similarly, Palmer

(1977) proposes that the processing ofwell-discriminated

parts of a figure is more efficient and accurate than are

poorly discriminated parts.

The finding that the ff;, formula predicts fv" of each
group (except the UU group) provides additional support

for the hypothesis that isolated facial features were pro­

cessed as a whole face. Had isolated features been pro­

cessed differently from a whole face, one would expect

the predictive ability ofthe ff;, formula to be less than that
obtained. (Note that this hypothesis does not negate the

"prototype theory," which proposes that faces are encoded

as deviations from a norm or a prototype face (see, e.g.,

Valentine, 1991), since faces and prototypes of faces con­

sist of facial features that can be processed individually.)

The attempt to predict recognition of a whole face on

the basis of recognition of its isolated features is part of

the attempt to understand higher order face perception
and recognition by the combinations of underlying com­

ponents. For example, Ekman and his colleagues (e.g.,

Ekman, 1979; Ekman & Friesen, 1982) have proposed a

system called the "Facial Active Coding System," which

generates various facial movements and expressions on
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the basis ofprimary facial "action units." Benson (1995)

has discussed how high-order facial qualities, such as at­

tractiveness, honesty, and friendliness, can be understood

on the basis of three basic facial properties: gender, age,

and ethnicity. He stresses the importance of the devel­

opment of an appropriate facial algebra which will take

into consideration the interaction among elementary

properties. The interactive nature of facial features is

demonstrated by such phenomena as the following: Sub­

jects are sensitive to inward rather than outward eye

movements, and sometimes they perceive different faces

generated by slightly different combinations of the same

facial features (e.g., Haig, 1984, 1986).

In view of the above and of the fact that significant in­

teractions are obtained in the independent variables of

both experiments, we do not propose that the perception

of a whole face is the sum of the perceptions of its iso­

lated features. Furthermore, we do not propose that fa­

cial configurational information does not play an impor­

tant role in face perception and remembering (e.g., Bruce,

Doyle, Dench, & Burton, 1991; Tanaka & Farah, 1993).

However, we do suggest (1) that configurational infor­

mation is not necessary for obtaining inversion effects in

a whole face, and (2) that in the recognition of a whole

face, configurational information extracted from an up­

right face is less important than featural information. Ac­

cording to the ~ formula, one can account for 91 %

(.81/.89 = .91) ofthe recognition ofan uprightwholeface

by its isolated features.
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NOTES

1. Values were randomly sampled from each facial dimension with

one major constraint: The study values and the distractors would cover

FACIALINVERSION EFFECTS 761

the whole range ofvalues ofeach facial dimension. The following num­

bers represent different values in Penry's technique (the numbers in

parentheses represent the number of values in each dimension). Fore­

heads (204): Study values-7, 27, 41, 69, 95, 112, 128, 149, 152, 167;

distractors-5, 22, 38, 67, 93, 114, 126, 146, 148, 153. Eyes (103):

Study values---6, 35, 36, 38, 43, 59, 70, 80, 82,93; distractors-4, 27,

32,34,44,55,67,73,81,87. Noses (100): Study values-7, 18,20,33,

36,38,40,62, 88, 95; distractors-4, 9, 17,27,30, 34, 50, 57, 73, 92.

Mouths (112): Study values-3, 13,23,42,54,74,78,81,87,102; dis­

tractors-7, 10, 16,30,56,61,69,71,80,103. Chins (93): Study val­

ues-2, 5, 24, 29, 41, 48, 62, 70, 81, 88; distractors-3, 9, 18,32,45,

50,56,66,79,83.

2. Most of the experiments investigating recognition memory (in­

cluding face recognition) have used either the yes-no (YN) procedure

or the two-alternative forced-choice (2AFC) procedure. Although it

seems reasonable to assume that different tasks are associated with dif­

ferent measurements and different cognitive processes, signal detection

theory proposes that there is a relatively simple theoretical relation be­

tween the YN procedure and the 2AFC procedure: that is, d'ZAFC =

1/\/2d'vN, where d' is a sensitivity measure. For the subject, the 2AFC

procedure is easier than the YN procedure since it is based on two ob­

servations, whereas the YN procedure is based on only one observation

(see Macmillan & Creelman, 1991). In view of this, one reason for em­

ploying the YN procedure in the present research is that if our hy­

potheses are confirmed with the YN procedure, there is a good chance

that they will be confirmed with the 2AFC procedure. Another reason

is to avoid the possibility that a choice in the 2AFC procedure could be

made because the subject is sure that the distractor face is not the target

face and not because the subject identifies the target face.
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