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Abstract—New factorized carry lookahead adders corresponding 

to the regular carry lookahead adder (RCLA) architecture viz. the 

factorized regular carry lookahead adder (FRCLA), and the block 

carry lookahead adder (BCLA) architecture viz. the factorized 

block carry lookahead adder (FBCLA) are presented. The idea 

behind the proposed factorized carry lookahead adders is 

discussed and example implementations are provided. The RCLA, 

BCLA, FRCLA and FBCLA were realized using the gates of a 

32/28nm CMOS standard digital cell library. The results show 

that the proposed FRCLA achieves an average reduction in the 

power-delay product i.e., energy by 7.85% for 32- and 64-bit 

additions compared to the best among the rest.    

I. INTRODUCTION 

Addition forms the basis of computer arithmetic, and addition 

is a fundamental operation encountered in micro-processing and 

digital signal processing units. Addition is accomplished using 

an adder, and the carry lookahead adder (CLA) is an important 

member of the family of high-speed adders [1].  

Different implementations of the CLA at the transistor and 

gate levels have been discussed in the literature [2–9], based on 

static and dynamic MOS-based implementation styles. Designs 

of CLAs using post-CMOS technologies such as quantum dot 

cellular automata, memristor, optical, carbon nanotube, and 

vertically-stacked nanowire transistors have also been described 

[10–15]. Further, the designs of CLAs based on different 

architectural styles have been described [16, 17], and the RCLA 

and BCLA architectures are prominent among them. The RCLA 

is preferable for high speed and low power while the BCLA is 

preferable for reduced area.     

In this paper, we propose new factorized carry lookahead 

adders, i.e., FRCLA based on the RCLA architecture, and 

FBCLA based on the BCLA architecture. The FRCLA and the 

FBCLA are based on recursive carry lookahead equations, 

which are subject to algebraic factorization prior to physical 

synthesis. Logic factorization, prior to synthesis, helps to 

optimize the lookahead carry logic better and gives rise to a 

generic and regular CLA topology, which is likely to be 

advantageous for physical synthesis using any implementation 

technology, be it CMOS or post-CMOS. We show how the 

proposed FRCLA is beneficial than the other CLA architectures 

by considering 32-bit and 64-bit additions as examples. We 

utilized the Synopsys 32/28nm CMOS standard digital cell 

library [18] for physically implementing the various CLAs.   

In the remainder of this paper, Section II discusses the RCLA 

topology and Section III discusses the BCLA topology, in brief. 

The proposed FRCLA and FBCLA are discussed in Section IV. 

The design metrics estimated for the CLAs corresponding to 32-

bit and 64-bit additions are given in Section V, and finally we 

conclude in Section VI.   

II. RCLA ARCHITECTURE 

In general, an N-bit RCLA [17] is constructed by cascading 

N/M M-bit (sub-) RCLAs, where N and M are even, and N 

modulo M equals 0. Assuming M to be 4, Fig. 1a portrays the 

architecture of a N-bit RCLA. The most significant lookahead 

carry output produced by a M-bit RCLA is given as the carry 

input for the successive M-bit RCLA. In a M-bit RCLA, M 

lookahead carry outputs are produced and the (M–1) lookahead 

carry outputs are XOR-ed with the corresponding propagate 

signals to produce the respective sum output bits.   

Fig. 1c shows the gate-level realization of a delay-optimized 

4-bit RCLA [19], involving simple and complex gates of the 

standard digital cell library [18]. Based on physical realization 

using the gates of the digital cell library [18], Fig. 1c requires 

80.82µm2 of silicon. In Figs. 1 and 2, P0 to P3 represent the 

propagate signals, G0 to G3 represent the generate signals, and 

C0 represents the carry input. C1 to C4 represent the lookahead 

carry outputs, with C4 being the lookahead carry input for the 

successive 4-bit RCLA/BCLA/FRCLA/FBCLA. SUM0 to 

SUM3 represent the corresponding sum output bits in Figs. 1 

and 2. The propagate, generate, and lookahead carry output 

signals are governed by the following equations. Among these, 

(3) is recursive by nature i.e., any lookahead carry output bit can 

be inferred based on (3). In the equations, sum refers to logical 

disjunction (i.e., OR) and product refers to logical conjunction 

(i.e., AND). The symbol  signifies exclusive-OR (i.e., XOR).   

 

PK = AK  BK      (1) 

 

GK = AK BK      (2) 

 

CK+1 = GK + PKGK–1 + …. + PKPK–1…C0    (3) 

 

SUMK = PK  CK     (4) 

 

The 4-bit RCLA shown in Fig. 1c, which represents the least 

significant 4-bit RCLA of Fig. 1a,  will encounter a propagation 

delay that is equal to the sum of the propagation delays of a 2-

input XOR gate, a 4-input AND gate, a 4-input OR gate, and an 

AO21 complex gate. Referring to Fig. 1a, the intermediate 4-bit 

RCLAs, excepting the most significant 4-bit RCLA, will 

encounter the propagation delay of just the AO21 gate. The last 

4-bit RCLA in Fig. 1a will however encounter the propagation 

delay of an AO21 complex gate and a 2-input XOR gate.  
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III. BCLA ARCHITECTURE 

The BCLA architecture [16] shares some similarity with the 

RCLA architecture but there are some differences. To shed the 

light on these, we make a comparison between Fig. 1b, which 

shows a N-bit BCLA, and Fig. 1a, which shows a N-bit RCLA. 

In Fig. 1b, a N-bit BCLA is constructed using N/4 4-bit BCLAs 

where N modulo 4 equates to 0. In Fig. 1b, the lookahead carry 
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Figure 1. Block schematics of: (a) N-bit RCLA/FRCLA constructed using (N/4) 4-bit RCLAs/FRCLAs where N is even and N mod 4 = 0, and (b) N-bit 

BCLA/FBCLA, constructed using N/4 4-bit BCLAs/FBCLAs, where N mod 4 = 0. Gate-level realizations of: (c) 4-bit RCLA, and (d) 4-bit BCLG. The 4-bit 

BCLG shown in (d) is used in (b) to realize the 4-bit BCLA, which is subsequently duplicated to realize an N-bit BCLA. The full adder and 3-input XOR 

gates of [18] are also used to realize the BCLA/FBCLA shown in (b). The AO21 gate implements V = XY + Z; X, Y and Z are the inputs and V is the output.   



output produced by a 4-bit block carry lookahead generator 

(BCLG) is supplied as the carry input for the successive 4-bit 

BCLA. A M-bit (i.e., sub-) BCLA comprises a M-bit BCLG 

and a M-bit carry-ripple type adder. The carry input to a M-bit 

BCLA is serially processed by (M–1) full adders and a 3-input 

XOR gate to produce the respective sum output bits. The full 

adder and 3-input XOR gate present in the standard cell library 

[18] are also used to construct the BCLA and the FBCLA.      

The gate-level realization of a 4-bit BCLG is shown in Fig. 

1d. The 4-bit BCLA requires 62.52µm2 of silicon based on [18]. 

The logic corresponding to C4 of Fig. 1c is extracted and shown 

as the 4-bit BCLG in Fig. 1d. Unlike a M-bit RCLA where M 

lookahead carry outputs are produced, in a M-bit BCLA only 

one lookahead carry output is produced which is passed on to 

the successive M-bit BCLA as its carry input. In a (F)BCLA, 

the carries generated via lookahead propagate between blocks 

and carries within the blocks ripple to produce the requisite sum 

output bits. On the other hand, in a (F)RCLA, the carries ripple 

between sections, and the carries generated via lookahead 

within a section are XOR-ed with the corresponding propagate 

signals to produce the respective sum output bits.  

IV. FACTORIZED CARRY LOOKAHEAD ADDERS 

The proposed FRCLA is a derivative of the regular RCLA 

and the architecture of the former is like the latter, as shown in 

Fig. 1a. Therefore, equations (1), (2) and (4) given earlier hold 

well in the case of the FRCLA. However, unlike the RCLA, the 

lookahead carry output equation characterized by equation (3) is 

factorized prior to physical synthesis. To shed the light on this, 

we give the factorized lookahead carry output expressions 

corresponding to a 4-bit FRCLA below.  

 

C4 = [G3 + P3{G2 + P2 (G1 + P1G0)}] + (P3P2P1P0) C0  (5)  
  

C3 = {G2 + P2(G1 + P1G0)} + (P2P1P0) C0   (6)  
  

C2 = (G1 + P1G0) + (P1P0) C0    (7)   
 

C1 = (G0 + P0C0)      (8)  

 

By extracting the logic kernels from the factorized equations, 

we have, W1 = G1 + P1G0, W2 = G2 + P2W1, W3 = G3 + P3W2, 

X1 = P1P0, X2 = P2X1 and X3 = P3X2. Subsequently, (5) to (8) 
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Figure 2. Gate-level realizations of proposed: (a) 4-bit FRCLA, and (b) 4-bit FBCLG. The logic corresponding to C4 is extracted from (a) and shown in (b). 

The 4-bit FRCLA is used to construct a N-bit FRCLA based on the architecture shown in Fig. 1a. The 4-bit FBCLA is realized using the 4-bit FBCLG, full 

adders and the 3-input XOR gate from the cell library. The 4-bit FBCLA is used to construct a N-bit FBCLA based on the architecture shown in Fig. 1b.  



are transformed as follows: C4 = W3 + X3C0; C3 = W2 + X2C0; 

C2 = W1 + X1C0; and C1 = G0 + P0C0. The transformed look 

ahead carry output equations indicate that all the lookahead 

carry outputs could be realized using a single AO21 gate in the 

final logic level, and only one AO21 gate will be encountered in 

any intermediate 4-bit FRCLA/FBCLA present in an N-bit 

FRCLA/FBCLA, thus facilitating high-speed carry propagation 

which has a positive impact on their speed performance. The 

gate-level realizations of the 4-bit FRCLA and the 4-bit FBCLG 

are shown in Figs. 2a and 2b. The 4-bit FRCLA and the 4-bit 

FBCLA require 66.59µm2 and 59.72µm2 of silicon respectively.  

V. IMPLEMENTATION RESULTS 

32- and 64-bit RCLAs, BCLAs, FRCLAs and FBCLAs were 

implemented using the Synopsys 32/28nm bulk CMOS standard 

digital cell library [18]. About a thousand random input vectors 

corresponding to 32-bit and 64-bit additions were supplied to 

the adders at time intervals of 5ns (200MHz) through respective 

test benches to verify their functionalities. The switching 

activity data captured from the functional simulations were used 

to estimate the average power dissipation. The critical path 

delay and silicon area were also estimated, and the design 

metrics viz. power, delay, and area are given in Table I.  

The power-delay product (PDP) is widely used to assess the 

low power/low energy attribute of a digital circuit/system. Since 

power and delay are desirable to be minimum, the PDP is also 

desired to be minimum. The PDP of the adders were calculated 

and normalized, given in Table I. To perform the normalization, 

the highest value of PDP corresponding to a N-bit CLA was 

considered as the baseline and this value was used to divide the 

actual PDP values of all the N-bit CLAs. Thus, the least value 

of PDP corresponding to a N-bit CLA indicates that it is the best 

among the rest of the N-bit CLAs.   

TABLE I. DESIGN METRICS OF VARIOUS 32- AND 64-BIT CLAS 

Type of 

CLA 

Delay 

(ns) 

Area 

(µm2) 

Power 

(µW) 

Normalized 

PDP 

32-bit Adders 

RCLA 1.13 646.54 40.70 0.79 

BCLA 1.26 500.16 43.80 0.94 

FRCLA 1.15 532.69 37.04 0.73 

FBCLA 1.29 477.79 45.39 1 

64-bit Adders 

RCLA 1.85 1293.08 81.68 0.86 

BCLA 1.91 1000.31 87.60 0.95 

FRCLA 1.88 1065.37 74.37 0.79 

FBCLA 1.94 955.58 90.77 1 

 

From Table I, it is noted that the FRCLA dissipates the least 

power for both 32- and 64-bit additions, and hence achieves the 

least PDP compared to the other CLAs thus conveying that it is 

more power- and energy-optimized than the rest. It is noted that 

the proposed FRCLA achieves reductions in the PDP by 7.6% 

for 32-bit addition and 8.1% for 64-bit addition compared to the 

best amongst the rest viz. RCLA. In terms of area, the FBCLA 

features the least silicon footprint among the rest of the CLAs 

for 32- and 64-bit additions. This is mainly because compared 

to the 4-bit RCLA, the 4-bit BCLA and the 4-bit FRCLA, the 4-

bit FBCLA requires less area by 26.1%, 4.5% and 10.3% 

respectively. In terms of the critical path delay, the FRCLA is 

neck and neck with the RCLA, while the FRCLA requires less 

area and dissipates less power than the RCLA. The enhanced 

optimizations in design parameters achieved by the FRCLA 

over the RCLA is attributed to the logic factorization done prior 

to physical synthesis, as discussed in Section IV.       

VI. CONCLUSION 

New factorized carry lookahead adders viz. FRCLA and 

FBCLA were presented corresponding to RCLA and BCLA 

architectures. Based on the simulation results obtained for 32- 

and 64-bit additions, it is observed that the FRCLA is better 

optimized than the other CLAs in terms of power and energy.      
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