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Abstract—With recent standardization and deployment of LTE
eMBMS, cellular multicast is gaining traction as a method of
efficiently using wireless spectrum to deliver large amounts of
multimedia data to multiple cell sites. Cellular operators still seek
methods of performing optimal resource allocation in eMBMS
based on a complete understanding of the complex interactions
among a number of mechanisms: the multicast coding scheme,
the resources allocated to unicast users and their scheduling at
the base stations, the resources allocated to a multicast group
to satisfy the user experience of its members, and the number
of groups and their membership, all of which we consider
in this work. We determine the optimal allocation of wireless
resources for users to maximize proportional fair utility. To
handle the heterogeneity of user channel conditions, we efficiently
and optimally partition multicast users into groups so that users
with good signal strength do not suffer by being grouped together
with users of poor signal strength. Numerical simulations are
performed to compare our scheme to practical heuristics and
state-of-the-art schemes. We demonstrate the tradeoff between
improving unicast user rates and improving spectrum efficiency
through multicast. Finally, we analyze the interaction between the
globally fair solution and individual user’s desire to maximize its
rate. We show that even if the user deviates from the global
solution in a number of scenarios, we can bound the number of
selfish users that will choose to deviate.

I. INTRODUCTION

The 3GPP standard specifies Evolved Multimedia Broad-
cast Multicast Service (eMBMS) for multicast over LTE
networks [1]. eMBMS is particularly effective when requests
for content have significant spatial and temporal locality, as
is likely to be the case when users consume live video and
music as well as popular on-demand content including news,
advertisements and software distribution, in addition to video
and music [2], [3].

Content delivery over cellular networks has been a chal-
lenge, with the last hop RAN being the bottleneck and a
significant source of latency. CDNs relieve the backbone
bandwidth utilization and reduce latency to deliver content
to the end-user, but only provide a relatively small amount of
relief. Similarly, traditional multicast solutions typically save
resource consumption in the backbone (i.e., further up the
multicast tree) [4]. With multicast on the cellular “last mile,”
the improvement in last-hop bottleneck utilization, end-to-end
latency, and the cost of deploying resources to deliver content
over cellular networks may be more effectively addressed.

∗The authors are in alphabetical order except for the 1st author.
1 This work was done when Jiasi Chen and K.K. Ramakrishnan were at
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Fig. 1: eMBMS architecture. The Multicast Coordination Entity
(MCE) reserves resources for multicast users in the eMBMS service
area, which may encompass more than one eNB. The eNBs schedule
unicast users in the remaining resource blocks.

Cellular network operators are continuing to evolve their
strategies for deploying eMBMS. They also seek to understand
how best to utilize scarce wireless resources, especially when
there are users with heterogeneous channel conditions, and in
the presence of a number of users consuming unicast traffic.
These unicast users may be serviced by different eNBs, as
shown in Fig. 1, due to the envisaged large service area of
eMBMS. (1). The network operator must decide how many
resources to allocate to each unicast user at each eNB and to
the multicast group(s). Allocating more resources for multicast
has the potential to reduce the quality of experience (QoE)
of a unicast user, while allocating more resources for unicast
reduces the efficiency with which wireless spectrum is utilized.
(2). The network operator must decide how many multicast
groups to offer, and which users interested in multicast content
should band together to form a group. Grouping users with dis-
parate channel conditions into one multicast group is unfair to
the users with good channel conditions, as all group members
will be constrained by the receivable rate of the worst user in
the group (to ensure all users receive the transmitted data with
high probability). Splintering potential multicast users into a
large number of individual groups is similar to unicast and
fails to take advantage of eMBMS.

Fig. 2 shows a toy example of our problem for three
potential multicast users (A,B,C) and one unicast user (D)
who are served by one base station with a total of 12
resource blocks (RBs). User (A:1) means user A has coding
scheme that achieves 1 bit/RB. The user grouping is shown
by the red boxes. The user rate is calculated as the coding
scheme × number of RBs. Case (a): All users are unicast
and are allocated an equal share of resources, receiving rates
proportional to their coding schemes. Case (b): With eMBMS,
we could group all multicast users together and combine their
resources. This causes user A’s rate to increase because she
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Fig. 2: Toy example. The multicast resource blocks (RBs), coding
scheme, and user grouping must be jointly optimized to achieve
maximum utility. In the optimal solution of case (d), all of the
multicast users achieve equal or better rate compared to the unicast
case (a), so they will not defect from the multicast group, but this
may not be generally true.

shares resources with the group, but user C’s rate suffers
because she is forced to use the same coding scheme as user
A. Were this the final solution, user C would prefer to leave
her multicast group and switch to unicast, as in case (a), in
order to receive 12 bits instead of 9. Case (c): Separating users
B and C, who have similar channel conditions, from user A
and putting them in their own sub-group improves the utility.
Case (d): Allocating more RBs for multicast increases system
efficiency in terms of total rate and utility. Both case (c) and
(d) ensure that all of the multicast users receive higher rate
than if they switched to unicast in case (a).

Thus, a user’s rate is determined by the number of RBs
(variable), her own coding scheme (fixed, based on her channel
conditions), the user grouping (variable), and the group coding
scheme (variable). To capture both fairness of the user rates
and efficiency of the system, we choose the proportional fair

metric [5] to measure global utility, which is defined as the
sum of the log of the long-term rates of the users. We consider
a set of multicast users who are interested in accessing
one particular multicast content. We jointly optimize the

multicast resources and user grouping to maximize the

proportional fair utility for multicast and unicast users
across multiple cells in the eMBMS service area. For

a single cell, we also analyze the disparity between the

globally optimal solution and the local preference of the
greedy user who is trying to maximize her own rate.

Our system is designed to meet several goals:

• Constraint: Users subscribing to a multicast group
should receive all the content multicast by eMBMS. This
might not happen if, for example, eMBMS chooses too
good a coding scheme. Then, a user with poor channel
conditions will experience a higher bit-error rate and
consequent data loss, which is especially intolerable for
streaming content such as music and video.

• Fair and efficient: The received rate across all users in all
cells covered by the eMBMS service area should be fairly
distributed; i.e., a user with very good channel conditions
should not consume all of the resources to the detriment
of users with poor channel conditions. Conversely, users
with good channel conditions should not suffer unduly
by being placed in a multicast group that receives a very
poor rate. We quantify this fairness using the proportional
fair metric [5].

• Dynamics: The users should be satisfied with their rates
under the globally fair resource allocation and user group-
ing decided by the network operator. Few users should be
tempted to selfishly maximize their own rate by leaving
their multicast group, thereby decreasing the rate of the
remaining users in the group; or vice versa.

We further face several challenges in designing the op-
timization framework: (1) The optimization problem is an
integer problem with non-linear constraints, for which brute-
force approaches require exponential time to solve; (2) The
network operator should encourage users to follow the optimal
solution by offering them a better receive rate and overall
improved resource usage, rather than forcing users to join or
leave a multicast group; (3) The eMBMS architecture only
allows for multicast resource allocation and must respect the
unicast resource allocation decisions already made by the eNB.

• We pose the resource allocation problem that maximizes
the end-user’s QoE based on the user rate, in accor-
dance with eMBMS specifications and the existing LTE
architecture (§II). We develop an optimal and efficient
algorithm that decides on the resource allocation for the
multicast group and the unicast users across multiple
cell sites, and optimally groups together multicast users
with similar channel conditions. We propose a weighting
function that trades-off between efficiency and fairness of
the rate received by multicast and unicast users. (§III).

• We present detailed simulations across a variety of dif-
ferent cellular conditions, and compare our solution with
three alternatives: (a) a default solution that puts all users
into one multicast group and chooses the worst coding
scheme; (b) a more advanced heuristic that takes users’
channel conditions into consideration and assigns users
to one of four groups; and (c) a state-of-the-art approach
from the literature. We show that our solution performs
well across a variety of scenarios and automatically
adapts to the channel conditions of the users (§V).

• Our analysis provides insights on the interaction between
the user’s selfish rate maximization and the globally
optimal solution. We characterize the channel conditions
that cause users to deviate from the globally optimal so-
lution, and bound the number of users who would benefit
by switching from multicast to unicast. We numerically
quantify the tradeoff between giving enough resources
to unicast vs. over-provisioning resources for multicast
users, to prevent them from fleeing the group. (§IV).

II. BACKGROUND AND PROBLEM FORMULATION

A. Background on LTE and eMBMS

In LTE, wireless radio resources are OFDMA frames.
Frames are further divided into resource blocks (RBs) in the
time and frequency domains, which are the basic minimum
unit of resource allocation (Fig. 1). For unicast users, the job
of the eNodeB (LTE base station, hereafter shortened to eNB)
scheduler is to fill the RBs with data packets for its clients,
often through some variant of a proportional fair scheduler [6].



Symbol Description
M number of users interested in multicast service

In
p

u
ts

B number of eNBs in the MBSFN area
Ub set of unicast users at eNB b

N =
∑B

b=1 |Ub| total number of unicast users in the MBSFN area
ci coding scheme of multicast user i (bits / RB)
di coding scheme of unicast user i (bits / RB)
T total number of resource blocks (RBs)
α maximum fraction of resources for multicast

V
a
ri

a
b

le
s

K number of multicast groups
Gk set of users in multicast group k
ĉk coding scheme of multicast group k (bits / RB)
xk RBs of multicast group k (RBs)
yi RBs of unicast user i (RBs)

TABLE I: Table of notation.

Since users have different channel conditions, the eNB
chooses an appropriate module and coding scheme (MCS),
hereafter referred to as coding scheme, for each client, based
on client feedback of the measured channel conditions. The
coding scheme determines how many bits can be transmitted
per resource block. Users with good signal strength can use
more efficient coding schemes, and vice versa. If the eNB
chooses a coding scheme that is higher than what the client’s
channel can support, then the client will not be able to decode
the data and will suffer data loss due to high bit error rates.

In eMBMS, each multicast group uses resource blocks
encoded with the same coding scheme. All users in a particu-
lar group receive the same data transmission. The multicast
resource allocation and coding scheme are decided by the
multi-cell/multicast coordinating entity (MCE) shown in Fig. 1
[1]. The typical envisaged eMBMS deployment covers mul-
tiple neighboring eNBs, called a multicast-broadcast single-
frequency network (MBSFN), so as to exploit multicast across
a sufficient number of recipients and improve QoE at the cell
edge. The MCE provides the multicast resource allocation to
the eNBs under its control. Each eNB reserves these resources
for the multicast flows, and schedules its own unicast users
with the remaining resources. Therefore, the resource block
allocation for each eNB will be different depending on the
unicast users, but the multicast resource block allocation will
be the same across all eNBs.

B. Problem Formulation

Our problem is a mixed integer optimization problem with
two parts. Prob. 1 is the global rate optimization for both
multicast and unicast users. Prob. 2 is the eNB resource allo-
cator at each eNB for the unicast users. These two problems
are related because the global optimization should consider
the impact of the multicast resource allocation on the unicast
users. However, the eMBMS architecture does not provide
the flexibility to modify the unicast scheduler, so we cannot
directly control the unicast resource allocation. Instead, by
understanding how the multicast resource allocation impacts
unicast scheduling, we can optimize for both sets of users.

Optimizing multicast resources and user grouping: The
control knobs are (a) to decide which users, out of those who
are interested in a particular multicast content, should be put
into the same multicast group, and (b) how many resources

K, {Gk}, {ĉk} {xk} {yi}, i ∈ U2

{yi}, i ∈ U1

{yi}, i ∈ UB

...

Fig. 3: For each K, {Gk}, {ĉk}, we solve for the optimal {xk}, {yi},
calculate the total utility, and pick the best K, {Gk}, {ĉk}. We show
our final solution is jointly optimal.

to give to each multicast group and to the remaining unicast
users, in order to maximize the proportional fair rate for all
users. Prob. 1 gives the complete optimization problem.

Problem 1. Multicast and unicast resource allocator and

multicast group partitioning for multiple eNBs

maximize

B
∑

b=1

∑

i∈Ub

log(diyi) +
K
∑

k=1

|Gk| log (ĉkxk) (1)

s. t.
∑

i∈Ub

yi +
K
∑

k=1

xk ≤ T, ∀ b (2)

ĉk = min
i∈Gk

ci, ∀ k (3)

xk ≤
f(Gk)

N +
∑K

ℓ=1 f(Gℓ)
T, ∀ k (4)

0 ≤
K
∑

k=1

xk ≤ αT (5)

G1 ∪ . . . ∪GK = {1, 2, . . . ,M} (6)

Gk ∩Gℓ = 0 ∀ k, ℓ (7)

variables {yi}, {xk}, {Gk}, {ĉk},K

The objective (1) is to maximize the sum log-utility for
multicast and unicast users. Constraint (2) says that the sum
of the unicast and multicast RBs at each eNB must be less
than the total RBs. Constraint (3) guarantees that all users in
the group can receive all multicast data by setting the coding
scheme of the multicast group to that of the worst user in the
group. Constraint (5) limits the percentage of RBs available
for multicast, which is 60% in today’s eMBMS specification.
Constraints (6-7) say that each multicast user is a member of
a multicast group.

Multicast weighting function: A desirable feature of the
multicast optimization is to ensure that users are allocated
a proportionally fair rate, but also that both multicast and
unicast users share the benefits of eMBMS. We introduce a
weighting function f(Gk) in constraint (4) that can be chosen
to modulate the resource allocation of the multicast users to
be more similar to either unicast or multicast. Specifically, we
choose the weighting functions to be one of three classes:

Constant: f(Gk) = 1 (8)

Logarithmic:f(Gk) = log(|Gk|+ 1) (9)

Linear: f(Gk) = |Gk| (10)

For the constant form f(Gk) = 1, the weighting function treats
each multicast group similar to a single unicast user. This is



because when all users are unicast, the regular proportional fair
scheduler gives an equal share of the total available resources
to each user. For the linear form f(Gk) = |Gk|, the resources
given to the multicast group is similar to what resources each
user in the group would have received as a unicast user and
then pooled all their resources together. We also introduce the
logarithmic form f(Gk) = log(|Gk| + 1) to be in between
the linear and constant functions. This weighting function is
a tunable parameter for the network operator.

eNB unicast resource allocator: In practice, the MCE
cannot control the unicast RBs, which is a variable in Prob. 1.
Instead, each eNB in the eMBMS service area schedules RBs
for the unicast users in its cell. Any solution to Prob. 1 must
take into account the behavior of the eNB’s scheduler, which
is based on the standard proportional fair scheduler [7]:

Problem 2. eNB b’s unicast resource allocator

maximize
∑

i∈Ub

log(diyi) (11)

s.t.
∑

i∈Ub

yi ≤ T −
K
∑

k=1

xk (12)

variables {yi}

The objective (11) is to maximize the proportional fair rate
across all the unicast users. Constraint (12) says that the total
unicast RBs cannot exceed the total RBs less the resources
previously allocated by the MCE for multicast.

Time scale of optimization: When the channel conditions
of the users change, or when users arrive and depart, the
multicast resource allocation and user grouping previously
chosen by the MCE may become sub-optimal. However, in
the envisioned eMBMS use cases, such as sports events or
stadiums with large audiences, users are fairly stationary,
so the time scales of channel condition dynamics will be
relatively long. We leave this as a design parameter for the
network operator which can be chosen based on historical or
expected user dynamics. It may be less feasible to make an
optimal allocation in situations of high speed mobility, but we
don’t envisage the use of eMBMS such cases.

Multimedia content delivery: eMBMS is intended for mul-
timedia streaming content such as video. Traditional videos
require a fixed rate for content delivery, but with the prevalence
of adaptive bitrate streaming protocols [8], content providers
encode and store multiple versions of each video at different
rates. The appropriate video rate should be selected to fully
utilize the reserved multicast resources.

III. SOLUTIONS FOR RESOURCE ALLOCATION & GROUP

PARTITIONING

The solution to Prob. 1 has two steps: (Step 1), an outer
loop where we efficiently search across possible user groups,
with associated optimal utility, and find the best user grouping,
described in §III-B; (Step 2), an inner loop where for fixed
user grouping, we solve for the optimal resource allocation and

utility, described in §III-A. These two steps give us the jointly
optimal solution to Prob. 1. Fig. 3 illustrates our approach,
and the full algorithm is shown in Alg. 1. All proofs can be
found in the technical report [9].

A. Resource Allocation

In this section, we discuss the inner loop of the solu-
tion to Prob. 1, where the multicast user grouping G =
{G1, . . . , GK} of users is fixed (which also fixes the number
of groups, K , and multicast group coding schemes {ĉk} of
all groups). Then the variables are the multicast and unicast
RBs {xk}, {yi}. Under the eMBMS architecture, the unicast
RBs {yi} cannot be controlled by the MCE; instead, we must
determine the correct optimization problem to be solved by
the MCE which, in combination with the eNB proportional
fair scheduler, induces the solution to Prob. 1 for fixed
user grouping. Therefore, we further decompose the resource
allocation solution into two steps: (Step 2a) on the multicast
MCE, optimize the multicast RBs (Prob. 3); and (Step 2b) on
each eNB, optimize the unicast RBs (Prob. 2).

Problem 3. MCE multicast resource allocator

maximize

B
∑

b=1

∑

i∈Ub

log(diy
∗
i ({xk}) +

K
∑

k=1

|Gk| log (ĉkxk)

(13)

s. t. ĉk = min
i∈Gk

ci, ∀ k (14)

xk ≤
f(Gk)

N +
∑K

ℓ=1 f(Gℓ)
T, ∀ k (15)

0 ≤
K
∑

k=1

xk ≤ αT (16)

variables {xk}

The MCE adjusts the multicast RBs, taking into account the
impact on the unicast RBs. The objective function (13) is
similar to the objective function (1) from Prob. 1, but contains
y∗i ({xk}), which is the solution of Prob. 2. The constraints
(14) 15) (16) are the same as (3) (4) (5) from Prob. 1.

At the eNB, the proportional fair scheduler allocates unicast
RBs equally to each user, as given by Lemma 1. This means
that users with good channel conditions receive higher rate
and users with poor channel conditions receive lower rate.

Lemma 1. The solution of Prob. 2 is:

y∗i (x) =
T −

∑K
k=1 xk

|Ub|
, ∀ i ∈ Ub, ∀ b

Finally, we show in Lemma 2 and Prop. 1 that the MCE
optimization plus the eNB optimization together result in the
jointly optimal solution to Prob. 1, for fixed user grouping.

Lemma 2. Given K, {Gk}, {ĉk}, the feasible solution set of

Prob. 1 is equal to the feasible solution set of Prob. 2 and

Prob. 3.



Proposition 1. Given K, {Gk}, {ĉk}, the solution of Prob. 1:

x∗
k =

⎧

⎪

⎨

⎪

⎩

f(Gk)
N+

∑
l f(Gl)

T if α ≥
∑

l f(l)
N+

∑
l f(Gl)

min

(

|Gk|
U

(1−α)T +λ
, f(Gk)
N+

∑
k f(Gk)

T

)

if α <
∑

l f(l)
N+

∑
l f(Gl)

where λ satisfies
∑

l min

(

|Gl|
U

(1−α)T +λ
, f(Gl)
N+

∑
k f(Gk)

T

)

= αT

The solution to the multicast resource allocation problem
has two cases depending on the total fraction of resources α
allowed for multicast. When α is large, then the solution gives
resources proportional to the multicast constraint function
f(Gk). When α is small, i.e. the system wants to give
more resources than allowed to multicast, the solution can be
found by a variant of a water-filling algorithm. For the linear
multicast weighting function f(Gk) = |Gk| the solution can
be further simplified as in Corollary 1. If α is large, the system
allocates resources to each multicast group proportional to the
size of the group. If α is small, the solution is to split αT
RBs between the multicast groups, and leave the remaining
RBs for unicast users. The overall resource allocation solution
is computed by the RESOURCEMULTI function in Alg. 1.

Corollary 1. For fixed K, {Gk}, {ĉk}, and f(Gk) = |Gk|,
the solution of Prob. 1 is:

x∗
k =

{

|Gk|
N+

∑
l |Gl|

T if α ≥
∑

l |Gl|
N+

∑
l |Gl|

|Gk|∑
l |Gl|

αT if α <
∑

l |Gl|
N+

∑
l |Gl|

(17)

B. Group Membership Assignment

Even with the partial solution to Prob. 1 given in Prop. 1,
finding the user grouping is not straightforward. The system
must decide how to optimally partition users into multicast
groups based on their channel conditions. Intuitively, users
with identical channel conditions should be grouped together,
but what about users with similar channel conditions? The
brute force solution is to try all possible partitions of the users
and pick the partition that gives the maximum utility. The
complexity of this approach is Θ(MM ). Instead, we present an
optimal dynamic programming solution that runs in O(M4).

The dynamic program uses the intuition that users with
similar channel conditions should be in the same group, and
first sorts the multicast users by their coding schemes.

Lemma 3. Let the users be sorted in ascending order ac-

cording to coding scheme. Define an unordered grouping as a

group that contains user i and user i + j but not some user

i + k, 1 < k < j. Then there is an optimal solution without

any unordered grouping.

With the list of users sorted by increasing channel con-
ditions, we can think of the problem as placing partitions
between users on the list, with users between two consecutive
partitions forming a multicast group. The decision is where to
place the partitions, and how many partitions to place. The
problem is complicated because the coding scheme of the
multicast group, and thus the rate and overall utility we are
trying to maximize, is determined by the placement of the

Algorithm 1 Resource Allocation & User Partitioning

Global input: Number of unicast users N , Number of mul-
ticast users M , Multicast user channel conditions sorted in
non-decreasing order ĉ1 ≤ . . . ≤ ĉM , Total resource blocks
T , Fraction of resources blocks allowed for multicast α
Output: Number of multicast groups K∗, Multicast groups
{G∗

k}, Multicast resources {x∗
k}

PARTITION

1: for K ← 1 to M do ◃ K total groups
2: for i← 1 to 1−K +M do ◃ initialize
3: U(K, i, 1) = UTILITY(K, {1, . . . , i})

4: for k ← 2 to K do ◃ first k groups
5: for i← k to k −K +M do ◃ first i users
6: for j ← k− 1 to i− 1 do ◃ partition at user j
7: Gk ← {j + 1, . . . , i}
8: u← U(K, j, k − 1) + UTILITY(K,Gk)
9: if u > U(K, i, k) then

10: U(K, i, k)← u; p(K, i, k)← j

11: if U(K,M,K) > Umax then ◃ check for max utility
12: Umax ← U(K,M,K); K∗ ← K

13: j ←M ◃ backtrack to find optimal solution
14: for k ← Kopt to 1 do
15: i← j; j ← p(K, i, k); G∗

k ← {j + 1, . . . , i}
16: x∗

k ← RESOURCEMULTI(K∗, G∗
k)

Input: Number of groups K , Multicast group Gk

Output: Utility of group uk

UTILITY(K,Gk)

1: xk ← RESOURCEMULTI(K,Gk)
2: uk ← |Gk| log (mini∈Gk

{ĉi}xk)
3: return uk

Input: Number of groups K , Multicast group Gk

Output: Resources of group xk

RESOURCEMULTI(K,Gk)

1: if f(Gk) = 1 then xk ← 1
K+N

T
2: if f(Gk) = |Gk| then

3: if α ≥ M
M+N then xk ←

|Gk|
M+N T

4: else xk ←
|Gk|
M

αT

5: return xk

partitions. The user immediately to the right of a partition
determines the coding scheme and utility of her multicast
group. Exhaustively trying all possible partitions takes Θ(2M ).

We can efficiently search through the possible partitions
using the recurrence relation given in Prop. 2. The idea is
that the maximum utility from k groups can be found by
considering the optimal utility of k−1 groups, plus the utility
of the new group formed by users at the end of the list.

Proposition 2. When f(Gk) = |Gk|, ∀α or f(Gk) = 1, α ≥
M

N+M
, the recurrence relation for the dynamic program is:

U(g, i, k) = max
1≤j<i

{U(K, j, k − 1) + UTILITY(K, {j + 1, . . . , i})}

where U(K, i, k) is the sum utility from the first i users in the

first k partitions, when there are K multicast groups.



Scenario User
switch

Better coding
scheme

Analysis results

IV-A Unicast
→ multicast

Unicast User never wants to switch
from the operator’s solution

IV-B Unicast
→ multicast

Multicast User always wants to switch,
but operator prevents

IV-C Multicast
→ unicast

Unicast Number of switching users is
bounded

IV-D Multicast
→ unicast

Multicast User never wants to switch

TABLE II: Users may selfishly try to deviate from the network
operator’s recommended multicast grouping.

The final solution to Prob. 1 is given by Alg. 1 and is
a combination of dynamic programming to find the user
grouping and convex optimization to find the optimal resource
allocation. PARTITION builds up a table of utility values
U(K, i, k) and selects the entry that gives the maximum utility
value. UTILITY(K,Gk) gives the optimal utility obtained from
users in group Gk in a multicast group, when they are assigned
resources using RESOURCEMULTI based on Prop. 1. The
running time is O(M4) when f(Gk) = 1 and O(M3) when
f(Gk) = |Gk|.

IV. USERS’ SELFISH SWITCHING BEHAVIORS

In §III, the network operator allocates spectrum resources
to users to achieve a globally fair and efficient distribution
of rates. However, this misses an important practical consid-
eration: an individual user might selfishly maximize her rate
by switching between multicast and unicast, deviating from
the operator’s desired solution. For example, if a user in a
multicast group is forced to use a low coding scheme by the
worst member of her multicast group, she might leave her
multicast group to obtain a better rate on unicast. Similarly,
a user interested in multicast content who has been placed in
unicast might see that other multicast users who are grouped
together are receiving more RBs, and try to join the group. The
switching behavior is further complicated by the fact that if
the user switches, the MCE re-allocates resources according
to the new user groups created by the switch. The cellular
operator should ensure that the user’s rate under the globally
optimal solution is high enough so that the user has no desire
to switch from multicast to unicast, or vice versa.

We analyze all possible scenarios, as summarized in Ta-
ble II. We use f(Gk) = |Gk| and consider a single eNB. We
assume that the multimedia content is available both through
multicast and regular unicast data channels, and that the user
can freely choose choose between them (possibly through a
dedicated multicast mobile application). Our analysis shows
that of the four scenarios, only one will result in users
defecting from the globally optimal solution, and we bound
the number of users who exhibit such undesirable behavior.
We assume no collusion between users, so we focus on one
particular user i and group k, and drop the subscripts from the
user coding scheme ci, group coding scheme ĉk, and group
Gk for notational simplicity.
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Fig. 4: Fewer users are incen-
tivized to switch for the linear
weighting function. Error bars
indicate range of values.

A. Unicast user switches to multicast, worse coding scheme

In this scenario, the user has better coding scheme if she
remains on unicast than if she joins the multicast group.
What is the incentive for the user to switch? The user may
wish to join the multicast group to take advantage of the
greater amount of resources allocated to the multicast group.
We will show that the global solution is such that this will
never happen. The idea is to show that if the user would
like to switch from unicast to a multicast group, the global
solution would have already put the user in the multicast
group. Lemma 4 gives the relationship between parameters
that results in the user or network operator desiring the switch.
Prop. 3 shows that this does not occur.

Lemma 4. For c > ĉ, f(G) = |G|, a user will want to switch

from unicast to multicast when c
ĉ < m. The global utility will

increase from this switch when c
ĉ
<

(

1 + 1
|G|−1

)|G|−1
|G|.

Proposition 3. For c > ĉ, f(G) = |G|, if the solution is

globally optimal, there will be no unicast user who wants to

switch to multicast.

B. Unicast user switches to multicast, better coding scheme

A unicast user may wish to join a multicast group with
a better coding scheme. Since the multicast group’s coding
scheme is set to the minimum coding scheme of its members,
if the user joins the multicast group, the multicast group will be
forced to lower its coding scheme. This will lead to decreased
rate for the other users in the multicast group. The analysis is
similar to §IV-A, which we omit due to space constraints,
and says that user may indeed wish to deviate from the
globally optimal solution. However, the network operator can
avoid this undesirable scenario and maintain global fairness
by either (a) refusing admission to the multicast group for the
switching user, or (b) not lowering the coding scheme of the
multicast group, rendering the user unable to decode the data
and encouraging her to stay on unicast.

C. Multicast user switches to unicast, better coding scheme

This is arguably the most interesting scenario. The global
solution may prefer a user to be in a multicast group, but the
user would receive a better coding scheme and higher rate if
she were to leave the multicast group and switch to unicast
transmission. The situation is further complicated by the fact
that if a few users leave the multicast group, other users in
the group may receive reduced rate and also desire to switch,
creating a “ripple” effect. However, we show that the number
of potentially switching users per multicast group is bounded.
We first give the conditions under which the user or network
operator desires the switch:



Lemma 5. For ĉ < c, f(G) = |G|, a user will want to switch

from multicast to unicast when c
ĉ
> m. The global utility will

increase from this switch when c
ĉ
>

(

1 + 1
|G|−1

)|G|−1
|G|.

Prop. 4 bounds the number of switching users. The intuition
is that users with better coding scheme are placed in the
multicast group because even though they sacrifice their good
coding scheme, by increasing the size of the multicast group,
all the users in the multicast group benefit. However, if there
are many users with good coding scheme, placing them in a
separate multicast group with higher coding scheme outweighs
the decrease in utility of the remaining users in the multicast
group. So the optimal solution contains only contains a few
users who might want to switch to unicast.

Lemma 6. For ĉ < c, 0 < β ≤ 1, if the solution is globally

optimal, there are at most ⌈ eβ ⌉ − 1 users who have coding

scheme > ĉβ|G|.

Proposition 4. For ĉ < c, if the solution is globally optimal,

the number of users who switch is minn : n+1 =
⌈

e
1− n

|G|

⌉

.

For weighting functions other than f(G) = |G|, we nu-
merically simulate the number of defecting users in Fig. 4.
We find that no users tend to flee the multicast group when
f(G) = |G|, which is better than our upper bound. The
weighting functions f(G) = 1 and f(G) = log(|G|) result in
less rate for multicast users, so the number of users wishing
to leave the group is higher.

D. Multicast user switches to unicast, same coding scheme

The multicast user with the worst coding scheme in the
group may consider switching out of the multicast group and
going solo on unicast. We observe that the user always prefers
to stay in the multicast group because she gets (a) more
resources, and (b) same coding scheme, so she receives greater
rate on multicast than unicast. The analysis is similar to §IV-C
and is omitted due to space constraints.

V. PERFORMANCE EVALUATION

In this section, we compare our multicast resource allocation
algorithm against several other approaches:

• no-eMBMS (all unicast): Without eMBMS service, all
potential multicast users access the content via unicast.

• 1 Group (all multicast) (1G): Put all the multicast users
into a single group, and use the worst user’s coding
scheme as the group coding scheme.

• 1 Group + Time-variable coding scheme (1G-V): Put
all the multicast users into single group, and vary the
multicast group’s coding scheme over time [10]. The key
difference from VG is to vary the coding scheme over
time rather than user partitions.

• 4 Groups + Fixed coding scheme (4G): Put the multicast
users into 4 groups by dividing the range of channel
conditions into 4 equal bins, and place users in associated
bins. We choose 4 groups as a heuristic [11], [12], but
any fixed number of groups would have similar results.
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(a) 1G, 1G-V: All
users are placed in
the same group.
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(b) 4G: Users are di-
vided into 4 groups
based on their coding
scheme.
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Fig. 6: For a fixed set of user channel conditions, each algorithm
chooses different multicast user partitions.

• Variable Groups + Fixed coding scheme (VG): Our
proposed scheme. We set f(Gk) = |Gk| in §V-A and
§V-B, but vary it in §V-C.

Simulation setup: We sweep across different parameters
in §V-B and §V-C. The default parameters, unless otherwise
stated, are 50 unicast users and 24 users at one eNB who are
interested in one multicast content. 2/3 of the users have good
channel conditions and can use a high-rate coding scheme,
and 1/3 of the users have poor channel conditions and use a
low-rate coding scheme. The discrete set of possible coding
schemes is specified by LTE and maps to approximately
[20, 31, 50, 79, 116, 155, 195, 253, 318, 360, 439, 515, 597, 675, 733]

bits/RB [1]. The distribution of bits/RB for the users is bi-
modal normal with means 555 and 198 (1/4 and 3/4 of the
range of coding schemes) and standard deviation 59 (to span
the range of coding schemes).

A. Multicast grouping, user rate, and packet loss

Our algorithm chooses the optimal resource allocation, cod-
ing scheme, and user grouping to maximize the proportional
fair metric. An example of the user grouping chosen by each
algorithm is shown in Fig. 6. 1G and 1G-V put all the multicast
users into one group, which does not take into account the
heterogeneity of users’ channel conditions, so 4G uses a
heuristic to split the users into 4 groups. This sometimes forces
many users with better channel conditions (e.g. coding scheme
438) to form a multicast group with a few users with worse
channel conditions (e.g. coding scheme 515), which is sub-
optimal. VG splits the users into two groups corresponding to
the bi-modal distribution of channel conditions.

For the same experiment, we plot the rate of the multicast
users in Fig. 5. 1G uses a fixed coding scheme for all users, so
users with good channel conditions are forced to use the same
coding scheme as users with poor channel conditions, leading
to low rate for all users. Using heuristics to split the users into
groups allows rate differentiation by 4G, but the proportional
fair scheme of 1G-V can improve the throughput for all the
users. However, users with poor channel conditions may be
unable to decode transmitted data, which is unacceptable for
streaming data such as video. VG, however, ensures that all
users can receive all data and reasonable rate commensurate
with their channel conditions. This is because VG is adaptive
to the underlying channel conditions of the users, both in terms
of number of users and their coding schemes.
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(a) 1G: All users receive the same
low rate due to the poor channel
conditions of the worst user in the
group.
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(b) 1G-V: Users with poor chan-
nel conditions suffer greatly by
not receiving the majority of
packets.
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(c) 4G: User rate is commensurate
with channel conditions, but sub-
optimal user grouping still lowers
the rate of each group.
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(d) VG: Users with good channel
conditions receive a higher rate,
and users with poor channel con-
ditions receive reasonable rate.

Fig. 5: For the same setup and coloring as Fig. 6, we show the multicast user rate (bar plot) and the packet loss (line plot). VG gives users
rate commensurate to their channel conditions, and ensures that all users receive all packets.
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(a) Number of multicast users:
with more multicast users, users
pool their resources, resulting in
higher rate.
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(b) Channel conditions: when
multicast users have similar chan-
nel conditions, they can be better
grouped to achieve higher rate.

Fig. 7: Comparison with no-eMBMS. Multicast rate gains are greatest
when there are (a) more users with (b) similar channel conditions.

B. Rate gain over no-eMBMS

Impact of number of multicast users: To examine the
impact on user rates, we fix the number of unicast users
at 50 and vary the number of multicast users from 4 to
24. Intuitively, there might be two possible outcomes: more
multicast users means more RBs can be pooled together to
obtain higher rate, or more multicast users will share a fixed
amount of RBs and leave the remaining RBs for the unicast
users. Fig. 7a plots the average multicast user’s rate and
shows that the first case occurs, since our algorithm adapts
the multicast RBs based on the number of multicast users. 1G
provides minimal rate gain despite the increased RBs, because
it is constrained by the coding scheme of the worst user in the
group. The rate of unicast users under our VG scheme does
not change, and is omitted due to space constraints.

Impact of channel distribution: We simulate three differ-
ent distributions of channel conditions: (1) a uniform distri-
bution of the entire range of LTE coding schemes; (2) a bi-
modal distribution; and (3) normal distribution with parameters
N (377, 119). For each distribution, we compare the rate
provided by each algorithms. There are 50 unicast users and
24 multicast users. Fig. 7b shows the average user rate for
increasingly (along the horizontal axis) homogeneous users,
in terms of channel conditions. We see that 1G, which forms
one group, does well when the users are very similar, and 4G,
which forms 4 groups, does best when the channel conditions
are heterogeneous. VG outperforms the fixed group formation
algorithms in all cases since it recognizes the underlying
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(a) Single eNB: When multicast
users are favored (linear), total
rate is higher since more effi-
cient multicast RBs are reserved.
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slightly.

Fig. 8: Impact of multicast weighting function. The rate gains from
multicast are distributed between multicast and unicast users by
modulating the weighting function.

user diversity and chooses appropriate groups and resource
allocation for the users.

C. Impact of the multicast weighting function

For the preceding experiments, VG used the linear multicast
weighting function (10). In this set of experiments, we exam-
ine the performance of VG in more detail to find that this
weighting function sometimes over-provisions for multicast
users at the expense of unicast users. Fig. 8a shows the per-
user unicast rate, per-user multicast rate, and total rate across
all users for different weighting functions. Although the linear
weighting function makes the most efficient use of spectrum
in terms of total rate, it achieves this primarily by giving
the multicast users higher rate. The unicast rate is slightly
lower when the linear multicast weighting function is used
because the multicast resources are less constrained (4). The
logarithmic and constant multicast weighting functions can
achieve a better balance between unicast and multicast rate.
Thus the multicast weighting function can be used to trade off
the benefits of eMBMS between multicast and unicast users.

We also examine the impact of heterogeneity of user de-
mand for multicast content across multiple eNBs. One might
expect cells with few multicast and many unicast users to
suffer, because resources are being unnecessarily allocated for
multicast. In this experiment, we set up two eNBs, one with
more unicast users (40) than multicast users (4), and one with
fewer unicast user (10) than multicast users (20). In Fig. 8b,
we plot the average rate of the unicast users in each cell.



Similar to the single eNB case, the unicast rate is lowered
when the linear multicast weighting function is used. The rate
drop is significant in the cell with few unicast users, but the
absolute value of the rate is quite high. However, if this drop
is considered too large to maintain acceptable user-experience,
one may wish to adopt a modified weighting function. In the
cell with many unicast users, the rate drop is minimal, but
this small contribution from each user can provide a significant
benefit to the multicast rate. In neither case do the unicast users
suffer unduly when the linear weighting function is used, but
the logarithmic or constant weighting functions can give them
increased rate at the expense of multicast user rate.

VI. RELATED WORKS

A large number of works have studied multicast content
delivery. We cover the most relevant categories.

Multicast optimization in the backbone: Multicast re-
source allocation that focuses on constructing efficient mul-
ticast trees in wireline networks [4], can reduce backbone
network utilization and latency, but has limited overall per-
formance improvement due to the last hop generally being
the bottleneck. Wireline optimizations also do not take into
account the limited spectrum resources in wireless networks.
For example, [11] studies an efficient user partitioning scheme
for wireline multicast users with heterogeneous bottleneck
links, which is similar to heterogeneous channel conditions in
wireless networks, but does not consider resource allocation.

Multicast in OFDMA networks: A survey of multicast
resource allocation in OFDMA networks can be found in [13].
[10] optimizes the multicast group’s coding scheme to achieve
proportional fairness, but sometimes causes users at the edge
of the cell to not receive packets when the coding scheme
is better than the user can support. [14] studies proportional
fair scheduling with heuristics for partitioning users. [15]
leverages heterogeneous channel conditions by allowing users
with good channel conditions to act as relays for the other
users. Using layered multimedia data, [16] [17] [18] study
resource allocation and coding scheme selection to maximize
the utility for multicast users. However, eMBMS multiplexes
unicast and multicast data on the same carrier, so the impact
on the unicast users should also be considered.

eMBMS: Application-layer approaches such as [19] [20]
incorporate forward-error correction in eMBMS to improve
reliability in the absence of detailed user feedback. This is
complementary to our link-layer approach of choosing the
coding scheme that all users can decode. [21] performs a
simulation-based study of how eMBMS parameters such as
number of eNBs affect file transfer times.

VII. CONCLUSIONS

Industry trials of multimedia content delivery using LTE
eMBMS have sparked interest in re-visiting resource allocation
for cellular multicast. Any such approach must incorporate
the unique features of eMBMS, including synchronized mul-
ticast transmission across multiple cells, and limited control
of unicast schedulers at the eNBs. Based on the eMBMS

architecture, we designed a system to fairly allocate rate to
multicast and unicast users across multiple cells. Through
convex optimization and dynamic programming, we developed
an efficient and optimal solution that is adaptive to the channel
conditions of the users and allows the operator to trade off
unicast user rates and multicast spectral efficiency. In the case
of users at a single eNB trying to maximize their individual
rate by switching between multicast and unicast, we found that
such scenarios are limited and the impact can be bounded.
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APPENDIX

Lemma 1

Proof: Prob. 2 is clearly concave. The Lagrangian is:
L({yi},λ) = −

∑

i∈Ub
+λ(

∑

i∈Ub
yi +

∑K
k=1 xk − T ). Writ-

ing the KKT conditions:

Stationarity: yi =
1
λ , foralli ∈ Ub

Primal feasibility:
∑

i∈Ub
yi ≤ T −

∑K
k=1 xk

Dual feasibility: λ ≥ 0

Complementary slackness: λ
(

∑

i∈Ub
yi +

∑K
k=1 xk − T

)

= 0

Clearly λ > 0, so from complementary slackness
∑

i∈Ub
yi = T −

∑K
k=1 xk. Combining this with stationarity

allows us to solve for λ = |Ub|
T−

∑K
k=1 xk

and gives the desired

result.

Lemma 2

Proof: Denote an optimal solution to Prob. 1 by (x∗
1,y

∗
1)

and an optimal solution to Probs. 2,3 by (x∗
2,y

∗
2). The feasible

sets are the same since the constraints are identical: (2) = (12),
(4) = (15), (5) = (16).

⇒: We first show that (x∗
1,y

∗
1) is a solution to Probs. 2,

3. First consider y
∗
1 . Given x

∗
1, y∗

1 maximizes the first term

of the objective function
∑B

b=1

∑

i∈Ub
log(diyi) of Prob. 1,

so each term
∑

i∈Ub
log(diyi) must also be maximized, since

there are no coupling constraints between b for users {i}i∈Ub
.

This is exactly the objective function (11) of Prob. 2, so y
∗
1

solves Prob. 2. Now consider x
∗
1. Given y

∗
1 , x

∗
1 maximizes

the objective function of Prob. 1 in terms of x, which is the
same objective function and variable as Prob. 3, so x

∗
1 solves

Prob. 3.

⇐: We now show that (x∗
2,y

∗
2) is a solution to Prob. 1.

Given x
∗
2, y

∗
2 solves Prob. 2 by maximizing the ob-

jective function
∑

i∈Ub
log(diyi) for each b, so the sum

∑B
b=1

∑

i∈Ub
log(diyi) must also be maximized, which is the

first term in the objective function of Prob. 3. x∗
2 maximizes

the second term in the objective function, so the sum of the
terms is also maximized. This is exactly the objective function
(1) of Prob. 1.

Proposition 1

Proof: From Lemma 2, the solution of Probs. 2 and 3
gives us the solution for Prob. 1 for fixed {Gk}, {ĉk},K .
Lemma 1 gives us the solution to Prob. 2, {y∗i (x)}, which
we plug into the objective function (13) of Prob. 3 to solve
for x. Prob. 3 is concave since the objective function (13) is a
sum of logarithms and constraints (15), (16) are linear. Writing
the KKT conditions:

Stationarity: N
T−

∑
l xl
− |Gk|

xk
− λ1 + λ2 + µk = 0 ∀k

Primal feasibility: 0 ≤
∑

l xl ≤ αT, xk ≤
f(Gk)

N+
∑

l f(Gl)
∀k

Dual feasibility: λ1 ≥ 0,λ2 ≥ 0, µk ≥ 0 ∀k
Complementary slackness: λ1

∑

l xl =

0,λ2 (
∑

l xl − αT ) = 0, µk

(

xk −
f(Gk)

N+
∑

l f(Gl)

)

= 0 ∀k

λ1 > 0 leads to degenerate solutions so we only consider
λ1 = 0.

Case 1: λ2 = 0. We can verify that our solution

x∗
k = f(Gk)

N+
∑

l f(Gl)
T satisfies the KKT conditions above,

which is sufficient for optimality. Plugging x∗
k into the

stationarity condition and rearranging, we have µk =
(|Gk|−f(Gk))(N+

∑
l f(Gl))

f(Gk)T
≥ 0 since |Gk| ≥ f(Gk), so µk

is dual feasible. The condition
∑

l f(Gl)
N+

∑
l f(Gl)

≤ α comes from

primal feasibility. The other KKT conditions also follow.

Case 2: λ2 > 0. For some i, µi = 0, so stationarity

gives that xi = |Gi|
U

(1−α)T +λ2
. For some other j, µj > 0, so

complementary slackness of µj gives that xj =
f(Gj)

N+
∑

l f(Gl)
T .

In order to satisfy primal feasibility of xk, then xk =

min

(

|Gl|
U

(1−α)T +λ
, f(Gk)
N+

∑
l f(Gl)

T

)

. Complementary slackness

gives that
∑

l xl = αT , so substituting our equation in, we

have the condition
∑

l min

(

|Gl|
U

(1−α)T +λ2
, f(Gl)
N+

∑
k f(Gk)

T

)

=

αT . If
∑

l f(Gl)
N+

∑
l f(Gl)

> α, then λ2 > 0 to satisfy this condition.

This is a variant of a water-filling algorithm: since the first
term is a decreasing function of λ2, we search for the smallest
λ2 which satisfies the condition.

The other KKT conditions follow.

Corollary 1

Proof: We have the same KKT conditions as in Propo-
sition 1, but replace f(Gk) with |Gk|. λ1 > 0 leads to
degenerate solutions so we only consider λ1 = 0.

Case 1: λ2 = 0. Same as in Proposition 1, replacing f(Gk)
with |Gk|.

Case 2: λ2 > 0. First, we will show that µk = 0 ∀k. We

know that xk = |Gk|T min

(

1
U

(1−α)+Tλ2
, 1
N+

∑
k f(Gk)

)

and

the condition
∑

k |Gk|min

(

1
U

(1−α)+Tλ2
, 1
N+

∑
k f(Gk)

)

= α

must be satisfied. If the first term is selected, it means µk =
0, and the second term means µk > 0. The first term is a
decreasing function of λ2 and the second term is a constant,
so the optimal λ∗

2 that satisfies the condition must be the first
term for all k, so µk = 0 ∀k.

Now, we can verify that our solution x∗
k = |Gk|∑

l |Gl|
αT

satisfies the KKT conditions with dual variables λ2 =∑
k |Gk|
αT − N

(1−α)T and µk = 0 ∀k. Dual feasibility of λ2

is because λ2 > 0 iff α <
∑

l |Gl|
N

, which is true because

α <
∑

l f(Gl)
N+

∑
l f(Gl)

<
∑

l |Gl|
N . Primal feasibility of xk is because

xk = |Gk|∑
l |Gl|

αT < |Gk|∑
l |Gl|

∑
l f(Gl)

N+
∑

l f(Gl)
T ≤

∑
l f(Gl)

N+
∑

l f(Gl)
T .

The other KKT conditions also follow.

Lemma 3

Proof: Without loss of generality, consider users 1, 2, 3
with coding scheme c1 ≤ c2 ≤ c3 respectively. Assume we
have a globally optimal unordered grouping where 1 and 3 are
in the same multicast group A (possibly with other users) and
2 is in a different multicast group B (possibly with other users
or possibly just a unicast user). By switching users 2 and 3,
we will create an ordered grouping and prove that the global



utility stays the same or improves.

With the unordered groups, the utility is log(cAxA) +
log(cBxB), where xA is the resources allocated to group A,
xB is the resource allocated to group B, cA is the effective
coding scheme of group A, and cB is the effective coding
scheme of group B. After the swap, the new coding scheme
of group A is c′A and the new coding scheme of group B
is c′B . Notice from Proposition 1 that the resource allocation
only depends on the number of users in the group. Since we
are only swapping users between groups and not changing the
number of users in each group, it suffices to prove our claim
on the group coding scheme.

The coding scheme of group A is cA ≤ c1. Putting user 2 in
group A will keep this effective scheme unchanged (because
c2 ≥ c1). Similarly, the coding scheme of group B was
cB ≤ c2, so putting user 3 there will either improve or keep un-
changed its effective coding scheme (because c3 ≥ c2). So the
new utility after the swap is log(cAx1)+log(c′Bx2), c′B ≥ cB .
Therefore we managed to create another grouping different
from the unordered grouping with identical or improved global
utility.

Proposition 2

Proof: With the users sorted by coding scheme in ascend-
ing order, the problem becomes where to place the (unknown
number of) partitions so as to maximize total utility. We
can construct a table U(g, i, k), where each entry is the
utility when there are g = 1 . . .M partitions, with the first
i = 1 . . .M multicast users, and the first k = 1 . . . g groups.
We then search across the entries U(g,M, g) ∀g and pick the
partition with the best utility.

U(g, j, k) can be efficiently calculated by considering the
optimal utility from k − 1 partitions and growing the last
partition containing the last user i. The last partition can
have users {i} or users {i − 1, i} or users {i − 2, i −
1, i}, and so on up to users {2, . . . , i}. Let the function
OPTRESOURCE(g, {a, . . . , b}) return the utility of a single
partition of users a, . . . , b when there are g groups. Writing it
out:

U(g, i, k) = max{ (18)

U(g, 1, k − 1) + OPTRESOURCE(g, {2, . . . , i}), (19)

U(g, 2, k − 1) + OPTRESOURCE(g, {3, . . . , i}), (20)

. . . , (21)

U(g, i− 1, k − 1) + OPTRESOURCE(g, {i})} (22)

Summing the utility of k−1 partitions plus the new partition
is only possible if adding the new partition does not change
the utility of the previous k − 1 partitions. In other words,
the utility of each partition cannot depend on the partitions
that will be created after it. For f(Gk) = |Gk| and f(Gk) =
1,α ≥ M

N+M
, according to Prop. 1, the resource allocation

and therefore utility of the partition depends only on the total
number of users, the size of the group, and the total number
of groups g, which is not affected by later partitions.

Lemma 4
Proof: (a) User switch: If a user j stays on unicast, her

utility is:

cjT
1

N + f(G \ j)
= cjT

1

N + |G|− 1
(23)

The unicast user has better coding scheme than the multicast
group (cj > ĉ), so the multicast group does not change its
coding scheme when the unicast user joins. Therefore, if the
user switches to multicast, the rate is:

ĉT
f(G)

N − 1 + f(G)
= ĉT

|G|

N − 1 + |G|
(24)

Setting (24) > (23), then we can rearrange to get the result.
(b) Global switch: Before the switch, the global utility is:

∑

i∈U

log

(

ciT
1

N + f(G \ j)

)

+ |G \ j| log

(

ĉT
f(G \ j)

N + f(G \ j)

)

(25)

After the switch, the global utility is:

∑

i∈U\j

log

(

ciT
1

N − 1 + f(G)

)

+ |G| log

(

ĉT
f(G)

N − 1 + f(G)

)

(26)

Setting (26) > (25), f(G) = |G|, f(G\ j) = |G|− 1, we can
rearrange to get the result.

Proposition 3
Proof: By contradiction. Assume that the solution is

optimal and there is a unicast user j who wants to switch
to multicast. This means:

c

ĉ
< |G| <

(

1 +
1

|G|− 1

)|G|−1

|G| (27)

where the first inequality is from the user switching condition,

and the second inequality is because
(

1 + 1
|G|−1

)|G|−1
> 1.

This implies that the local switch also increases the global
utility, and contradicts the assumption that the solution was
optimal.

Lemma 5
Proof: (a) User switch: If the user stays in the multicast

group, her rate is:

ĉT
f(G)

N − 1 + f(G)
= ĉT

|G|

N − 1 + |G|
(28)

If a user j leaves the multicast group, then her rate improves
since she is no longer contained by the low coding scheme of
the multicast. Her rate on unicast is:

cjT
1

N + f(G \ j)
= cjT

1

N + |G|− 1
(29)

Setting (28) > (29), then we can rearrange to get the result.
(b) Global switch: Before the switch, when the user is in

multicast, the global utility is:

∑

i∈U

log

(

ciT
1

N + f(G)

)

+ |G| log

(

ĉT
f(G)

N + f(G)

)

(30)



After the switch, the global utility is:

∑

i∈U

log

(

ciT
1

N + 1 + f(G \ j)

)

+ log

(

cjT
1

N + 1 + f(G \ j)

)

+(m − 1) log

(

ĉT
f(G \ j)

N + 1 + f(G \ j)

)

(31)

Setting (31) > (30), f(G) = |G|, and f(G \ j) = |G| − 1,
we can rearrange to get the result.

Lemma 6
Proof: By contradiction. Suppose we have an optimal

solution, and split the users into two groups: L users who
have coding scheme greater than ĉβ|G|, and |G|−L users who
will stay in the multicast group. We will compare the global
utility if the L users leave the multicast group to form their
own group, and show that global utility increases if L > ⌈ eβ ⌉,
which contradicts the fact that this is an optimal solution.

The initial utility with all the users in the multicast group
is:

|G| log

(

ĉT
f(G)

N + f(G)

)

= |G| log

(

ĉT
|G|

N + |G|

)

(32)

The new utility if the L users leave is:

(|G|− L) log

(

ĉT
|G|− L

N + |G|

)

+ L log

(

ĉβ|G|T
L

N + |G|

)

(33)

Setting (33) > (32), the new utility is greater than the initial
utility iff:

1 >

(

1−
L

|G|

)L−|G| 1

(βL)L
(34)

The RHS of (34) is decreasing in L and increasing in |G|. So
if we find the smallest L, l, and largest |G|, g, for which the
condition holds, it will also hold for L ≥ l and |G| ≤ g. As
|G| → ∞, (34) becomes 1 > e

βL
, so l = ⌈ e

β
⌉ works. This

means there cannot be L ≥ ⌈ e
β
⌉ users in the multicast group

with coding scheme > ĉβ|G|.

Proposition 4
Proof: In the first iteration, users with coding scheme >

ĉ|G| may switch (Lemma 5), n0 ≤ ⌈ e1⌉−1 of them (Lemma 6),
leaving |G| − n0 users in the group. In the second iteration,
since the number of users in the group has changed, users with
coding scheme > ĉ(|G| − n0) may desire to switch, n1 ≤
⌈ e
1−

n0
|G|
⌉ − 1 − n0 of them, leaving |G| − n0 − n1 users in

the group. In the third iteration, users with coding scheme
> ĉ(|G|−n0−n1) may switch, n2 ≤ ⌈ e

1−
n0+n1

|G|

⌉−1−n0−n1

of them; and so on. Clearly the stopping criterion is when
the number of switching users in the tth iteration is 0, i.e.
nt ≤ ⌈ e

1−
∑t−1

τ=0 nτ

|G|

⌉ − 1 −
∑t−1

τ=0 nτ = 0. Let n =
∑t

τ=1 nτ .

Then the stopping condition is n + 1 = ⌈ e
1− n

|G|
⌉. Since both

the RHS and LHS are increasing functions of integer n, and
n = 0 does not work, we can search for the minimum n that
satisfies the condition.


