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ABSTRACT In e-commerce, user reviews can play a significant role in determining the revenue of an
organisation. Online users rely on reviews before making decisions about any product and service. As such,
the credibility of online reviews is crucial for businesses and can directly affect companies’ reputation
and profitability. That is why some businesses are paying spammers to post fake reviews. These fake
reviews exploit consumer purchasing decisions. Consequently, the techniques for detecting fake reviews have
extensively been explored in the past twelve years. However, there still lacks a survey that can analyse and
summarise the existing approaches. To bridge up the issue, this survey paper details the task of fake review
detection, summing up the existing datasets and their collection methods. It analyses the existing feature
extraction techniques. It also summarises and analyses the existing techniques critically to identify gaps
based on two groups: traditional statistical machine learning and deep learning methods. Further, we conduct
a benchmark study to investigate the performance of different neural network models and transformers that
have not been used for fake review detection yet. The experimental results on two benchmark datasets
show that RoOBERTa performs about 7% better than the state-of-the-art methods in a mixed domain for the
deception dataset with the highest accuracy of 91.2%, which can be used as a baseline for future studies.
Finally, we highlight the current gaps in this research area and the possible future directions.

INDEX TERMS Fake review, fake review detection, feature engineering, machine learning, deep learning.

I. INTRODUCTION

In this era of the internet, customers can post their reviews
or opinions on several websites. These reviews are help-
ful for the organizations and for future consumers, who
get an idea about products or services before making a
selection [19]-[21]. In recent years, it has been observed
that the number of customer reviews has increased signif-
icantly. Customer reviews affect the decision of potential
buyers [33], [34]. In other words, when customers see reviews
on social media, they determine whether to buy the product
or reverse their purchasing decisions. Therefore, consumer
reviews offer an invaluable service for individuals.

Positive reviews bring big financial gains, while negative
reviews often exert a negative financial effect [47], [48]. Con-
sequently, with customers becoming increasingly influential
to the marketplace, there is a growing trend towards relying
on customers’ opinions to reshape businesses by enhancing
products, services, and marketing [52]-[54]. For example,
when several customers who purchased a specific model

The associate editor coordinating the review of this manuscript and

approving it for publication was Wentao Fan

VOLUME 9, 2021

of Acer laptop posted reviews complaining about the low
display quality, the manufacturer was inspired to produce a
higher-resolution version of the laptop.

The way consumers openly express and use their feedback
has contributed to issues with websites containing customer
reviews. Social media (Twitter, Facebook, etc.) allows any-
one to freely post feedback or critiques of any company at
any time with no obligations or limits. The lack of restric-
tions, in turn, leads certain companies to use social media to
unfairly promote their goods, brands or shops, or to unfairly
criticise those of their rivals. For example, suppose a few
consumers who bought a specific digital camera posted neg-
ative reviews on image quality. These reviews portray the
digital camera unfavourably to the public. Thus, the camera
manufacturer might employ an individual or team to post
fake positive reviews about the camera. Similarly, in order
to promote the company, the producer might ask the hired
persons to post negative comments about competitors’ prod-
ucts. Reviews published by people who have not personally
encountered the items being reviewed are considered fake
reviews [11]. Accordingly, a person who posts fake reviews is
called a spammer [11]. When the spammer works with other
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spammers to achieve a specific goal, the spammers are called
a group of spammers [11].

Many studies have investigated the fake review detection
problem and its challenges. The main task associated with
fake review detection is classifying the review as fake or gen-
uine. In this survey paper, we have presented a comprehensive
survey of the literature to further identify existing problems
for future directions in this research area.

It provides traditional statistical machine learning and
deep learning techniques which will assist researchers, who
are interested in fake review detection, to choose the best
machine learning method. To help the reader easily under-
stand the field of fake review detection, relevant publications
from Google Scholar, Web of Sciences, and some high-profile
conferences are presented in this paper to demonstrate the
challenges in the field. Finally, papers from 2007 to 2021 have
been identified for summary and analysis.

A. MAJOR DIFFERENCES AND CONTRIBUTIONS OF THIS
SURVEY

This survey paper is not the first study conducted on fake
review detection. Several others summarised the existing
techniques for fake review detection [11], [23], [31], [39],
[49], [58], [63], [73], [74]. However, these surveys have some
limitations, as shown in Table 1. For example, they did not
cover all aspects of fake reviews, such as all existing datasets
and all recent deep learning algorithms. They did not provide
insights about the impact of features on the detection models’
performance. They did not provide a deep investigation for
each existing model to identify efficient features in fake
reviews detection. Furthermore, this survey paper provides
the performance details of some promising models and gives
some promising future directions for further study. This is
an up-to-date survey paper related to fake reviews detection,
which has tried to add all related datasets. The primary objec-
tive of this paper is to provide detailed, in-depth literature,
existing methodologies, available datasets which may assist
future work and improvements in this research domain. The
key contributions of this paper can be summarised as follows:

« An exposition of features extraction techniques and how
are they calculated. We also analyse the impact of fea-
tures for the existing methods to determine the most
appropriate features in fake reviews detection.

« Provide the existing datasets and their collection meth-
ods for future study. Furthermore, we summarise the
necessary information of the datasets in Table 4, includ-
ing the construction methods, the number of reviews in
each dataset and related papers.

« We investigate the efficiency and accuracy of each
method to find the most appropriate methods to detect
fake reviews. We also critically analyse and summarise
the existing techniques to identify the gaps.

o We investigate the performance of some promising
models such as character-level convolutional -LSTM,
convolutional -LSTM, HAN, convolutional HAN,
BERT, DistilBERT, and RoBERTa that have not been
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FIGURE 1. Outline of this survey.

used in fake review detection yet to the best of our
knowledge.

o Summarise the main challenges facing fake review
detection and key implications stemming from this study
in section 6 before concluding the survey paper in
section 7.

This paper is organised as follows: Section 2 describes the
existing feature extraction techniques. Section 3 describes
detailed descriptions of the publicly available datasets
with descriptions in addition to a summary Table.
Section 4 presents the existing methods for fake review
detection and the limitations for each technique, including
traditional classical machine learning and neural network
models. Section 5 presents the experiments of promising
approaches for fake review detection. Section 6 presents the
current gaps in this research area and the possible future
direction. Section 7 presents the conclusion. Fig.1 shows the
outline of this survey.

Il. FAKE REVIEW OVERVIEW

Fake reviews are often defined as deceptive opinions, spam
opinion, spam reviews, and their authors can be known as
spammers. The spam opinion or what is known as a fake
review can be categorized into three types [4]:
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TABLE 1. Summary of recent surveys and reviews of fake review detection.

Ref. Year FE DA ™ DL EX FD Description
Da Xu 2014 ** - ek ok - o e Provided limited future directions.
2] o Summarised limited existing features engineering.
e Summarised limited existing techniques in fake review
detection.
Heydari 2015 - * i - - ok e Provided limited future directions in fake review
[11] detection.
e Summarised limited existing techniques in fake review
detection.
e Summarised limited existing features without providing
the feature engineering.
Patel 2018 - - ik - - - e Summarised limited exiting techniques.
[23]
Aslam 2019 * - * * - * e Summarised limited exiting techniques without
[31] providing the existing datasets and existing features.
Visani 2017 * * ik - - ok o Summarised limited exiting techniques.
[39] e Summarised limited existing features.
o Provided limited future directions.
Rodrigu 2020 - - ok o - - o Summarised limited exiting techniques.
[49]
Vidanag 2020 - ok ok o - - e Summarised limited exiting datasets.
[58] e Summarised limited exiting techniques.
o Lack of providing future directions.
Wu[63] 2020 - o ok ok - wrE o Provided future directions.
e Summarised the exiting datasets.
o Summarised limited exiting techniques.
Our 2021 Tk ek ek ek ek ek e An exposition of features engineering techniques and
Survey how are they calculated. We also analyse the impact of

features for the existing methods to determine the most
appropriate features in fake reviews detection.

o Provide the existing datasets and their collection methods
for future research guide. Furthermore, we summarize
the necessary information of the datasets including the
construction methods with their pros and cons, and the
number of reviews in each datasets and related papers.

o We investigate the efficiency, accuracy for each method
to find the most appropriate methods to detect fake
reviews. We also analyse and summarize critically the
existing techniques to identify the gaps.

o investigated the performance of some promising models
such as character-level convolutional -LSTM,
convolutional -LSTM, HAN, convolutional HAN,
BERT, DistilBERT, and RoBERTa.

e Summarise the main challenges facing fake review
detection.

(-) no discussion, (*) Low, (**) Medium, (***) High,

FE: Feature Extraction, DA: Datasets, TM: Traditional Machine Learning, DL: Deep Learning, EX: Experiments, FD: Future Directions.

« Untruthful opinions describe users who post negative
reviews to damage a product/business’s reputation or
post positive reviews to promote a product/business.
These reviews are called fake or deceptive reviews, and
they are tough to detect simply by reading, as real and
fake reviews are similar to each other [4].

Reviews of a brand only describe those who are com-
menting on the brand of the products.

Non-reviews that are irrelevant and offer no genuine
opinion or are simply advertisements.

reading them [4]. To explain and understand the nature of
fake reviews, we must consider the following two examples
of reviews taken from a Yelp Chi real-life public dataset [8].
The first review is genuine, while the second is fake.

o Review 1: “I like this hotel. The staff very friendly, you
will feel like in home. Great location, great hotel to
spend the night:)”.

o Review 2: “What an awesome place to stay. The staff is
amazing and so friendly. The perks, such as free bike
rental, are nice. The history (and restoration) of the

The last two types are called disruptive spam opinions,
cause little threat and can be quickly identified to anyone by
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building is really cool. Thanks for making my stay so
memorable.”.
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We can conclude that it is challenging for humans to distin-
guish between two reviews by merely reading them. They are
just too similar. Many researchers have manually annotated
the reviews to classify them, and their model has only been
able to achieve an accuracy of 60% [77]. As such, introducing
efficient models to recognize fake reviews automatically is
imperative [73].

A. FAKE REVIEW DETECTION TASKS

Whether it is known as spam review detection, fake opinion
detection, and spam opinion detection, the main problem
associated with fake review detection is classifying the review
as either fake or genuine. Machine learning plays a significant
role in fake review detection [73]. For example, supervised
learning is one of the popular tasks in fake review detection,
which requires labelled data to classify the fake review from
genuine review based on specific features. Distinguishing a
fake review from a truthful one by reading a large number
of reviews is very difficult. Machine learning methods can
separate fake reviews from genuine ones by revealing text
hidden patterns that the human eye cannot recognize. Existing
work of fake review detection can be classified according to
their detecting an individual spammer, a group of spammers
or fake reviews in one, mix and cross-domain [11]. It is worth
mentioning that this paper covers various techniques for fake
review detection in natural language processing. As such, itis
mainly focused on English language reviews, their related
problems, their datasets, and their applications.

lll. FEATURE EXTRACTION

In this section, we analyse the existing features used in the
literature. These features can be classified into two main
categories: behavioural features and textual features.

1) BEHAVIOURAL FEATURE
Behavioural features represent the statistical significance of
a user’s review and behaviour based on his past and cur-
rent review. For the statistical analysis, there is a need to
understand some symbols and formulas. Table 2 displays
the symbols utilized in this section. These features can be
summarised as follows.

« MAXIMUM NUMBER OF REVIEWS -F1.
Most existing studies showed that 75% of spammers created
more than five reviews on some specific days [81]-[83].
However, it was also observed that 90% of the normal users
have never written more than one review within one day.
Thus, the number of reviews created by each user can identify
the normal or spammer reviewers. The maximum number of
reviews can be computed as follows.

MaxRev (a)

Fir(@= max (MaxRev) M

« PERCENTAGE OF POSITIVE REVIEW -F2.
The high percentage of positive reviews written by a spammer
about products may indicate fake reviews [84]. The percent-
age of positive reviews with the score of 4 and 5 rating to weed
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TABLE 2. List of symbols.

Symbols Descriptions

a Author

Fa Review r by an author a

r Review

MaxRev(a)  Maximum number of reviews posted by an author ‘a’

R, List of reviews posted by an author ‘a’

F, L, Time to the author ‘a’ first review, Time to the author ‘a’ last
review

t Current review time

*r) Review rating

Len(r,) Number of characters in the review

Ty Review Rank order

a Parameter greater than one, and it shows the decay rate.

i Current review

y Total number of reviews posted by the author

Tap The rating is given by an author towards product p

7 The average rating is given by all authors than a towards
product p

out certain reviewers who appeared to encourage businesses
can be calculated as follow.

YR () € {4, 51
IR,|
« AVERAGE REVIEW LENGTH -F3.

Most existing research works showed that spammers do
not write detailed reviews about a service or a product, which
might help to detect spammers [81]-[83], 85]-[88]. Since the
spammers are trying to create fake reviews, they typically
spend little time writing their reviews [72]. However, 90%
of reliable reviewers write longer reviews with an average
length of more than 200 words. The authors [72] classified
the reviews as fake, which has less than X length. The average
review length can be calculated as follow where X=135.

F3(a) = (@)

1, len(ry) <X
F = 3
3(@) 0, otherwise. )

« BUSRSTNESS (BST) -F4.

The majority of spammers appear to explode the ratings
to produce immediate results. In a short time, posting so
many reviews is considered an irregular practice and could
identify that the user might be a spammer [91]. This method
is proposed to analyse the number of writers’ reviews created
by the user in the previous 24 hours. If the total number of
reviewers has crossed a threshold, then the reviewer could
be a spammer. The threshold value is set to X = 28 by the
experimental dataset studies. The burstiness feature can be
computed as follows.

R 1 ry € Ra)

N(ty is in last 24 hours| > X) 4)

0, otherwise

« RREVIEWER DEVIATION -FS5.

An impartial reviewer is expected to rate the products based
on the average review rating. However, when the spammers
try to demote or promote some products, their given ratings
can vary considerably from that product’s average ratings.
Spammers will usually provide a high rating about a prod-
uct, which may help us detect fake reviews [81], [83], [92].

1,
Fyq(a) =
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Therefore, the ranking deviation is a potential activity to
identify spam reviewers [94]. This feature can be calculated
as follows.

|r ap — ;p|

_— 5
1 (5

« WEIGHTED RATING DEVIATION -Fé.

Early deviation captures the actions of a spammer who spams
an evaluation soon after the product is released. Such spams
would certainly draw the attention of other spammers to
exploit the views of subsequent spammers [72], [95]. It takes
the victimized products to recover from these low early
reviews by another legitimate reviewer. Rating weight show-
ing how the rating has been issued early. The weight of the
rating can be calculated as follows.

Fs(a) = avg

Fe (@) =

- 6
(r ij)al ©

o RATIO OF NEGATIVE REVIEWS -F7.
Since calculating the ratio of positive reviews is substantial,
the ratio of negative reviews by a reviewer is also significant.
In order to determine the percentage of negative reviews with
1 and 2 score ratings, the proposed method filtered those
reviewers who were more likely to demote businesses by
calculating the percentage of their negative reviews [72]. The
ratio of negative reviews is calculated as follow.

Rl 1w (re) € {1, 21}
IRa|
e MAXIMUM CONTENT SIMILARITY-FS.

Having reviews with similar content about distinct products
is a strong indication of a spammer [10], [96], [97]. They
usually write the same reviews about various products to
support them because they do not spend time creating new
fake reviews [98]. Therefore, to detect the author’s spamming
behaviour, it is essential to find the author’s reviews’ content
similarity. Existing works used cosine similarity to capture
the maximum and average similarity between the reviews’
contents. The maximum content similarity feature can be
calculated as follows.

y
Fg (a) = max [cosine (ri, ry)|wWhere ri, ry ERy, x <y )
X

« REPATED REVIEWS.
For the same product, multiple and repetitive reviews posted
by the users is an indication of abnormal behaviour [4].
Though, there is still a need to address the configuration
settings of this feature Jindal and Liu [4] suggested that
because of internet connectivity problems or operating faults,
it might be possible that the same user posted the reviews
multiple time should not be treated as a fake review.

« BOTTOM RANKED REVIEWS RATIO -F9 AND

F-10.

Genuine reviewers would probably rate a product or service
after they have encountered it and thus take time compared

Fr(a) =

(N

VOLUME 9, 2021

to spammers who rate early to alter customer decisions [95].
The bottom ranked reviews feature can be calculated as
follows.

{r : r € R, &Fpgrr(r) = 1}]
Fio(a) = . ©
|Ral
where Fprr indicates the botttom rank of review and can be
calculated:

1, rij <1

. (10
0, otherwise

Frgr (a) = i
where y» is a threshold indicating whether the review is
bottom ranked or not.

o TOP RANKED REVIEWS RATIO -F11 AND F-2.

As we mentioned, posting early reviews is a sign of fake
reviews. If a reviewer has most of their reviews as top-ranking
reviews, their behaviour might be considered suspicious [95].
The top ranked review ratio feature can be computed as
follows.

I{r :reRrR &FTRR (r) = 1}|
F11(a) = z (11
IRal
where Frgrgr indicates the top rank of review and can be
computed:

I, rj<w
0, otherwise

Frre (@) = (12)
where y; is a threshold indicating whether the review is top
ranked or not.

« EEXTREME RATING BEHAVIOR -F13.

Consumers can deliberately glorify or disgrace the products
by the highest or lowest ranking scores. Similarly, the spam-
mers attempt to give high or low ratings for praising or
damaging some products intentionally [83]. In the five-star
rating system, the rating of one star or five stars is known
as extreme rating behaviour, which can be calculated as
follows.
1, =*(ry) €{1,5}

Fas@=10" ) ci2.3.4 (13)

« FIRST REVIEW RATIO -F14.

Early reviews on service and products may have a significant
impact on the sales of companies. Spammers are also seeking
to become early reviewers to be more influential [101] in
order to mislead the buyers. The first review ratio can be
computed as follow.

Z,Ichall {rx € Ry N (ry is a first review)|

Fi4(a) = |
a

(14)

A. TEXT FEATURES

Text features include semantic, grammar, lexicon, and meta-
data features about the review, which can help identify the
fake reviews. There are different types of features related to
this category which are further discussed below.
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TABLE 3. Comparison of exiting feature extraction methods.

TABLE 3. (Continued.) Comparison of exiting feature extraction methods.

Ref Algorithm  Features  Dataset Metric Results

[4] Logistic Behavior ~ Amazon AUC 78%
Regression  al &

review

[4] Logistic Review Amazon AUC 63%
Regression

[77] SVM Bigram AMT Accuracy  89.8%

& LIWC
[77] SVM Bigrams AMT Accuracy  89.6%
[123] SVM Unigram  AMT Accuracy  91.2%
& Deep
syntax
[91] SVM Bigrams Yelp Accuracy  86.1%
&
behaviora
1

[99] SVM N-gram AMT Accuracy  86%

[107] SVM Stylometr ~ AMT F1- 84%

ic measure

[124] SVM Unigram  AMT Accuracy  83.21%

[84] Naive Behavior  Trip- Fl1- 63.1%
Bayes al& Advisor measure

review

[100] SAGA Unigram  AMT Accuracy  65%
& POS &
LIWC

[46] Unsupervis ~ Content- ~ AMT Accuracy  95.3%.
ed multi- based dataset
iterative features,
graph- Behavior
based -based
method features

and
Relation-
based
features

[43] Logistic (Doc2vec  YelpChi  AUC 80.71%.
Regression ) and YelpNY 81.29%.

(Node2ve C 83.18%.
) and Yelp
Zip
[16] CNN Word2ve  AMT Accuracy  70.02%.
cand dataset
word
order.

[37] Recurrent Word2ve  AMT Accuracy  82.9%.
Convolutio ¢ dataset 80.8%.
nal Neural and
network Deceptiv

e dataset

[3] Bi-GRU Integrate Deceptiv.~ Accuracy  One
with d features e dataset domain:81.
attention (word 3% for

embeddin Hotel, 87%
g) and for
Discrete Restaurant
features and 76.3%
(Unigram for Doctor.
& POS & Cross-
LIWC) domain
83.7% on
Restaurant
domain,
57.3% in
Doctor
domain.
[70] Combinatio  Character ~ Spam Accuracy  99.5%.
n of long -level review

65776

short-term
memory
and
convolution
al  neural
network
[7] Fake Glove2ve AMT Accuracy  89.2%.
Generative c dataset
Adversarial
Network
(FakeGAN)

« META-DATA.

These features include actual given reviews and review infor-
mation such as review ID, feedback, review length, rating,
data, reviewer ID, and store ID [84], [97]. Meta-data features
have shown themselves to be useful for fake review detection.
Unusual or abnormal reviews can be detected using meta-data
information. When a reviewer is identified as someone who
writes fake reviews, all reviews linked to this reviewer can
easily be categorised as fake. However, these features may not
be available in many data sources, restricting their usefulness
for this fake review detection task. For example, experts can
identify certain spammer by the reviewer’s identity, such as
IP address to detect the location of the reviewer’s computer,
users review time, feedback given by the reviewer. There are
some scenarios that can be analysed:

« Some users sometimes create several negative or posi-
tive reviews of a specific product using the same com-
puter; that can be suspicious activity.

« If we analyse the competing product brands, we evaluate
the ratings given by a reviewer on a particular product.
We can notice that a specific reviewer has created many
positive reviews for that particular brand’s products.
Further, the same reviewer has posted many negative
reviews for products of other competing brands.

« The reviewer’s location also clearly indicates the sig-
nificance of the given review. It might be possible to
find positive reviews created from locations near to
hotel; these feedbacks are not genuine because the hotel
reviewers should be at distant locations.

« PART OF SPEECH (POS).

The frequency of each POS (Part of Speech) in the text is used
as a POS feature. Existing research works related to compu-
tational linguistics showed that a certain degree of distinction
in POS could be found in various types of texts [102], [103].
However, while POS feature achieves good results in cross-
domain, it is not effective in detecting fake reviews when
compared to other features, such as BoW [77], [100].
« BAG OF WORD (BoW).

These features have been used by several tasks related
to natural language processing and are also known as
n-gram features. These features represent text as a con-
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TABLE 4. Detailed information of public existing datasets in the literature.

Dataset & Data Total Domain Publications Review Product Reviewer
authors Construction  Reviews (data used -
Method (users) by) Text Rating Image
Yelp CHI Filtering 67,365 Restaurants  [1],[22], N N N N
[8] algorithm (38,063 and Hotel [14],[36],
[42],[50],
[57],[43],
[65],[66],
[61]
Yelp NYC  Filtering 359,052  Restaurants  [44],[44], v N N N
[72] algorithm (160,25) [43]
Yelp ZIP  Filtering 608,598  Restaurants  [41],[44], N N N N
[72] algorithm (260,277) [43],[75],
[76], [78]
Yelp Rule-based 18.912 Consumer  [79] N N N N
Consumer Technique electronic
Electronic
[79]
Dianping Filtering 9,765 Restaurants  [81] v N N
[80] algorithm (9,067)
Amazon [4]  Rule-based 5.8 Products, 271, [5] N N N
Technique million DVD,
(2,15M)  Music,
Book
Amazon Rule-based 6,819 Books [29] N N N
[89] Technique (4,811)
TripAdvisor ~ Rule-based 2.848 Hotels [28], [64] N
[90] Technique
TripAdvisor ~Human 3,000 Hotels [93] N N
[93]
Opinions Human 6,000 Products [29] N N
[84]
TripAdvisor Amazon 800 Hotels [371,[16], v N
[77] Mechanical [28].
Turk
TripAdvisor Amazon 1,600 Hotels [371.[16], v N
[99] Mechanical [71, [78].
Turk
TripAdvisor  Amazon 3,032 Hotels, [41,[27], N N
[100] Mechanical Restaurants,  [32],[37],
Turk Doctor [121,[3],
[29], [65]

tinuous number of words or a single word. BoW features
such as unigram, bigram, and trigram (n= 1, 2, and 3),
has been used in various fake review detection methods.
Features related to BoW gives different results on multiple
datasets [4], [77], [84], [99], [100]. For example, it obtained
89.6% accuracy by using AMT datasets, while it achieved
poor performance on the Yelp dataset with 67.8% accu-
racy. This is because real-life reviews have different features
compared with reviews collected based on a crowdsourcing
platform. However, BoW has a significant limitation which
is the scalability (e.g., “this great” and “is this great” have
the same vector representation). Moreover, it cannot capture
the semantic meaning of reviews.

VOLUME 9, 2021

o LINGUITSTIC INQUIRE AND WORD COUNT
(LIWC).

This is a popular text analysis software tool that can be
used in text to analyse the linguistic features from different
aspects [104]-[106]. In fake reviews detection, this is not
as effective compared to other features, such as unigram,
bigram, and trigram [77], [100]. However, the classification
model performance could be improved by integrating n-gram
features and LIWC. Specifically, it counts and groups the key-
word instances into meaningful psychological dimensions,
which further divides into four main categories: spoken,
personal, linguistics, and psychological features. However,
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these features cannot be used for natural language which the
framework has not been updated to assist and designed for a
specific purpose which is spoken language.

« STOLYMETRIC.

These features contain syntactic features or word-based and
character-based features [107]. Typically, word-based include
average word length and number of upper-case characters,
indicating the types of characters and words that the reviewer
uses. Syntactic features include features such as the number
of punctuations that represent the reviewer’s writing style.

« SEMANTIC FEATURES.

These features present the concepts or underlying meaning of
words. These features build a semantic meaning method for
fake review detection [10]. Li er al. [6] found that semantic
features are better than LIWC, POS and n-gram in cross-
domain. Later, Kim et al. [78] proposed a technique estab-
lished with FrameNet-based semantic features showing that
the classification performances have improved effectively.
However, these features cannot capture the semantic connec-
tion between documents and words.

« WORD EMBEDDING.

One of the most common and significant feature extraction
methods for text data is word embedding. It is a vector repre-
sentation of words and low dimensional proposed in natural
language processing [108]. Integrating Word embedding into
neural networks model has achieved state of-the-art perfor-
mance in natural language processing [109]-[111]. Word
embedding differs from the traditional vector space method,
in which every word can represent a vector of a fixed length
of the vocabulary of the documents in the corpus [112]. Word
vectors are produced by learning from their surrounding
words using neural network architecture. Moreover, unlike
traditional methods, it does not suffer from the curse of
dimensionality. The word vectors contain condensed contin-
uous numbers as elements with much smaller lengths than
the number of documents in the corpus [113]. The word2vec
is usually based on predictive methods. It can be learned by
using Continuous Bag-of-Words (CBOW), which can predict
the word based on its position in the context, or the Continu-
ous Skip-gram method (CSG), which can predict the nearest
words to a given word [114]. For simplicity and computation
efficiency, the Skip-gram is performed very well in natural
language processing [37]. However, these methods cannot be
learned from words with a small number of co-occurrence
information. To overcome this limitation, character2vec
(C2V) [115] was proposed for unseen words. Recently,
Pennington et al. [116] proposed Glove methods based on
count-based models [117], this algorithm has some limita-
tion; cannot capture the polysemy, require high memory for
storage and cannot capture the out of vocabulary words. More
recently, Joulin ef al. [118] proposed FastText embedding,
which may learn vectors for character n-gram and in a faster
way than word2vec. Inspired by the work on word vectors’
representation, the authors [114], [119] proposed an unsuper-
vised Pragraph2vec. It derives sentence vectors for large text
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such as document, sentence, and paragraph based on the pro-
posed skip-gram algorithm. This method requires the user to
train vectors for word groups that often occur. However, this
method cannot be used for streaming data because retraining
data is needed for unseen word-groups during the testing
period [120]. Node2vec are unsupervised learning algorithms
proposed by Grover and Leskovec [121] to generate node
embedding from the network data. In brief, word embed-
ding has been widely used in natural language processing
tasks. Methods such as FastText and Glove achieved more
accurate and fast results in the natural language processing
tasks [122].

SUMMARY: Feature extraction is a method of extracting
features from data. We summarised and analysed the most
commonly used features in the fake review detection domain.
Using a combination of features to train the classifier has been
used and achieved better performance than using a single
type of feature [85], [86], [97]. Further, Mukherjee et al. [97]
found that using combination features (BOW, LIWC, and
POS) is better than using BOW alone. In another study,
the authors [91] found that using behavioural features is
efficient than linguistic features. We can conclude that using
behavioural and text features plays a significant role in
improving fake reviews detection model performance.

IV. BENCHMARK DATASETS

In this section, we shall summarise the existing datasets of
the literature shown in Table 4. We classify these datasets
based on the construction methods into four types, as shown
in Fig 2:

Datasets

Construction

Method
¥ Y L] Y
Filterri Amazon
fiterring Human Mechanical | |Rule-Based
Algorithm Turk

FIGURE 2. Datasets Construction Method Types.

A. FILTRING ALGORITHM METHOD

Yelp CHI is a real-world dataset, from 2004 to 2012, collected
by Mukherjee et al. [8], which contains 67,365 reviews of
both restaurants and hotels in Chicago city. Reviews were
labelled as either fake or genuine by the Yelp spam filter.
The authors used behavioural features and lexical features
to learn classifiers. User behaviour features were explicitly
collected by analysing website ads and internal data, such
as geographic location information, user IP address, session
logs, and network. By following the same method, two more
real-world datasets, Yelp NYC and Yelp ZIP, were collected
from Yelp.com by Rayana and Akoglu [72] from 2004 to
2015 where Yelp NYC contains 359.052 reviews and Yelp
Zip contains 608.598. Similarly, each review was labelled
as fake or genuine by the Yelp spam filter. The average
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length for Yelp datasets is 130.6. Later, Li et al. [80] con-
structed datasets in the Chinese language using a Dianping
filtering algorithm where the average review length is 85.5.
This dataset includes 9.765. reviews. However, these datasets
were built based on an unknown filtering algorithm to label
each review as fake or genuine, and these algorithms are not
available publicly.

B. HUMAN METHOD

Li et al. [84] constructed a dataset using 30 rules written
by humans. In particular, three volunteers (undergraduates)
were invited to annotate fake reviews. Each student classi-
fied a review individually to decide whether the review is
fake or not. The majority voting rule, where the individ-
ual human judges were partial, was used to predict ‘“‘fake
review,” when two out of three human judges claimed that
the review was fake. Lastly, they obtained the dataset, which
contains 6,000 reviews, where 1,398 reviews were labelled
as fake. Similarly, Ren et al. [93] constructed a dataset con-
tains 3,000 reviews, where 712 reviews were labelled as
fake reviews. However, manual annotation requires a lot of
manpower. Moreover, there were several inaccurate labels
in this kind of dataset, so artificial recognition accuracy is
still very low [99]. Thus, these datasets still have a lot of
mislabelled reviews.

C. AMAZON MECHINICAL TURK METHOD (AMT)

The datasets in this section are collected based on crowd-
sourcing platforms. Crowdsourcing services can carry out
massive data collection. It mainly describes the network
website’s task and pays for anonymous online employees
to carry out the task. Human beings cannot exactly differ-
entiate between fake and genuine ones, but they can gen-
erate fake reviews as part of the dataset. From their part,
Ott et al. [77] constructed a dataset containing 800 reviews
of Chicago hotels by AMT. They collected 400 genuine
reviews and 400 fake reviews from TripAdvisor. In a sim-
ilar way, Ott et al. [99] constructed datasets containing
1,600 reviews, where 800 were labelled as fake reviews.
Later, Li et al. [100] created datasets using the same method
and having 3,032 reviews. However, the distribution of this
data is distinct from the distribution of a real-life dataset.

D. RULR-BASED METHOD

Another study conducted by Jindal and Liu [4] constructed
a dataset based on the rule-based method from Amazon.
They found that three kinds of repeated reviews appear to
be fake reviews: various reviewer IDs on the same product,
same reviewer IDs on various products, and various reviewer
IDs on various products. The authors used the Jaccard dis-
tance method to calculate the three types of repeated reviews
concerning the review text’s similarity. They considered the
review is fake if the similarity is greater than 0.9. This dataset
contained 5.8 million reviews, where 55,000 were labelled as
fake. Using different methods with a defining set of rules, the
authors [89] and [90] constructed datasets contain 6,819 and
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2.848 review for book and hotel domain, respectively. Later,
Barbado et al. [79] crawled through review datasets based
on the web-scraper process from Yelp.com. They labelled
them based on content and user behavioural features, where
9653 reviews were labelled as fake and 20828 genuine
reviews. These datasets were annotated depends on the rule-
based method. The method based on rules does not rely on
manual annotations, and the cost of annotations is relatively
low. A large number of annotation data is simple to create,
but some noise is present. For example, using the dataset
constructed by Jindal and Liu [4], they considered the review
as fake if different users posted reviews of the same prod-
uct, or the same users posted reviews of the same product,
or different users posted reviews on different products. Con-
sidering these review rules as fake is not reliable because
there is a phenomenon where the same consumer has a few
assessments with a high likelihood for the same product due
to the mismanagement or network link, yet they labelled them
as fake. So, this annotation approach needs to be discussed.

V. LITERARTURE REVIEW FOR FAKE REVIEW DETECTION

During the past few decades, a wide range of prob-
lems, including face recognition, speech recognition, font
recognition, fraud detection, and disease diagnosis, have
been addressed by machine learning methods [125]-[131].
In recent years, machine learning has also been investigated
to combat spam, an issue that is expanding to various online
applications such as SMS, email, and blogs [132]-[135].
Below we provided the detection techniques used for detect-
ing fake reviews with their pros and cons.

A. TRADITIONAL STATISTICAL MACHINE LEARNING IN
DETECTING FAKE REVIEWS

Machine learning plays a significant role in detecting fake
reviews and is commonly divided into supervised, semi-
supervised, and unsupervised learning [4].

1) TRADITIONAL STATISTICAL SUPERVISED LEARNING IN
DETECTING FAKE RREVIEWS

Supervised learning techniques are used to predict if reviews
are fake or not. This sub-section shall sum up the existing
supervised learning techniques in the literature shown
in Table 5. For example, Jindal and Liu [4] introduced a
supervised learning algorithm to detect fake reviews by study-
ing duplicate reviews. The proposed model consisted of two
phases. The first phase used unigram and bigram as fea-
tures, with Naive Bayes, Random forest, and support vector
machine utilized as a classification algorithm. The second
phase used two ensemble methods (stacking and voting) to
enhance the classification methods performance. The results
on the AMT dataset [77] showed that the ensemble techniques
gave better results than the Naive Bayes random forest and
SVM classification algorithms. Using the simple feature and
ensemble methods can enhance the accuracy in detecting fake
reviews. However, it can be unreliable if duplicate reviews are
considered to be fake reviews.
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TABLE 5. Summary of supervised traditional statistical machine learning models in One domain, mix domain and cross-domain for fake reviews detection.

Ref Dataset Method Features Results Comments

[4] e The gold standard e Ensemble e Unigram and o Naive Bayes Accuracy: 87.1%. e Considering duplicate
dataset contains data machine bigram e Ensemble techniques Accuracy: reviews as fake s
collected from three learning 87.68%. unreliable.
domains (Hotel,

Restaurant, and
Doctor).

[12] e The gold standard e Sparse Linguistic query Unigram accuracy: 76.1%. o The proposed model failed
dataset consists of Additive and word Cross-domain accuracy on in extracting the semantic
three domains review Generative account restaurant domain using information ~ of  the
data (Hotel, Model (LIWC). unigram: 77%. sentence.

Restaurant, and (SAGE) Part of Speech Cross-domain accuracy on eThe proposed method is
Doctor) (POS). restaurant domain using POS: efficient in detecting fake
Unigram. 74.6%. reviews in a single domain

Cross-domain accuracy on only.

restaurant domain using LIWC:

74.2%.

Cross-domain accuracy on

doctor domain using unigram:

52%.

Cross-domain accuracy on

doctor domain using POS:

63.4%.

Cross-domain accuracy on

doctor domain using LIWC:

64.7%.

[29] e DeRev dataset e Support Linguistic query One domain, WSM & LDA e A deep neural network is
e OpSpam dataset vector and word accuracy: 90.9% on OpSpam probably more appropriate
e Opinion’s dataset network account dataset, 94.9% on DeRev to improve the

(SVN) (LIWC). dataset, 87.5% on Abortion performance in  cross-
Word space dataset, 87% on Best Friend domain.
model (WSM) dataset and 80% on Death
Latent Dirichlet Penalty dataset.
Different Mix Domain, LDA & WSM
(LDA). accuracy: 76.3%.
Cross-domain, WSM and LDA
accuracy: 59.3% on DeRev
datasets and 64% on Best Friend
dataset.
[27] e Dianping Real-life e Hybrid Behavioral Combination features accuracy: oThe findings of this study
dataset supervised features 98%. showed that the behavior
machine Content Behavioral features accuracy: of the reviewer is temporal
learning features. 74%,. dynamic.
Content features accuracy: 69%.
[15] e Reviews from e Decision Feature F-measure: 76.91% on Yelp oThe performance can be
Yelp.com tree method selection dataset improved by considering
e The gold standard method Hotel domain F-measure: 78.3%. the data correlation in
dataset collected data Restaurant domain F-measure: selecting the appropriate
from three domains 81.8%. features.
(Hotel, Restaurant and Doctor domain  F-measure: ®The proposed model is not
Doctor) 75.0%. good as compared to
neural network models.

[42] e Yelp Chi dataset e Naive Bayes TFIDF AdaBoost accuracy: 73.4. oIt was found that the

e Random Feature results were not stable
forest. selection. during different

e JRip. configurations.

e AdaBoost eCompared with traditional

o J48 machine learning
classifiers. algorithms is not enough

to determine the
effectiveness of  the
proposed model.
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TABLE 5. (Continued.) Summary of supervised traditional statistical machine learning models in One domain, mix domain and cross-domain for fake

reviews detection.

[1] e Yelp Chi dataset e Naive e N-gram with e F-measure on TripAdvisor eModel performance
e TripAdvisor Bayes. TFIDF for text negative reviews using SVM: dropped over time.
collection o KNN representation 87.3%. e Sentiment polarity
e Multinomial e F-measure on TripAdvisor affected performance.
Naive Bayes positive: 89.9%. eDiversity of services and
e MDLText e F-measure on TripAdvisor products  affected the
e RF (negative and positive review): performance.
e Rocchio 89.9%. eMDLText achieved the
e SVM e F-measure on Yelp using best performance on the
. MDLText: 71.7%. Yelp datasets.
. eSVM achieved the best
performance  on  the
TripAdvisor dataset.

[18] e Yelp Chi dataset e Ensemble e TFIDF. e Ensemble learning F1 measure: eThe chi-Squared feature
e Semi-real Learning o Feature 81.7%. plays a significant role in
dataset Model selection o Ensemble learning F1 measure: improving performance.

. 76.1% on an artificial dataset. eCompared with traditional
. machine learning
algorithms is not enough
to determine the
effectiveness  of  the
proposed model.

[28] o AMT dataset e Ensemble o Unigram & o Naive Bayes accuracy: 87.12%.  eThe proposed model did
learning bigram features e Random forest accuracy: not outperform  deep
model 84.87%. learning algorithms. This

e Support Vector Machine suggest using deep

accuracy: 83%. learning  with  review

o Stacking accuracy: 87.68%. embedding to the

e Voting accuracy: 87.43%. proposed  model  can
enhance the results.

[38] e The gold e Adaptation o Character n- e Cross-domain accuracy on eDifficulty in detecting
standard dataset model for gram restaurant domain: 79.3%. fake reviews in cross-
consists of three detecting o Cross-domain accuracy on domain, so deep neural
domains (Hotel, fake reviews Doctor domain: 63.8%. network is probably more
Restaurant and in cross- appropriate to improve the
Doctor) domain performance in  cross-

domain.

[51] e Yelp Chi. e Analysis of e TF-IDF e Accuracy on Yelp Chi: 68.17%.  eThey found that the

e Yelp NYC. concept drift e Accuracy on Yelp ZIP: 91.35%. performance dropped
e Yelp ZIP (SVM, LR e Accuracy on Yelp NYC: significantly over time due
e Yelp Consumer and PNN) 84.85%. to changing the reviews’
Electronic e Accuracy on Yelp Consumer characteristics over time.

Electronic: 76.72%. eThere is a strong relation
between concept drift and
classification performance
which negatively affects
the prediction algorithm

performance.

[60] e Dataset e SVM. o Lexicon-based e RF accuracy:92.9%. eRating sentiment
collected from e NB. method e SVM accuracy: 84.9%. inconsistency features
Yelp.com e RF. (SentiWordNet) o NB accuracy: 73.5%. plays significant roles in

e MLP e MLP accuracy: 83.6%. improving the
performance for fake
review detection.

eThe proposed model
works on limited data.

eUsing word embedding
representation with deep
learning can enhance the
performance.

[66] e Yelp Chi e Ensemble ® Review centric. e Hotel domain Fl-score using eStacking method
model (RF, ® Reviewers’ stacking: 72.06%. performed better majority
Xgboost, centric e Hotel domain Fl-score using voting.

Lightgbm, majority voting: 71.51%. eThe proposed model
Catboost e Restaurant domain Fl-score  didn’t outperform the
and GBDT). using stacking: 79.46%. state-of-the-art method.
e Restaurant domain Fl-score eThe proposed model
using majority voting: 78.97%. suffers from time
complexity.
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Similarly, Lin et al. [12] introduced a classification model
to detect fake reviews in a cross-domain environment based
on a Sparse Additive Generative Model (SAGE), which is
created based on the Bayesian generative model [136]. The
model is a combination of a generalized additive model and
topic modelling [137]. They used linguistic query and word
account (LIWC), POS, and unigram techniques as features
to detect fake reviews in cross-domains. The proposed model
could capture different aspects such as fake vs. truthful and
positive vs. negative. They used the AMT dataset [77] which
consisting of three domain reviews (Hotels, Doctors, and
Restaurants) to evaluate the proposed model. The experi-
mental results showed that the accuracy of the classifica-
tion using unigram was 65%. The accuracy of two class
classifications (Turker and Employee reviews) using uni-
gram was 76.1%. The accuracy on cross-domain using uni-
gram, POS, and LIWC separately were 77%, 74.6%, and
74.2%, respectively, on the restaurant domain. The accu-
racy on cross-domain using unigram, POS, and LIWC
separately using Doctor domain were: 52%, 63.4%, and
64.7%. However, the proposed model failed in capturing
the semantic information of the sentence. In related work,
Herndndez-Castafieda et al. [29] investigated the efficiency
of using SVN (Support Vector Network) in classification
tasks to detect fake reviews in one, mixed and cross-domains.
They used the LIWC, Word space model (WSM), and latent
Dirichlet Allocation (LDA) techniques as a feature extrac-
tion method. They evaluated the proposed model on three
datasets; the DeRev dataset [89], OpSpam dataset [77] and
Opinions dataset [138]. The results compared to the previous
works [77], [89], [138] showed that a combination of WSM
and LDA achieved the best results in one domain with an
accuracy of 90.9% on the OpSpam dataset, 94.9% on DeRev
dataset, 87.5% on Abortion dataset, 87% on Best Friend
dataset and 80% on Death Penalty dataset. There was also
an accuracy of 76.3% in a mixed domain compared to the
Naive Bayes classifier. However, the proposed model did not
achieve the best results on cross-domain compared to state-of
the-art methods. The performance was good in one domain
and mix domain and poor in cross-domain because they used
the dataset for testing and combined the remaining dataset
for training. This suggests that a deep neural network is
probably more appropriate to improve fake review detection
in a cross-domain by improving the learning presentation.

From their part, Sedighi et al. [15] proposed a decision tree
method to detect fake reviews. They used traditional feature
selection techniques to select suitable features and evaluate
them. The proposed model can be improved by taking into
account the data correlation in choosing the appropriate
features. In the study by.Khurshid et al. [42], the authors
proposed a supervised machine learning model to detect fake
reviews based on content features and primal features. The
proposed model used five classifiers to classify the reviews:
Naive Bayes, Random forest, JRip, AdaBoost, and J48. The
results on a real-life dataset [8], showed that the AdaBoost
with combined features performed better than other

65782

classifiers with an accuracy of 73.4%. Further, using Primal
features has a significant impact on improving performance.
However, the proposed model did not perform well with an
imbalanced dataset.

Motivated by this, Khurshid er al. [18] extended their
previous work and proposed an ensemble learning model to
detect fake reviews based on selected features. The proposed
model consisted of two tiers: Tier 1 used three classifiers
(Discriminative Multi-nominal Naive Bayes, a library for
Support Vector Machine and J48), and Tier 2 used Logistic
Regression classifier to introduce an accurate result. They
also used the following feature selections to extract structural
and linguistic features: Particle swarm optimization used to
explore the feature space, Cuckoo Search used to explore
the attribute space, Greedy stepwise, carried out in vector
space and Chi-Squared utilized to evaluate the worth of an
attribute by calculating the value of Chi-Squared statistic
value. They evaluated the proposed model on a real-life
dataset [8], and a semi-real dataset [77]. The experimental
results showed that the chi-squared feature plays a significant
role in improving the proposed model’s performance with
an 84.1% accuracy on the Yelp restaurant dataset and 81.7%
semi-real dataset. However, the proposed model performance
could be improved by integrating the chi-squared feature into
the deep learning model.

In the study by Cardoso et al. [1], the authors performed
a comparison analysis of distinctive content-based classifica-
tion models to investigate if the data characteristics change
over time or not. The experimental results on real-world
datasets from Yelp [8] showed that the models’ performance
dropped significantly over time. This is because the spam-
mers continuously tried to avoid the spam filter. Further,
in the real-world application, most recent reviews contain fea-
tures not demonstrated by a model trained with past reviews.
Furthermore, they discovered that the performance of the
models dropped significantly over-time. Hence, the need for
new models that can work with dynamic changes of fake
review characteristics over time. Moreover, the performance
of the methods was affected by the polarity of the reviews.
So, they recommended using a specialised method for each
type of polarity. Further, they found that the techniques’
performance could be affected by the diversity of products
and services. They recommended using a specific model for
each type of product and service.

Séanchez-Junquera et al. [139] proposed a fake review
detection model based on the character n-gram feature. They
used a support vector machine and Naive Bayes as classi-
fication algorithms. The proposed model was evaluated on
a dataset consists of ‘Death penalty’, ‘Abortion’ and ‘Best
Friend’ domains [140]. The experimental results showed that
the proposed model performed better than SVM with LIWC,
LDA& words, and Deep syntax & words [138] in identifying
fake reviews. However, the results were inferior when com-
pared to other methods [29], [123], [141]. This suggests that
using a combination feature could improve the classification
model performance.
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By taking advantage of using the ensemble model,
Mani et al. [28] introduced a supervised learning model to
detect fake reviews based on unigram, and bigram features
model contained two phases. In the first, Random forest,
Naive Bayes, and Support Vector Machine were used as
classification algorithms. In the second phase, stacking and
voting ensemble methods were used to enhance the classifica-
tion model performance. The experimental results on the gold
standard dataset [99] showed that the Naive Bayes achieved
the best accuracy (87.21%) in the first phase. In contrast,
the stacking ensemble method performed better than vot-
ing with 87.68% accuracy. The proposed model showed the
importance of using an ensemble method for detecting fake
reviews. However, the proposed model did not outperform
deep learning algorithms.

Motivated by previous work, Nilizadeh er al. [142] pro-
posed OneReview fake review detection model based on
textual and metadata features. OneReview concentrates on
separating anomalous changes in business profiles via mul-
tiple review websites to discover harmful activity without
depending on particular patterns. OneReview used change
point analysis techniques on each review from numerous
websites. Then, they evaluated the change point to identify
any reviews which did not match through the webpages.
After classifying them as suspicious with the introduced
change point analyser, they used the Random Forest clas-
sifier to identify the fake reviews. They evaluated the pro-
posed method on two datasets; Yelp Data Challenge dataset
(https://www.yelp.com/dataset) and dataset crawled from
TripAdvisor. The experimental results showed that the pro-
posed method performed well in fake reviews detection, with
an accuracy of 97% with combining all features and 86%
with textual features. However, the change point analyser
evaluated time series data in one month; this may create some
latency issues between the OneReview classification and the
posted review.

Spammers posting reviews in an aggregate way within
short periods is called Co-bursting. Based on that, a hybrid
supervised machine learning method was proposed by
Lietal. [81] to identify spammers. They found that reviewers’
behaviour is temporal dynamic; for this reason, they pro-
posed a labelled hidden Markov method to identify spam-
ming through single reviewer posting time. Then expanded
the technique to multi-hidden Markov to determine posting
signals and behaviour with Co-bursting. They introduced the
Co-bursting method to assist in detecting spammers. They
used Dianping [80] real dataset, though these methods did
not use any metrics to evaluate the model.

More recently, Sanchez-Junquera et al. [38] proposed
an adaptation model for detecting fake reviews in cross-
domain. The proposed model frequently used Co-occurring
Entropy to find the domain features and then used a mismatch
method to mask them. The gold standard dataset results using
naive Bayes classifiers showed that the proposed model had
difficulty in detecting fake reviews in cross-domain. While
the authors [51] highlighted a concept drift problem in fake
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reviews where the characteristics of reviews change-over
time. The authors utilized two methods, statistical machine
learning technique, and benchmark concept drift detection
methods, to investigate and prove their argument. The authors
utilized two methods, statistical machine learning technique
and benchmarking concept drift detection methods to inves-
tigate and prove their argument. They tested four real-life
Yelp datasets [8], [72], [79] and they found that the classi-
fier performance dropped significantly due to the changing
of fake review characteristics over time. Furthermore, they
stated a strong relation between concept drift and classifi-
cation performance which negatively affects the prediction
algorithm performance. This study indicates the importance
of developing fake review detection models that can handle
this issue. On the other side, The authors [60] proposed
a framework to investigate the review inconsistency based
on different features (content, language, and rating) in fake
reviews detection. The extracted features are fed into differ-
ent machine learning classifiers (SVM, NB, RF, and MLP)
in order to identify whether the review is fake or genuine.
They collected datasets from Yelp.com to evaluate the pro-
posed model. The experimental results show that the review
inconsistency features can boost the performance in fake
review detection. However, the proposed model works on
limited data, and using word embedding representation with
deep learning can enhance the performance. From their part,
Yao et al. [66] proposed an ensemble fake review detection
model based on review content and reviewer features. The
author handled the unbalance data by combining the grid
search method and resampling by finding the best sampling
ratio for each classifier. Then, the extracted features are fed
separately to each classifier. Finally, they utilized majority
voting and stacking methods to enhance the classification
model performance. The experimental results on the Yelp
dataset [8] showed that the proposed model did not out-
perform the state-of-the-art methods. Further, the proposed
model suffers from time complexity.

2) TRADITIONAL STATISTICAL UNSUPERVISED LEARNING

IN DETECTING FAKE RREVIEWS

Depending on the difficulty of creating accurately labelled
datasets, supervised learning is not always appropriate. This
sub-section sums up the existing unsupervised learning tech-
niques in the literature shown in Table 6. Unsupervised learn-
ing can handle this issue because it does not need labelled
data. Lau et al. [10] proposed an unsupervised model and
introduced a Semantic Language Model (SLM) to detect fake
reviews. The proposed model followed the assumption pro-
posed by Jindal and Liu [4] that two duplicate reviews were
labelled as fake reviews. The cosine similarity method was
used to identify fake reviews and then manually confirmed
them. Conversely, the reviews that did not have a cosine
similarity above a certain threshold with any other reviews
were kept as truthful reviews and not manually reviewed.
The dataset from Amazon.com contains 54,618 reviews,
of which 6% were labelled as fake. SLM method was used to
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TABLE 6. Summary of unsupervised traditional statistical machine learning models in one domain, mix domain and cross-domain for fake reviews

detection.

Ref Dataset Method Features Results Significant Outlines

[10] e Amazon reviews o Unsupervised o Considering e AUC: 87% Outperformed SVM
model and duplicate SLM was effective in
developed reviews as detecting fake reviews
SLM fake Considering duplicate

reviews as fake is unreliable.

[15] e Reviews from e Decision tree e Feature e F-measure: 76.91% on Yelp The performance could be

Yelp.com method selection dataset improved by considering the
¢ Gold standard method e Hotel domain F-measure: data correlation in selecting
dataset consists of 78.3%. the appropriate features.
three domains e Restaurant domain F-measure:
(Hotel, Restaurant 81.8%.
and Doctor). e Doctor domain F-measure:
75.0%.

[30] e Yelp Chi dataset e Unsupervised e Latent e Restaurant  F1 measure: Incorporating  behavioural
topic Dirichlet 83.92% features with LDA can
sentiment allocation e Hotel: F1 measure: 85.03%. improve the performance.
joint (LDA) Integrating the proposed
probabilistic model with work [40] could
method. be improve the performance

[46] e AMT dataset e Unsupervised e Content-based e AMT dataset accuracy: 95.3%. Combined features improved

e Collected dataset multi-iterative features e Crowdsourced dataset the performance compared to
from Amazon.com graph-based e Behavior- accuracy: 93%. a single model.
method based features The performance could be
e Relation- enhanced by Integrating
based features network  structure with
iterative algorithm.

[59] e Dataset collected o Unsupervised e LDA e Accuracy: 96.42%. o Considering duplicate

from JD.com learning content as fake is unreliable.

give each review a spamming score. The experimental results
of the proposed model achieved a 0.9987 AUC score, which
outperformed SVM. Further, SLM was effective in detecting
fake reviews. However, considering duplicate reviews as fake
can be unreliable. Later, Dong et al. [30] introduced an unsu-
pervised topic sentiment model to identify fake reviews. The
proposed model consisted of four layers: document, topic,
sentiment, and word. They enhanced the LDA model, which
was used to find topic information from documents to acquire
the reviews’ topic sentiment [143]. Sentiment and topic fea-
tures are fed into random forest and support vector machine
classifiers. Gibbs sampling algorithm [144] was used to
obtain the probabilistic distribution between topics and words
as well as sentiment and topics. The results on the real-life
dataset from Yelp.com showed that the proposed model with
document level was better than other models with features
such as POS, LDA, character n-gram, and unigram. How-
ever, the proposed model compared only with content-based
methods, which was insufficient to determine its effectiveness
and ignored the reviewer behaviour features. Motivated by
this, Li et al. [59] proposed a method to identify a group
of fake reviews based on nominated topics. The proposed
model consists of three stages; defining the equivalent groups
and their target topics, then they used the K-means algorithm
to cluster reviews. Finally, they used content duplication
and time burstiness to label suspicious group as fake. The
experimental results on the dataset collected from JD.com
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showed the effectiveness of the proposed model. However,
considering duplicate content as fake is unreliable. More
recently, to extract the semantic meaning from reviews text,
Noekhah et al. [46] proposed an unsupervised graph-based
model in order to detect fake reviews detection by using
implicit and explicit features. The experimental results based
on the crowdsourced dataset and AMT dataset [77] showed
that using combined features enhanced the fake reviews
detection model performance. However, the proposed model
did not compare with neural network models to show it is
effectiveness.

3) TRADITIONAL STATISTICAL SEMI-SUPERVISED LEARNING
IN DETECTING FAKE RREVIEWS

Semi-supervised learning is a machine learning method to
perform fake review detection using unlabelled data due to
the difficulty of obtaining labelled reviews. This sub-section
shall sum up the existing semi-supervised learning techniques
in the literature shown in Table 7.

Positive and unlabelled learning method has been exten-
sively utilized in text classification and achieved good
results [145], [146]. Typically, Yafeng et al. [9] proposed a
novel Positive and Unlabelled learning method (PU), called
mixing population, and individual nature PU learning method
to detect fake reviews. Some reliable negative examples were
identified from the unlabelled dataset. The integration of
latent Dirichlet and K means provided some representative
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TABLE 7. Summary of semi-supervised traditional statistical machine learning models in one domain, mix domain and cross-domain for fake reviews

detection.
Ref Dataset Method Features Results Comments
[9] ¢ Gold standard * Novel PU Latent e Accuracy:79.2% The proposed model outperformed
dataset method Dirichlet previous PU learning models.
(MPIP-UL) Allocation
[13] e Gold standard ® Multi-task Unigram e Doctor accuracy: 85.4%. The difficulty of detecting fake
dataset consists method and bigram e Hotel accuracy: 88.7%, reviews in cross-domain. This
of three (MTL-LLR) features o Restaurant accuracy: 87.5%. suggests using transfer learning for
domains (Hotel, detecting fake reviews in cross-
Restaurant and domain [26].
Doctor).
[35] e Dataset from ePU semi- Review e Accuracy on 200 test data with The proposed model did not
JD.com supervised content 600 training data is 87.6%. perform well in the short text (less
learning features e Accuracy on 100 test data with than 20 words).
Metadata 700 training data is 89.3%.
features
[43] e Yelp Chi o Semi- Textual e AUC on Yelp Chi: 80.71%. The proposed model works with
e YelpNYC Supervised content e AUC on Yelp NYC: 81.29%. long text only.
e Yelp Zip learning (Doc2vec). o AUC on Yelp Zip: 83.18%.
framework Reviewer
(SPR2EP) items
network
features
(Node2vec).
[55] e Yelp Chi * Ramp one- TF-IDF e AMT dataset accuracy: 92.3%. The proposed model sensitive to
o AMT class SVM. e Yelp Chi dataset accuracy: the presence of outliers and noises
74.34%. which can affect the decision
boundary of OC-SVM classifier.
[61] e Yelp CHI ® Semi- Review o Co-training multi fusion Adding more reviewer feature can
supervised text. features precision:83.97%. improve the performance.
(SVM, NB Reviewer e Co-training multi fusion Using deep learning to build end to
RF, LR, features features recall:84.45%. end fake review detection is
KNN, LDA e Co-training multi fusion properly make it robust and
and DT). features F1-score:81.89%. accurate.
[68] o AMT dataset o Investigated Bigram. o Co-training method accuracy on Using the metadata information

e Yelp dataset

the
effectiveness
of semi-
supervised
learning
method.

the AMT: 88%.

Self-training accuracy on the

AMT: 93%.

TSVM accuracy on the AMT:

83%.

Co-training method accuracy on

the Yelp: 69%.

o Self-training accuracy on the
Yelp: 73%.

e TSVM accuracy on the Yelp:
64%

about the reviews can improve the
performance.

positive examples and negative examples. All fake reviews
were clustered into distinct groups based on the Dirichlet
process mixture model. Then, they mixed two schemes -
individual nature and population nature to identify the group
label of fake reviews. The final classifier was built using
multiple kernel learning. The experimental results showed
that the proposed model outperformed previous PU learning
models in terms of accuracy Deng et al. [35] proposed a
PU semi-supervised learning model to detect fake reviews
based on review content and metadata features. They used the
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similarity features of the review (duplicate or near duplicate)
to detect fake reviews. They then used the K-Means algo-
rithm to classify the reviews by calculating the percentage
of the fake review in each group. They classified each group
depending on its threshold value. They labelled the review
positively if the review is far away from the trusted negative
case. In contrast, the reviews are negative if the reviews are
close to the true negative case. They collected the electronic
products dataset from JD.com. The results showed that the
proposed model performed well in identifying fake reviews
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with an 88.1% average accuracy. Yet, the proposed model
did not perform well with short texts of less than 20 words.
Furthermore, they did not compare their model with other
models to prove the effectiveness. Another research was con-
ducted by Hai et al. [13], who introduced a multi-task method
(SMTL-LLR) in order to detect fake reviews. Laplacian
Logistic regression (LLR) was used to leverage the unlabelled
data and introduced a semi-supervised multi-task method via
Laplacian Regularized Logistic Regression (SMTL-LLR).
The proposed model improved the learning for the single
task by using the knowledge covered inside the training of
another similar task. They selected 10,000 unlabelled reviews
randomly, containing three domains (Doctor, Hotel, and
Restaurant) from the datasets created by Ott et al. [77]. The
experimental results showed that SMTL-LLR outperforms
the state-of-the-art methods [4], [77], [147]-[149] in three
domains (Doctor, Hotel, and Restaurant) with an accuracy
of 85.4%,88.7%, and 87.5%, respectively. However, the pro-
posed model ignored the reviewer information, which could
improve the classification model performance.

Recently, Yilmaz and Durahim [43] introduced a semi-
supervised learning framework (SPR2EP) to detect fake
reviews based on textual content and reviewer items network
features. Two unsupervised learning algorithms (Doc2vec
and node2vec) proposed by [119] and [121], respectively,
were used. Doc2vec was used to generate document embed-
ding from the review content, while node2vec generate node
embedding from the network data. A reviewer item feature
was produced by generating a link between items (hotel and
restaurant). Once the reviewer creates a review on an item,
then running node2vec to learn the vector representation for
items and reviewers. Afterwards, these representations are
fed to a logistic regression algorithm to classify reviews as
spam or not. They evaluated the proposed model on three
real-life Yelp datasets [8], [72]. The results showed that the
proposed model with combined features outperformed the
state of art methods [72], [150] on the three datasets, with an
80.71% AUC, 81.29% AUC, and 83.18% AUC, respectively.
Node2vec performed better than Doc2ve. However, the pro-
posed method was not compared with other methods, such as
a neural network, to show its effectiveness.

More recently, to handle the scarcity of labelled datasets, a
semi-supervised approach called “Ramp One-Class SVM”
was utilized [55] in order to identify fake reviews. The
experimental results based on the Yelp dataset [8], and AMT
dataset [77] showed that the proposed model achieved good
results on the AMT dataset with a 92.3% accuracy and
74.37% accuracy on the Yelp dataset. However, the pro-
posed model did not outperform the state-of-the-art meth-
ods. In another study, the author [61] proposed a fake
review detection model based on combining multiple fea-
tures, review text, and reviewer features. First, they pro-
posed a method to analyse whether the reviewer’s emotion
can improve the performance. Second, they used the rolling
decision-making method in order to use unlabelled data by
collaborating the training data to dynamically update the
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extracted features. Then they used seven machine learning
models (SVM, NB RF, LR, KNN, LDA, and DT) to iden-
tify whether the review is fake or genuine. Yelp dataset’s
experimental results show that the proposed model achieved
good performance in terms of precision and recall. More
recently, Ligthart er al. [68] investigated the effectiveness of
several. Semi-supervised methods for fake reviews detection.
They used three semi-supervised algorithms, self-training,
co-training and Trasnductive SVM (TSVM) algorithm [151].
The experimental results on the AMT datasets and Yelp Chi
showed that self-training with naive Bayes classifier achieved
the best performance on both datasets.

SUMMARY: The traditional machine learning methods
learn from data with significant predefined features for the
prediction values. Further, it is easy to implement, and doesn’t
require high computational resources. Furthermore, tradi-
tional machine learning usually achieves good results with
small datasets compared to the deep learning models. How-
ever, feature engineering is a challenging task that needs to
collect knowledge for the original dataset’s feature extraction.
Further, It doesn’t achieve good results with a large dataset
compared to the deep learning model.

B. NEURAL NETWORK IN DETECTING FAKE REVIEWS
Neural network methods provide great results in data clas-
sification projects for natural language processing tasks
[114], [152]-[155]. Compared to traditional machine learn-
ing, most representative neural networks, which are deep
learning methods, can quickly extract useful data features.
Deep learning can also capture the text’s semantic meaning
using a word embedding method. For fake review detection,
much work has been done using Recurrent Neural Network
(RNN), Convolutional Neural Network (CNN), and Long
Short-Term Memory (LSTM).

1) CONVOLUTIONAL NEURAL NETWORK (CNN) IN
DETECTING FAKE REVIEWS

CNN is a specific type of neural network used in the computer
vision field. CNN plays a significant role in capturing the
local features that are important for the classification of nat-
ural language processing tasks. We display a CNN algorithm
for fake reviews detection with a simple example, as shown
in Fig. 3. First, the word vectors of the input review are split
into a matrix. This matrix is fed to the convolutional layer that
consists of numerous filters with distinct dimensions. Second,
Passing the results from the convolutional layer to the pool-
ing layer. Then, concatenate the pooling results to achieve
the final representative vector. The final vector predicts the
review label.

In this sub-section, we shall sum up the existing CNN
methods in the literature shown in Table 8. Li et al. [6]
introduced a neural network model to learn document rep-
resentation in order to detect deceptive spam opinions
using Convolutional Neural Networks. The proposed model
used the words vector as an input for training and test-
ing. A sentence weights neural network model is introduced
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TABLE 8. Summary of CNN models in one domain, mix domain and cross-domain for fake reviews detection.

Ref Dataset Methods Features Results Comments
Li,etal. e Gold standard e Sentence Weight e Word2vec (Skip- e Accuracy: 79.5 % The  results  showed  the
[6] dataset consists Neural Network gram). e Precision: 76.1 % effectiveness of CNN in cross-
of three e Recall: 89.8 % domain.
domains e F1:8239% CNN performed better than LSTM
(Hotel, in a mixed domain.
Restaurant and Considering sentence and
Doctor). document representation to extract
the semantic meaning of text
improved the performance.
The proposed model works only
with limited datasets.
[16] e AMT dataset e Word Order- e Word2vec and e CNN accuracy: CNN is not efficient for long text.
e 1,000 hand- Preserving CNN word order. 70.02%. The hand-annotated  method
annotated requires a lot of manpower.
reviews.
[22] e Yelp Chi e Unsupervised e Word2vec e Hotel domain Learning review embedding with
dataset neural network (CBOW). accuracy:65.4%. encodes behavioral and linguistic
model e Behavioural e Restaurant domain features is effective.
Features. accuracy: 62%. They found the contextual
information is similar to that of the
new reviewers.
[37] o AMT dataset e Recurrent e Word2vec (Skip- e AMT dataset The proposed model ignored the
e Deceptive Convolutional gram). accuracy: 82.9%. behavioural features that can boost
dataset Neural network e Deceptive dataset the performance.
and word accuracy: 80.8%.
contexts (DRI-
RCNN)
[44] e YelpNYC e CNN e Extracted Real e Fl-measure: 85% for They found that the social relation
e Yelp Zip behaviour normal reviews and of the user plays a significant role
features. 27% for fake in enhancing the classification
e Pretrained Glove reviews. performance.
algorithm).
[56] e YelpNYC e Unsupervised e Extracted Real ¢ Hotel domain: 60% Behaviour  representation by
e Yelp Zip model behaviour F1 measure. dynamic link re-weighting plays a
features e Restaurant domain: significant role in enhancing the
70%. performance.
Ignored the review text features
that can enhance the performance.
[64] o Hotel reviews e Jlocal outlier e Aspect rating. o Accuracy:79.6%. Aspect rating plays a significant
from factor (LOF) e Review text o Precision:79%. role in identifying fake reviews.
TripAdvisor algorithm. feature (TF-IDF). o Recall:80.7%. Adding more features can boost
e Fl-score:79.8. the performance in fake review
detection.
Works only with limited datasets.
sentence and the document layer to transform the sentence
vector towards a document vector. The proposed model is
El:] CD evaluated based on a dataset used in the study by Li et al. [6],
Cinicat 2 which contained a hotel, restaurant, and doctor reviews. The
[ID I 1) C[I] results showed the effectiveness of CNN in cross-domain.
Pooling Furthermore, in mixed-domain, CNN performed better than
LSTM. Motivated by this, Zhao et al. [16] introduced a word
@ [ﬁ; [‘_E%j order-preserving CNN method for detecting fake reviews.
o They used word 2vec and the word order reserving pooling
—— = P —— 2 method rather than the original max pooling to generate

FIGURE 3. The simple architecture of convolutional neural network (CNN).

to represent every sentence and document in the review.
The proposed model’s architecture includes two convolu-
tional layers: the sentence layer to create a composition of the
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a word vector. As an output layer, the obtained features
are concatenated from the pooling layer. They evaluated
the proposed model on AMT dataset [77] in addition to
10,000 reviews were annotated by using the data annotation
method proposed by Li ef al. [84]. The experimental results
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showed that the proposed model outperformed the state-
of-the-art methods [156]-[158] with an 70.02% accuracy.
In contrast, CNN was a more efficient model for classifying
short text reviews. CNN had a shorter training time, while
RNN was more efficient for long texts [16]. However, the
hand-annotated technique requires a lot of manpower.

To enhance the classification model performance,
the attention neural network method, introduced by
Wang et al. [75] to indicate whether a review is behavioural
misleading or linguistically misleading, or both. The pro-
posed model used dynamic weight as a form of measure by
observing behavioural and linguistic patterns for training.
Multi-layer perceptron was used to extract the behavioural
features: a CNN to extract linguistic features. Then, the atten-
tion method was used to learn the dynamic weight for linguis-
tic and behavioural features. The experimental results on Yelp
dataset [8] showed that the proposed model outperformed
the state of art methods [8], [76] with an 88.8% accuracy
on the Hotel domain and 91% on the Restaurant domain.
Furthermore, attention mechanism plays significant role in
enhancing the classification model performance. However,
the proposed model focused more on linguistic features than
behavioural features, which are not enough to identify fake
reviews.

Later, an unsupervised neural network model was intro-
duced by.Wang et al. [22] to handle the cold-start problem
(a new reviewer posts a new review) for fake reviews detec-
tion based on behaviour and text features. CNN was used to
model the review text, which can catch the complex semantic
information that is very extremely difficult to express with
traditional features such as unigram and LIWC [3]. The pro-
posed model learned how to distinguish between the reviews
by integrating textual information as well as behavioural
information. Further, TransE is a method that can code the
structure of a graph, representing nodes and edges used
to encode behavioural information [159]. The experimental
results on the Yelp dataset [8] showed that the proposed
model achieved better results than SVM with an accuracy
of 65.4% on the hotel domain and a 62% accuracy on the
restaurant domain. [8]. However, learning review embedding
with encode behavioural and linguistic information is more
effective. Yet, the proposed model was compared neither to
other embedding methods nor to dimension reduction meth-
ods. More recently, Zhang et al. [37] introduced the DRI-
RCNN identification model for fake reviews by utilizing a
recurrent convolutional neural network with word contexts.
The proposed model consists of four layers; a convolutional
layer implemented to train the overall vector towards repre-
senting a word; a recurrent neural layer implemented to learn
right and left for a fake and real context vector of a word.
The proposed model was evaluated on two datasets (AMT
and Deception dataset). The results showed that the proposed
model achieved the best results with 82.9% accuracy on
AMT datasets compared to the state of art methods such
as LIWC and unigram with SVM [77], LIWC feature and
four n-grams with SVM [140], recurrent convolutional neural
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network [160], profile alignment compatibility method [161],
sparse additive generative model [100], lexicalized produc-
tion rules with SVM [123], convolutional neural network
and gated recurrent neural network [154]. Furthermore, the
proposed model performed well with 80.8% accuracy on
deceptive dataset compared to the state of art method [77].
However, the proposed model suffers from time complexity.

An embedding method to influence the user reviewer
behaviour and social relations to handle the cold start problem
in fake reviews detection was proposed by Li et al. [44].
The proposed model jointly embedded the user-item social
relations and user behaviour into an inferable user item
review rating representation. The proposed model consists
of four parts: item embedding layers, rating embedding lay-
ers, review embedding networks, and user embedding layers.
They embedded a co-occurrence-based user behaviour by
maximizing the success rate of existing behaviour under a
designated measure. They also embedded user/item social
relation according to the context information generated by
random walks in the user-item network produced by review-
ing activities. CNN was used for text embedding by using
CBOW.

The proposed model was evaluated based on Yelp NYC and
Yelp Zip dataset [72]. The proposed model achieved better
results than SVM with linguistic features and behavioural
features [8]. Similarly, Li ef al. [56] extended their previous
work and proposed an unsupervised model to address the cold
start problem in fake reviews detection. Instead of reviewing
content and social relations between users with other existing
users, they considered behaviour representation by dynamic
links re-weighting. The proposed model was evaluated based
on Yelp NYC and Yelp Zip datasets of [72]. The proposed
model achieved poor results with a 60% F1 score on the
hotel domain and a 70% F1 score on the restaurant domain.
However, the proposed model did not outperform the state-of
the-art method and ignored the review text features that could
boost the classification model performance. More recently,
the authors [64] proposed an aspect-rating local outlier factor
in order to identify fake reviews. They considered fake review
detection as outlier detection. First, they utilize the lexicon-
based method to compute the aspect rating of the review.
Then tensor factorization method was used for completeness.
After that, the local outlier factor (LOF) algorithm was used
to classify the reviews. The experimental results on a dataset
from TripAdvisor.com show that aspect rating improved the
performance for fake review detection. However, integrating
more reviewer’s features can boost performance.

2) RECURRENT NEURAL NETWORK (RNN) IN DETECTING
FAKE REVIEWS

RNN is utilized for processing sequential data that use inter-
nal memory for the input sequence. Theoretically, RNN can
save information for long sequences. However, in practice,
RNN can only run for a few steps due to exploding gradient or
vanishing gradient problems. Consequently, the researchers
have developed new models to overcome the limitations of
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TABLE 9. Summary of RNN models in one domain, mix domain and cross-domain for fake reviews detection.

Ref Dataset Method Features Results Comments
[3] o Gold standard e Bi-GRU o Integrated features One domain accuracy:81.3% for Outperform the state-of-the-art
dataset with (word embedding) Hotel, 87% for Restaurant and 76.3% methods.

for Doctor.

Cross-domain accuracy: 83.7% on
Restaurant domain, 57.3% in Doctor
domain.

The proposed model requires
high computational resources.

Wang e Reviews
,etal. moblil01.com
[24] in Taiwan

LSTM accuracy: 89.4%.

Long  short-term  memory
algorithm detected deceptive
reviews more effectively than
Support Vector Machine.
Didn’t compare with neural
network methods.

[32] e Gold standard
dataset

On cross-domain restaurant accuracy:
81.3%, doctor accuracy: 66.8%.

On mix domain accuracy: 83.9%.

On each domain hotel: 83.9%,
restaurant domain: 85.8%, doctor
domain: 83.8%.

First-person feature plays a
significant role in identifying
fake review.

The proposed model requires
high computational resources.

[41] e Deceptive

Spam Corpus

dataset

Four-City

dataset

e Yelp Zip
dataset

e large movie
dataset

e Drug dataset

Deceptive Spam Corpus dataset
accuracy: MIL: 90.1%, CNN-GRU:
91.9%.

Four-City dataset accuracy: MIL:
82.8%, CNN-GRU: 84.7%.

Yelp Zip dataset accuracy: MIL:
64.6%, CNN-GRU: 66.4%.

Large movie dataset accuracy: MIL:
87.1%, CNN-GRU: 88.9%.

Drug dataset accuracy: MIL: 78.2%,
CNN-GRU: 83.8%.

Outperformed the classical
CNN and RNN algorithms.

The proposed model works only
with short text.

Adding metadata feature to the
proposed model can boost the
classification model
performance.

[50] e Gold standard
dataset

One domain accuracy: 85.7%, 84.7%
and 85.5% on Hotel, Doctor, and
restaurant domains, respectively.
Mix domain accuracy: 83.4%.
Cross-domain accuracy: 71.6% on
restaurant domain and 60.5% on
doctor domain.

They found that fake reviews
expressed stronger emotions
than real reviews.

The model failed to achieve
good results in cross-domain.
This suggests using domain
adaption methods [62], [67] can
boost the performance in cross-
domain.

[70] e Spam email.
Spam review.
political
statements

attention o Discrete features
(Unigram & POS &
LIWC)

LSTM o Dictionary

Bidirection o Part-of-speech and

al LSTM First -Person
Pronoun features.

e Glove.

Hierarchica e Pretrained word2vec

1 CNN-

GRN deep

learning

and Multi

instant

learning

methods

Bidirection o Pretrained word

al LSTM embedding on

with a self- Wikipedia corpus

attention

mechanism

Combinatio e Character-level

n of long

short-term

memory

and

convolution

al neural

network

Binary test accuracy of 99.5%.

Transfer learning is a promising
technique for detecting
inauthentic behaviour  of
products.

The proposed model used a
straightforward method such as
n-gram.

RNN, such as Long Short-Term Memory (LSTM), Gated
Recurrent Unit (GRU), Bidirectional LSTM, Stacked LSTM,
and LSTM with attention method. We display an RNN algo-
rithm for fake reviews detection with a simple example,
as shown in Fig. 4. Firstly, a particular vector using a word
embedding technology is defined for each input word. The
built-in word vectors are then fed one by one into RNN
cells. The RNN cells with the input vector are fed into the
next hidden layer. The RNN has the same weight of each
input word and shares the parameters between different parts.
Lastly, the reviews label can be predicted by the last hidden
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layer output. In this subsection, we shall sum up the existing
RNN techniques in the literature shown in Table 9.

Ren and Zhang [3] utilized a gated recurrent neural net-
work model to learn document representation for detecting
fake reviews. CNN was used to construct sentence repre-
sentation from word representation that gave the best results
for sentiment analysis. In contrast, gated RNN was used
with the attention method to produce document representa-
tion as a feature for fake review detection [162]. They used
datasets from the study by Li et al. [6] that consisted of three
domains (doctor, hotel, restaurant reviews). In one domain,
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FIGURE 4. The simple architecture of recurrent neural network (RNN).

the results showed improvements in the hotel and restaurant
domains over the doctor domain due to the high percent-
age of unidentified vocabulary. To overcome this issue, they
created a discrete method using logistic regression with the
same features from the study of [100] with neural features.
Then, they concatenated the neural features to the discrete
feature before the SoftMax layer. The results in one domain
were 81.3% for Hotel, 87% for restaurant domain and 76.3%
for doctor domain. The results in cross-domain, when the
classifier was trained on hotel reviews, were 83.7% in the
restaurant domain and 57.3% in doctor domain. The pro-
posed model outperformed the state of art method [100] and
neural network methods, such as RNN, CNN, GRNN, and
Bi-directional GRNN in one and cross-domain. Furthermore,
integrating more features could be improved the classification
model performance. However, the proposed model suffers
from time complexity.

Later, Wang et al. [24] utilized a long short-term memory
recurrent neural network to detect spammers based on the
dictionary. They produced a multilayer perceptron consisting
of three layers: an input layer, which received data as a
neuron, an LSTM layer, the hidden layer for dimension reduc-
tion, and an output layer for one neuron. The neuron’s value
determines if the reviewer is a regular (0) or spammer (1).
They collected the dataset from the product reviews webpage
and moblil01.com in Taiwan. They annotated the data based
on internal confidential documents. The proposed model dis-
covered that the long short-term memory detected deceptive
reviews more effectively than SVM with an 89.4% accuracy.
Moreover, LSTM is considered better than RNN due to long-
term memory. However, the proposed model did not compare
with other neural network methods. Further, the proposed
model focused on text-only and ignored the behavioural and
metadata feature that can improve performance.

To overcome the RNN limitation, Liu et al. [32] intro-
duced the bidirectional LSTM model to learn the reviews’
document level representation to detect fake reviews based
on combined features. The features are added to the pro-
posed model by merging feature representation (POS), first
-person pronoun features, and document representation (word
embedding (Glove)). The model was evaluated based on the
AMT dataset [6], which contained three domains (doctor,
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hotel, and restaurant). The experimental results showed that
the proposed model outperformed the state of art meth-
ods such as paragraph average, SWNN, SWNN+POS+I,
BiLSTM, and basic CNN+POS+I. In mixed domain,
the proposed model outperformed the state of art methods
(SWNN, Deep CNN, CNN-LSTM, and CLSTM) with an
83.9% accuracy. Finally, the results in one domain outper-
formed the state of art methods with an 83.9% accuracy on the
hotel domain, 85.8% accuracy on the restaurant domain, and
an 83.8% accuracy on the doctor domain. Based on the model
results, we can notice that the first-person pronouns fea-
ture plays a significant role in identifying deceptive reviews.
However, the proposed model requires high computational
resources.

Recently, Jain ef al. [41] proposed hierarchical CNN-GRN
deep learning methods, and Multi instant learning (MIL)
methods were proposed to handle the variable lengths of
reviews in fake reviews detection. A three-layer CNN was
utilized to extract localized n-gram features. In contrast, GRN
was employed to learn semantic dependencies between the
extracted features from CNN. In several instances, the input
text is divided into multiple instances, and the last instance
is discarded if the word length is less than fifteen. The pro-
posed model was evaluated on multiple benchmark datasets,
including four-city dataset [163], Yelp Zip dataset [72],
Deceptive Spam Corpus [77], Drug Review dataset [164] and
Large Movie Review dataset [165]. The experimental results
showed that MIL and CNN-GRN performed better than clas-
sical CNN and RNN on all datasets. However, the proposed
model works well with short text only.

More recently, Zeng et al. [50] introduced an ensem-
ble model to detect fake reviews dependent on the review
structure. They found the followings; fake reviews expressed
stronger emotions than genuine reviews. The first and last
sentences contained stronger emotions than the middle sen-
tence, and fake reviews start or end with similar sentences.
The proposed model consists of four separate bidirectional
LSTM to encode the middle, beginning, and end of the
review. Then the concatenation of four representations is
used to detect fake reviews. The self-attention method was
utilized to integrate the three-local representation into one
representation. In contrast, the attention method was applied
to incorporate the two representations into the final repre-
sentation. The results on the AMT dataset [100] showed
that the proposed model achieved better results than other
methods such as SWNN and SAGA in one domain (Hotel,
Doctor, and restaurant) with an 85.7%, 84.7%, and 85.5%
accuracy, respectively. Furthermore, in the mixed domain.
It achieved 83.4% accuracy. However, the proposed model
failed to achieve good results in cross-domain with 71.6% on
the restaurant domain and 60.5% on the doctor domain.

Dhamani et al. [70] introduced neural network and transfer
learning to tackle social media disinformation. They pro-
posed an ensemble method combined with long short-term
memory and character-level convolutional neural network.
The proposed method showed the ability to transfer knowl-
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TABLE 10. Summary of GAN models in One domain, mix domain and cross-domain for fake reviews detection.

Ref Dataset Method Features Results Comments
[7] e AMT e Fake Generative o Glove2vec o Accuracy: 89.2%. e Didn’t outperform the state-of-
dataset Adversarial ~ Network the-art methods.

(FakeGAN) GAN is not good enough for
text classification due the
stability of GAN that makes
hyper-tuning challenging task.
This suggests using conditional
GAN with better hyper tunning.

[14] e YelpChi e GAN Word2vec e Hotel domain accuracy: The review embedding
(CBOW). 80% representation can be enhanced

Extracted attribute
and behavioural
Features.

Restaurant domain
accuracy: 75.6%.

by exploiting more available
information.

[25] e Yelp Chi

e Behaviour features
generative adversarial
network

Extracted Real

behaviour features:

Extracted easily

accessible features.

Hotel domain accuracy:

83%.
Restaurant domain
accuracy: 75.7%.

The proposed model didn’t
perform well on restaurant
domain. This suggests building
specific model for each domain.

Dimensional
Noise

Vector Predicted

Labels

Real Discriminator
Data Network

Generator Network Fake Data

FIGURE 5. The simple architecture of Generative Adversarial Network
(GAN).

A

edge from labelled data in one domain to another domain.
Moreover, transfer learning is a promising technique for
detecting the inauthentic behaviour of products. However,
the proposed model used a more straightforward method,
such as n-grams.

3) GENERATIVE ADVERSARIAL NETWORK (GAN) IN
DETECTING FAKE REVIEWS

GAN has been achieving remarkable efficiency in various
research fields, such as image processing [166]. GAN’s
framework consists of two models: a generator that produces
reviews and a discriminator that estimates the probability that
a review is genuine rather than fake. We display a simple
architecture of the GAN algorithm in Fig. 5. Firstly, the gen-
erator produces a data sample and a discriminator classifying
the data as real (training) or false (produced by a generator).
The generator aims to produce samples similar to the true data
to delude the discriminator. The purpose of the discriminator
is to distinguish all types of data samples correctly. In this
sub-section, we shall sum up the existing GAN methods in
the literature shown in Table 10.

Aghakhani er al. [7] proposed a semi-supervised Fake
Generative Adversarial Network (FakeGAN) model to handle
the scarcity of dataset for fake reviews detection. A model
for generating samples with the same distribution consists
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of one generative and one discrimination model [167]. Two
discriminators were proposed to solve the generator’s con-
vergence and create a much stronger generator. The first one
distinguishes between fake reviews and truthful reviews. The
second one separates between samples from fake reviews
distribution and reviews generated by the LSTM genera-
tive model. Maximum likelihood estimation is utilized for
training the generator on fake reviews. The results on the
AMT dataset [77] showed that the proposed model achieved
an 89.2% accuracy. However, the proposed model did not
outperform the state-of the-art method. Furthermore, the
result indicates that using GAN is not good enough for text
classification due to GAN’s stability, making hyper-tuning
is a challenging task for the proposed model. Similarly,
You et al. [14] utilized deep learning techniques for incorpo-
rating inherent attributes from various domains to handle the
cold start problem in fake reviews detection. They proposed
a model that encoded items, reviewers, and reviews, along
with their attributes such as date, price ranges, and location.
Furthermore, to adapt the knowledge from one domain to
another, they proposed a domain classifier. The proposed
method included three layers: the first layer integrated var-
ious attributes into the model, the second layer captured
the three relations such as (entity-entity), (entity-attribute),
and (attribute-attribute), and the third layer implemented a
domain classifier to capture the domain correlation. The
proposed model is evaluated based on the Yelp Chi dataset
created by Mukherjee et al. [8]. The proposed model achieved
better results than SVM, with an 80% accuracy on the hotel
domain and 75.6% on the restaurant domain. The generative
adversarial network is instrumental in handling cold start
problems. However, the proposed model was not compared
to other embedding methods.

Later, Tang et al. [25] proposed a generative adversarial
network model to handle the cold start problem in fake
reviews detection. The synthetic behaviour features are gen-
erated for new users with no features. Firstly, six real fea-
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tures were extracted for regular users and three kinds of
easily accessible features that already existed for new users
and regular users. As they took easily accessible features as
an input, synthetic behaviour features are generated using
a GAN generator. The generator of GAN consists of six
layers. The first three layers were used for normalization
purposes and get easily accessible features. The other three
layers were used to transform the readily accessible features
into synthetic behaviour features. After that, the generator is
trained using GAN’s discriminator and applied to the new
user to get synthetic behaviour features. The proposed model
was evaluated on the Yelp Chi dataset [8] that contain two dif-
ferent domains (Hotel and Restaurant). The proposed model
outperformed the state-of-the-art methods [8], [22], [14] with
an accuracy 83% on hotel domain and 75.7% on restaurant
domain. Further, combined features improved the classifica-
tion model performance. However, the proposed model failed
in detecting fake reviews in cross-domain.

4) OTHER NEURAL NETWORK METHODS
In this sub-section, we shall sum up the other neural network
models in the literature shown in Table 11.

Instead of relying strongly on expert knowledge to recog-
nize fake reviews with a new perspective, Wang et al. [76]
introduced a new spam detection model based on the relations
between reviewers and products. They constructed a 3-mode
tensor based on the relations generated from two entities;
tensor factorization algorithms called RESCAL [168] were
utilized to learn the vector representation of product and
reviewers automatically. Lastly, the final concatenated rep-
resentation of the review is fed into a support vector machine
classifier. The Yelp Chi dataset [8] was used to evaluated
the proposed model. The results showed that the proposed
model outperformed the state-of-the-art method [8], [72] with
an 85.9% accuracy on the hotel domain and 87.8% on the
restaurant domain. The proposed model showed that the rela-
tions between reviewer and product are critical to enhance
the classification model performance. To detect a single fake
review, Wang et al. [17] introduced a multi-dimensional time
series model. A unique index was introduced to determine
reviewers’ credibility by taking trustworthiness and expertise
together. The ranking method was introduced to summarize
all spammers in various dimensions to detect abnormal time
series aspects. When a single fake review happens in the
time series, the window size time is reduced. The results
showed that the proposed model was useful with human
assessment compared to the average RHR on the datasets,
consisting of 408,469 reviews from different websites. They
discovered that many reviews were posted at the same time
on different days between 2009-2010. However, the proposed
model did not use metrics like recall, precision, F1 mea-
sure, and accuracy to evaluate the method. Heydari et al. [5]
introduced a pattern recognition method to identify decep-
tive reviews fallen in suspicious periods based on metadata
and rating deviation features. A time series is constructed
to determine oscillations in several reviews for each prod-
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uct. A sliding window is utilized to capture the suspicious
periods and find the patterns. The results on real datasets
from Amazon.com showed that the proposed method per-
formed well in fake review detection with an 86% F-measure.
Despite the advantages of the proposed method, it focused
on suspicious periods rather than reducing expensive com-
putations in the scoring phase. Furthermore, Hand annotated
techniques need many human resources, and adding meta-
data such as IP address can boost the proposed model’s
performance.

Later, Li et al. [27] introduced a sentence weighted neural
network model (SWNN) for review representation to detect
fake reviews. The proposed model converted the sentence
into a document vector; every sentence is linked to the
weight. A sentence consisted of distinct reviewer’s words.
They then added POS and First-Person Pronoun features to
determine if the review was fake or not. The proposed model
is evaluated on the AMT dataset [6], which contained Hotel,
Restaurant, and Doctor domains. The results showed that the
unigram feature achieved the best results on the restaurant
domain with an accuracy of 78.5%. In comparison, com-
bined features achieved the best results on the doctor domain
with an accuracy of 61.5%. On the mixed domain, SWNN
outperformed the state-of-the-art methods [119], [169] with
an accuracy of 80.1%. On one domain, the F1 score is
used as a metric that yielded the following results: 83.7%
on the hotel domain,87.6% on the restaurant domain and
82.9% on the doctor domain. However, it was not able to
predict exact results in mix and cross-domains. In order
to detect a single fake review, group of reviewers, and
reviewer simultaneously, Noekhah et al. [45] introduced an
unsupervised Multi-Iteration Network Structure based on
behavioural and structural features. The proposed model used
the inter-relationship (relationships among reviewers) and
intra-relationships (the relationship between product, review-
ers, and reviews) as feature extraction. The results on the
dataset from Amazon.com showed that the proposed model
achieved a 98% accuracy with combined features, 74% accu-
racy with behavioural features, and 69% accuracy with struc-
tural features. However, they did not compare it with other
methods to show the effectiveness of the proposed model.
They did not use all the metadata features, which can improve
the classification model performance.

Recently, Yuan et al. [57] introduced a hierarchical fusion
attention network to learn representations from product and
user level for fake reviews detection. User-product multi
attention unit is introduced to extract the user-product fea-
tures from the sentence representation. Then, fusion atten-
tion units and orthogonal decomposition were applied to
learn the user-product representation. Lastly, they defined
the reviews as relations between product and user. They
used TransH; a model used to embed a knowledge graph
in vectors to encode the product-review-user relation-
ship [170]. The proposed model was evaluated based on the
Mobile01 Review dataset [171], and Yelp datasets [72].
The results showed that the proposed model outperformed
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TABLE 11. Summary of other neural network models in One domain, Mix domain and cross-domain for fake reviews detection.

Ref Dataset Method Features Results Comments

[5] e Real datasets e Pattern e Product e Fl-measure: 86%. o It focused on suspicious periods
from recognition feature and rather than reducing the problem
Amazon.com method rating of expensive computations in the

behavior scoring phase.
feature e Hand annotated techniques need a
lot of human resources.

e Adding metadata such as IP
addresses could boost the
performance of the proposed
model.

[17] e Reviews e Multi- o - .o - e They found that many reviews
from dimensional were posted at the same time on
different time series different days.
websites e The proposed model did not use

metrics like recall, precision, F
measure and accuracy to evaluate
the method.

[27] e Consists of e Sentence e Behavioral o Hotel domain accuracy: e The proposed model did not
three weighted features 83.7%. perform well in cross-domain.
domains neural o Content e Restaurant domain accuracy: o Utilizing soft alignment attention
(hotel, network features. 87.6%. method to the proposed model
restaurant, Model e Doctor domain accuracy: could be enhanced the results.
and doctor) (SWNN) 82.9%.

[22] e Yelp Chi e Spam e Word2vec o Hotel domain accuracy:65.4% e Relations between reviewer and
detection (CBOW). e Restaurant domain accuracy: product are significant to enhance
model e Behavioral 62%. performance.

Features.

[45] e Reviews e Unsupervise o Unsupervise e Combination features e Adding all the metadata features
from d Multi- d Multi- accuracy: 98%. can boost the performance.
Amazon.com Iteration Iteration o Behavioral features accuracy:

Network Network 74%.
Structure o Content features: 69%.

[57] e Mobil0l firs e Hierarchical e User-product e 86.96% F1 measure on e The product level and user level
t post fusion features Mobil01_first post dataset are critical in detecting fake
dataset. attention e Pre-trained o 48.37% F1 measure on reviews.

e Mobil0l_Re network embedding Mobil01_Reply dataset. e The proposed model could
ply dataset. (300- e 83.24% AUC on Yelp Chi capture  the coarse-grained

e Yelp Chi dimensions). e 84.78% AUC on Yelp NYC feature.

e Yelp NYC e 87.28% AUC on Yelp Zip

e Yelp Zip

[65] e Gold e Deceptive e LDA e Accuracy on Yelp Chi: 84.5%. e Combination of fine-grained and
standard reviews e Word2vec e Accuracy on hotel: 85.9%. coarse-grained features.
dataset detection e Accuracy on restaurant: o Course-grained features improved

e Yelp Chi framework 81.5%. the performance better than fine-
e Accuracy on Doctor: 82.7%. grained features.

e The proposed model suffers from
time complexity compared to a
single model.

[69] e Gold e Hybrid deep e Paragraph e Accuracy: 92.5%. o Ignored some other features such
standard learning vector e Fl-measue: 92.4%. as emotional aspects that can
dataset models method improve the performance.

e BOW

[71] o Twitter e Deep graph e Occasional e Twitter dataset accuracy: e The proposed model lost some
dataset and neural relations and 93.95%. useful information during the
Weibo network stable . training.

. e Weibo dataset accuracy:
dataset relations

90.74%

the state of art methods such as: SVM with content

(TDSD) [76], Couple Hidden Markov model (CHMM) [81],
Spam2Vec [172], CNN-GRNN [3], Sentence weight neural
network (SWNN) [27], Attention-based neural network

and behavioural features [97], [171], Graph-based model
(RSD) [150], SpEagle [72], Tensor decomposition model
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(ABNN) [75], AEDA [14]. It achieved an 86.96% F1 score
on the MobilO1_first post dataset, with a 48.37% F1 score on
the Mobil01_Reply dataset, 83.24% AUC on the Yelp Chi,
84.78% AUC on the Yelp NYC, and 87.28% AUC on the Yelp
Zip. The proposed model showed that the product level and
user level are critical in fake review detection.

More recently, Cao et al. [65] introduced a decep-
tive reviews detection framework based on combination
fine-grained and coarse features to implicit the seman-
tic information from reviews. The extract features were
learned with a coarse-grained concatenation of 2- neural
network layer and Latent Dirichlet Allocation (LDA). The
fine-grained features were learned parallelly by using deep
learning techniques. Lastly, a combination of features is used
to train a support vector machine algorithm for classifying
whether the review is genuine or not. The results on a gold
standard dataset [100] and a real-life dataset [8] showed that
the proposed model could improve the performance in one
and mix domain. Moreover, LDA with Text CNN achieved
the best results on the two datasets in one and mix domain.
Further, using coarse-grained features improved the perfor-
mance better than fine-grained features. However, the pro-
posed model suffers from time complexity compared to the
single model. Similarly, a hybrid deep learning model was
proposed [69] to capture the semantic meaning of reviews to
identify fake reviews. The proposed model consisted of three
phases; First, they utilized two neural network architectures
(Paragraph Vector Distributed Bag of Words and the Denois-
ing Autoencoder) to extract the review embedding. Then,
the feature representation embedding from the two models is
concatenated and fed to a fully connected layer to determine
whether the review is fake or genuine. The results on a gold
standard dataset [77] showed that the proposed model out-
performed the state-of-the-art methods with 92.5% accuracy.
However, adding other features, such as an emotional aspect,
could improve the performance.

From their part, Guo et al. [71] proposed graph neural
network method to identify spammer by jointly embedding
the occasional relations and stable relations. The parametric
random walk method [173] was used to extract the occasional
relations, while a direct vectorized encoding method was used
to model the stable relation. Graph deep learning was devel-
oped to model the features of interaction. The experimental
results on two real-world datasets showed that the proposed
model outperformed the baseline approaches such as CNN,
MLP, SVM and LSTM.

SUMMARY: Neural networks are one of the most effec-
tive machine learning methods. For this area of research, deep
learning is used and achieved significant outcomes. Further,
there is no need for feature extraction for deep learning; these
can be extracted directly from the input dataset without any
learned knowledge or interventions. However, these mod-
els also have some limitations when applied in fake review
detection. One of the main problems associated with deep
learning algorithms is that deep learning models don’t pro-
vide a comprehensive understanding of learning. Deep learn-
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ing can be considered a “‘black box”” model that does not have
declarative knowledge to explain the outcomes. Moreover,
it requires a large amount of data compared with traditional
machine learning, which means we cannot use deep learning
algorithms with a small dataset. Furthermore, deep learning
models require extremely computational resources.

VI. EXPERIMENTS

In this section, a first-hand evaluation of the performances of
seven promising deep learning algorithms on two datasets is
presented. These algorithms are character-level convolutional
-LSTM, convolutional -LSTM, HAN, convolutional HAN,
BERT, DistilBERT, and RoBERTa. The main goal is inves-
tigating to what extent such algorithms are able to detect fake
reviews. Note that, some of these algorithms have been used
by researchers in different domains [174]-[179]. However, as
of yet, they have not been used in the fake review detection
field. Therefore, this study demonstrated the efficiency of
such algorithms in detecting fake review, which can pose as
a baseline for further research. For the initial experiments
in this study, we used two datasets. The first dataset is the
“Yelp Consumer Electronic dataset” [79] that crawled
through review datasets based on the web-scraper process
from Yelp.com. They labelled them based on content and user
behavioural features. This dataset was annotated based on the
rule-based method. For example, the dataset was constructed
on some rules that considered the review as a fake if different/
same users posted reviews of the different/ same product.
This dataset presents a real-life dataset which is preferred as
this will help the researchers to build a fake review detection
model that can be used efficiently in the real world. A second
dataset is the “‘deception dataset”[100] constructed from
TripAdvisor and Amazon Mechanical Turk websites from
Chicago city, which contains 3,032 reviews from different
domains (Hotel, Restaurant, and Doctor) by crowdsourcing
platform. This dataset has extensively used in literature, and
it is semi-real dataset [3], [4], [12], [27], [29], [32], [37], [65].
For simplicity, we combined these three-domain reviews at
current stages, and we leave the investigation of each domain
separately (i.e., multi-domain detection model) for future
work. As can be seen from the previous section, to design
a fake review detection model, the following steps are
performed.

A. DATASET PRE-PROCESSING

During this phase, datasets were pre-processed in order
to eliminate the noise, such as stop words, URLs, emo-
jis, etc. The pre-processing has been carried out with the
NLTK toolkit," an open-source library commonly used. First,
we used tokenization to divide the text into a list of tokens;
then, we removed the stop words that cause noise in text clas-
sification. Finally, we used the stemming method to reduces
the words to their root. Table 12 shows the information of
reviews in the deception dataset and yelp consumer electronic

1 https://www.nltk.org/
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TABLE 12. The basic information of reviews in Yelp dataset and deception dataset.

Dataset Subject Category Number of Number of unique Number of
reviews words sentences
Deception dataset Doctor Fake reviews 356 5128 2369
Genuine reviews 200 5098 1151
Hotel Fake reviews 1080 16,635 8463
Genuine reviews 1080 17,328 9258
Restaurant Fake reviews 201 5136 1827
Genuine reviews 201 5126 1892
Yelp Consumer Restaurant Fake reviews 9653
Electronic dataset review Genuine reviews 20828 38916 30481

datasets. For simplicity, we combined the three-domains
reviews in the deception dataset.

B. FEATURE EXTRACTION

Feature extraction is an essential part of getting the most
accurate and useful information from the given data to
improve performance and results. For Neural network mod-
els, we used pre-trained GloVe embedding methods with
100-dimensions [116]. The GloVe is an unsupervised learn-
ing method trained on large datasets of one billion words
used for obtaining vector representation of words and have
achieved good results in fake review detection, as we men-
tioned earlier. GloVe is very straightforward and used to
enforce the word vectors to capture sub-linear relation-
ships in the vector space. Thus, it proves to perform bet-
ter than Word2vec in the word analogy tasks. Moreover,
Glove adds some more practical meaning into word vec-
tors by considering the relationships between word pairs
rather than words. Furthermore, Glove gives lower weight
for highly frequent word pairs, so to avoid meaning-
less stop words like “‘the”, “an’ will not dominate the
training progress.

C. ALGORITHMS
In this section, we describe the neural network model and
transformers used in our experiments.

1) C-LSTM

The C-LSTM extracts a sequence of higher-level phrase
representations using CNN and feeds the sequence into a
long short-term memory recurrent neural network (LSTM)
to obtain the sentence representation [174]. For each word
in a given sentence, the convolutional layer applies a matrix-
vector function. LSTM propagates historical information
over the neural network chain. In our work, first, CNN
is built to learn the higher representation of n-grams on
top of the pre-trained word vector. Then, the feature maps
CNN that are designed as sequential window features to
serve as the input of LSTM in order to learn sequential
correlations from high sequence representations. This turns
each sentence into a succession window (n-gram) features
to activate factors in sentences. In our work, we used one
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LSTM layer and one convolutional layer with 128 filters.
Then, we fed it into LSTM architecture with dropout 0.2 and
100 output dimensions. Finally, we used the sigmoid func-
tion for the output layer to classify the review as fake
or genuine.

2) CHARACTER LEVEL C-LSTM

A sequence of encoded characters is recognised as input in
this model [175]. The encoding is achieved by prescribing
for the input language, a fixed length of alphabets, and mea-
suring each character with one-hot encoding. Then, the char-
acters are converted into vectors with a fixed length. The
quantification order for the character is reversed, allowing
the last character reading near the beginning of the output,
making it easy to compare weights with the latest reading
for completely connected layers. In our work, we designed a
character-level embedding layer by retrieving characters from
the review dataset. One layer of convolutional units was fol-
lowed by two layers of convolutional filters 3 and 5. We used
two max-pooling and a dropout of 0.2. Then, we created
bi-LSTM with fully connected layers and ReLLU function.
Finally, we used the sigmoid function for the output layer with
an ADAM optimizer.

3) HIERARCHAL ATTENTION NETWORK (HAN)

Hierarchical Attention Network (HAN) is an algorithm pro-
posed to capture the whole document structure. The HAN
model consists of hierarchal structures (word encoder, word
attention, sentence encoder, and sentence attention) using
Bidirectional GRU [176]. In our work, we set the maximum
length to 200, then, Bi-GRU with 100 output dimensions
was fed to the attention layer. We utilized the word encoder
as input to generate sentence encoder time distributed layer.
Lastly, we used an ADAM optimizer with a 0.001 learning
rate to optimize our model.

4) CONVOLUTIONAL HAN

In this model, in addition to HAN architecture, we included a
1-dimensional convolution layer before each two-way GRU
layer in HAN to extract high-level input features. This layer
takes the feature of the text review before being fed to the
attention layer. Similarly to HAN architecture, we set the
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maximum length to 200, then, Bi-GRU with 100 output
dimensions was fed to the attention layer. Further, we used
an ADAM optimizer with a 0.001 learning rate to optimize
our model.

5) BIDIRECTIONAL ENCODER REPRESENTATIONS FROM
TRANSFORMERS (BERT)

BERT is a transformer-based pre-trained model to pre-train
deep bidirectional representations from the unlabelled text by
learning right and left word context [177]. BERT is pretrained
on English Wikipedia text paragraphs of 2500 million words
and books corpus with 800 million words. In contrast to the
directional model, which read the text sequentially from right
to left or left to right, BERT read the entire sequence of
words at once, which allows the model to learn the context
of the word based on its surroundings (right and left of the
word). In our work, we used the BERT model consisted
of 12 layered transformer blocks, where each block contained
12 self-attention layers and 768 hidden layers. One sentence
at a time was fed into the model. The input sentences were
divided into tokens and mapped with the BERT library as
input IDs. At the beginning and end of each sentence, both
the Classification Token and SEP (separate Segment Token)
were added. A fixed-length input mask of 0 was applied,
indicating padded tokens, and 1 shows unpadded tokens. The
token embedding lists were given to each transformer, and a
feature vector of the same length was generated at the output.
The CLS output on the 12th transformer layer containing
prediction probability vector transformations was used as a
combined sequence representation from which classification
was made.

6) DistilBERT

DistilBERT is a light version of BERT [178] proposed to mit-
igate BERT limitations, such as computational complexity,
fixed input length size and word piece embedding problem.
DistilBERT has the same architecture as BERT, but with
additional steps as the number of layers is reduced, token type
embedding, and the pooler are removed. In our work, we used
the DistillBERT model consisted of 6 layered transformer
blocks, where each block contained 12 self-attention layers
and 768 hidden layers. We tokenized the input texts and
convert the tokens into input IDS. Then, we padded and

TABLE 13. Performance of neural network models and transformers.

fed the input IDs into the DistilBERT model for a binary
classification task.

7) ROBUSTLY OPTIMIZED BERT APPROACH (RoBERTa)
RoBERTa is an extended version of BERT that can exceed the
BERT transformer’s performance [179] by training the model
longer, training on longer sequences, and removing the next
sentence prediction. In addition to English Wikipedia and
books corpus, RoOBERTa is pre-trained on one more dataset;
Common Crawl News datasets containing 63 million news
articles in the English language. Similarly, in this research,
to encode the inputs in tokens and designate them as input
ids, the RoBERTa tokenizer was used. These IDs have been
padded to a fixed length to prevent row variation. The charac-
teristics of the sentence pair classification were then extracted
from the tokens.

D. RESULTS AND DISCUSSION

In this section, we specifically discuss the performance anal-
yses of deep learning models and transformers architec-
tures. To do these experiments, we used the same parameters
according to the original proposed architecture. We divided
each dataset into training, validation and testing to perform
the experiments. Based on these predefined parameters, eval-
uate these algorithms performance in fake review detec-
tion in terms of performance accuracy, precision, recall, and
F1-score as described in Table 13.

As it can be noticed that RoBERTa achieved the best
performance for both datasets compared with peer algorithms
where it obtained 70.2%, 65%, 61%, and 61.5% for accuracy,
precision, recall, and F1-score, respectively. It also achieved
91.02%, 92.5%, 90%, and 90.5% for accuracy, precision,
recall, and F1-score, respectively, on the deception dataset.
Interestingly, its performance on the deception dataset is
much better than Yelp datasets. This is because fake reviews
on the Yelp website are more realistic (70.2% accuracy), and
fake review detection is more challenging with such sort of
dataset where there is overlapping between legitimate and
fake review data. In contrast, the deception dataset is rep-
resenting semi-real data. BERT, another transformer model,
also achieved a considerable performance for both datasets.
As such, it can be concluded from such results that trans-
former models are much better in detecting fake reviews, and

Datasets
Yelp Consumer Electronic Deception
Model Acc Pre Rec F1 Acc Pre Rec F1

C-LSTM 68.2% 50% 50% 56% 58% 58% 51% 46%

HAN 64.8% 56% 55% 54% 75.1% 74.5% 75.5% 75%
Convolutional HAN 65.9% 58.5% 56.5% 57% 68.1% 67.5% 66.5% 66.5%

Char-level C-LSTM 65% 56.5% 54.5% 54% 79.4% 79% 79.5% 79%
BERT 70% 65% 57% 56% 86.2% 88.5% 84.5% 85.5%

DistilBERT 68.8% 62% 57.5% 57% 83.2% 85% 81.5% 82%
RoBERTa 70.2% 64% 61% 61.5% 91.02% 92.5% 90% 90.5%
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this is because they are trained on large datasets. This could be
a good starting point for utilizing such models and developing
new ones in the future to improve fake review detection.

On the other hand, deep learning algorithms such as
C-LSTM, HAN, convolutional HAN, and char-level
C-LSTM have showed poor performances. This can be
explained in two folds: First, such algorithms need a huge
amount of data to learn and achieve a good performance.
In our experiments, both datasets have few thousands of
reviews that may not be sufficient to learn the boundary
between legitimate and fake reviews. The second reason is
such algorithms need extensive parameters tunning process
to obtain better results. In our experiments, we used the
predefined parameters of such models in literature which may
not appropriate for fake review data. This study also provided
deep analysis for improving these algorithms’ performance in
the future to enhance the fake review detection accuracy.

VIl. CHALLENGES

In recent years, much work has been done to increase the reli-
ability of online contents. Despite the progress that has been
made, there are still challenges that need to be addressed.
In this section, we highlight the current gaps in this research
area and the possible future directions.

1) Group of spammers detection. Literature indicates
that identification group of spammers is a significant
part of fake reviews detection (Mukherjee, et al., 2012).
The plenty of group of spammers leads to the propa-
gation of fake reviews in specific real-time intervals.
Therefore, by considering the studies that focus on
burst patterns to detect fake reviews, they discovered
high accuracy in fake reviews detection. The study of
burst patterns using new techniques to detect spammers
needs more investigation for future research.

2) Explainable Fake Review Detection Model. Deep
learning performed a significant role in natural lan-
guage processing with excellent outcomes. However,
it is considered as “Black Box™ that does not have
declarative knowledge for further explanations of the
outcomes. All of the deep learning models for fake
review detection are not interpretable. Due to this, it is
difficult to trust the model performance and results. For
instance, what do some of the deep learning models
underperform other models on one dataset but out-
perform another dataset? What deep learning models
learn? Interpretability can be conducted by relying on
fundamental theories. So far, there has been no research
to explain the fake review detection model. Based on
that, there is a need for explainable fake review detec-
tion models [180].

3) Handling Concept drift problem. Existing methods
may not be appropriate for fake reviews detection in
the real-world application where the reviews’ features
changed over time regarding the dynamic nature of the
reviews [51]. Furthermore, the prediction model needs
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to be updated frequently in real world applications [51].
So, there is a need for an efficient model that can handle
the concept drift problem in the real-world scenarios.

4) One class classification model. One class classifica-
tion method can provide a solution to deal with unla-
beled datasets in a real-world application. For example,
one class condition, Randoms field, has been applied
to Twitter datasets for anomaly information analy-
sis [181]. Other one-class classification algorithms can
be used, such as one-class support vector machine
(OSVM) [182], and Non-OSVM models [183]-[185],
which can deal with unlabeled real-world data. There
is a need to study for unlabeled fake review dataset to
solve the lack of dataset issue in fake review detection.

5) Cross domain fake review detection. The cross-
domain problem needs to be effectively addressed. The
issue of lack of annotation datasets is disappointing
in fake review detection. Applying a model trained in
the source domain and tested in the target domains is
a significant research direction. The existing literature
focused only on one domain of fake review detec-
tion, so these proposed models failed when training
in the domain and tested in other domains. For exam-
ple, the authors [80] trained the model in the domain
and tested the other domain. The experimental results
show the performance has significantly dropped com-
pared with the performance in the same domain. More
research and investigation are needed for cross-domain
fake reviews detection [67], [186].

6) Multilingual fake reviews detection. Fake review
detection is turned into the multilingual analysis. Users
can post a review in a different language, such as
English, Chinese, Malay or Arabic. So far, few stud-
ies have used fake review datasets from different lan-
guages [97], [187]. As spammer write quickly, and they
copy text from another dataset. The spammer can also
use a language translation tool to convert the English
review to any other language. So, there is still a need
to address this issue for detecting multilingual fake
reviews.

VIil. CONCLUSION

This paper presented an extensive survey of the most
notable works to date on machine learning-based fake review
detection. Firstly, we have reviewed the feature extraction
approaches used by many researchers. Then, we detailed
the existing datasets with their construction methods. Then,
we outlined some traditional machine learning models and
neural network models applied for fake review detection
with summary tables. Traditional statistical machine learning
enhances text classification model performance by improving
the feature extraction and classifier design. In contrast, deep
learning improves performance by enhancing the presenta-
tion learning method, algorithm’s structure and additional
knowledge. We also provided a comparative analysis of some
neural network model-based deep learning and transformers
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that have not been used in fake review detection. The out-
comes showed that RoOBERTa achieved the highest accuracy
on both datasets. Further, recall, precision, and F1 score
proved the efficacy of using RoBERTa in detecting fake
reviews. Finally, we summarised the current gaps in this
research area and the possible future direction to get robust
outcomes in this domain.

We can conclude that most of the existing works focused
on supervised machine learning to detect fake reviews. How-
ever, supervised machine learning needs a labelled dataset
to predict whether the review is fake or not, which can be
hard to obtain in a fake review detection area. According to
the difficulty of obtaining labelled dataset, we observed that
the most commonly used datasets in the current works are
constructed based on a crowdsourcing framework. Evaluating
the machine learning techniques on these datasets is not
preferred as these datasets do not present the fake review in
a real-world application. Consequently, assessing the classi-
fiers on the real-world application is preferred as this will help
us developing algorithms that can work efficiently in the real
world.

‘We believe this survey will be valuable for researchers with
a comprehensive understanding of this field’s key aspects.
It elucidates the most notable advances and sheds some light
on expected future directions.
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