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Abstract 

In this paper a fast and robust method is proposed to 
search a large video collection for given short clips. 
Compared with existing video searching methods which 
use visual features only, our scheme performs a two-
phase hierarchical matching technique using visual and 
audio features successively. Considering that video sam-
pling rate (25 or 30 fps) is much lower than that of audio 
(8 to 48 kHz), a coarse search is implemented with sub-
sampled video frames first, and then potential matches 
will be verified and accurately located using fine audio 
features. Both features are extracted directly from MPEG 
compressed video for computational efficiency. Experi-
ments have been conducted on over 10.5 hours of video 
to search for re-occurrences of 83 TV commercials and 
one news lead-out clip. All the 220 instances are cor-
rectly detected with no false alarm. Our experiments also 
show that the proposed method is robust to variations of 
video bit rate, frame rate, frame size and color shifting.  

1. Introduction and related work 

In this paper, a two-phase video searching method us-
ing visual and audio features successively is proposed, 
with the aim of achieving high search accuracy and low 
computation. Compared with other methods considering 
coarse visual features only, we incorporate fine audio fea-
tures for verification and accurate localization.  

To search given short clips from long video streams, 
the common method is to effectively represent the given 
clips first and then sequentially search for them in the tar-
get streams. Current video searching methods based on 
representative image matching can be summarized into 
three main categories: frame sequence matching [2]-[5], 
key-frame based shot matching [6]-[8] and sub-sampled 
frame matching [8]-[10].  

Although frame sequence matching attained certain 
level of success in [2]-[4], the common drawback of these 
techniques is the heavy computational cost of the exhaus-
tive search. [5] improved on this by skipping unnecessary 
steps during the search, while guaranteeing exactly the 

same search result as exhaustive search. However, we be-
lieve that the search speed can also be improved by using 
coarser visual features. Besides, methods in [5] need to be 
tested with different video variations. 

Key-frame based shot matching is another popular 
method for video identification and retrieval [6] [7]. 
When applied to short clip searching, this method, how-
ever, has some drawbacks. First, the performance of shot 
representation strongly depends on the accuracy of shot 
segmentation and characteristics of the video content. For 
example, if the given clip has blurry shot boundaries or 
very limited number of shots, shot-based searching will 
not produce good results. Second, shot resolution, which 
could be a few seconds in duration, is usually too coarse 
to accurately locate the instances in the video stream. 

Some other methods [8]-[10] consider sub-sampled 
frame matching for video stream searching. Although 
search speed can be accelerated by using coarser temporal 
resolution, these methods may suffer from inaccurate 
localization. And when the sub-sampled frames of the 
given clip and that of the matching window are not well 
aligned in temporal axis, it will affect the matching result. 
[10] partially overcomes this sub-sampled frame shifting 
problem and is robust to video frame rate change. 
However, feature extraction in [10] is time consuming, 
therefore not suitable for on-line processing and large da-
tabase search.  By being able to recognize and locate multiple  occur-
rences of given video clips, such as commercials and 
news program lead-in & lead-out theme-music, in un-
known video streams, one can verify advertisement air 
time and reveal the broadcast structure. Different from 
video content detection, such as commercial break detec-
tion [1] whose purpose is for commercial filtering, video 
stream searching seeks to identify re-occurrences of given 
individual clips and needs to accurately locate its position 
if an instance is found inside the long streams. 

2. Feature extraction 

Our feature extraction considers four principal chal-
lenges for video search: The feature should be compact 
while being informative enough for the identification task; 
the selected visual features must be robust to likely distor-
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tions and alteration of the video content; the feature reso-
lution must be efficient for fast search, but also fine 
enough to accurately locate the instances; and the feature 
extraction must be computationally efficient. In order to 
reduce computational complexity, we extract both audio 
and visual features directly from the compressed domain. 

2.1. Visual feature extraction and representation 

In our approach, we simply use I frames of the MPEG 
videos to characterize video content. Two main advan-
tages are obtained by using I frames as representative im-
ages. Firstly, the uniformly sub-sampled I frames of 
MPEG video have coarse temporal granularity, which is 
typically hundreds of milliseconds depending on the 
MPEG GOP parameter, therefore I frames can compactly 
represent the video while still being informative enough 
for the recognition task. Secondly, the color features of I 
frame can be extracted directly from compressed video 
stream [4] to avoid decoding cost.  

Figure 1. Compact visual features to represent the 
whole clip (take Y channel for instance). 

As described in Figure 1, each I frame is represented by 
a reduced image, of size 2 × 3. For each Y, Cb or Cr 
channel, we calculate the average value of each of the 6 
sub-images, using dc coefficients directly. After raw fea-
ture extraction, in total 18 (#Y/#Cb/#Cr=6/6/6) coeffi-
cients will represent an individual I frame.  

Raw feature extraction is then followed by ordinal 
measure representation as in [3]. Since ordinal measure is 
non-sensitive to uniform color shifting, it can represent 
the video content robustly. Considering that the total 
combination of the ordinal measures is limited (6! =720 
possible patterns for the given 6 sub-images), each possi-
ble ordinal measure combination can be treated as an in-
dividual pattern. Therefore for a set of key frames to rep-
resent a given clip or corresponding matching window in 
the video stream, we can form the normalized pattern 
distribution histogram over the whole video clip to 
represent it globally and compactly.  

After the above operations, the clip can be represented 
by 3 normalized 720-dimensional histograms, correspond-
ing to Y, Cb, and Cr channels respectively. For each 
channel, the clip is represented as:  
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Here N=720 is the number of histogram bins, namely 
the number of possible patterns mentioned above.  

The advantages of using ordinal measure based histo-
grams as visual features are two fold. First, they are ro-
bust to frame size change and color shifting problem as 
mentioned above. Secondly, the shape of the pattern dis-

tribution histogram can describe the whole clip globally; 
therefore it is insensitive to video frame rate change and 
other local frame changes compared with frame sequence 
matching in [2]-[5].   

2.2. Audio feature extraction 

Since coarse visual feature may cause potential false 
matching and can’t accurately locate the instance, fine au-
dio features are introduced in this section in order to lo-
cate the instance more accurately and also for verification.  

From the available audio features, we choose audio 
loudness and SFM (spectrum flatness measure) features, 
which have demonstrated good performance in [12]. In 
our method, both features are estimated directly from 32 
sub-band coefficients of the compressed audio granules 
without decompression. In MPEG 1 layer 1/2 audio com-
pression, each non-overlapped compressed audio granule 
represents a temporal window that contains 384 audio 
samples. Both Loudness and SFM features were calcu-
lated based on 4 frequency bands with equal length. 
Therefore in total 8 coefficients (#Loud/#SFM=4/4) will 
represent an individual compressed audio granule, instead 
of its 32 sub-bands coefficients. Finally an n × 8 matrix 
will be generated to represent the whole clip, where n is 
the clip length, namely the number of granules.  

3. Hierarchical video search algorithm 

3.1. Two-phase sequential search 

Figure 2. Two-phase sequential video search. 

The two-phase sequential localization process is de-
scribed in Figure 2. In the first phase, sequential search 
will go through the target stream based only on visual fea-
tures described in Section 2.1. Search granularity in this 
phase is the interval between two I frames. If a potential 
match is detected, then audio features will be extracted 
from the audio track, as described in Section 2.2, to 
search around the potential position corresponding to the 
result from video track, for verification and accurate lo-
calization. For robustness, the verification area of the au-
dio track is extended to one more neighboring I frame on 
each side of the given position. In the last step, the start 
position of the found instance will be converted from au-
dio track back to video track, finally locating the start po-
sition to a video frame. 
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3.2. Coarse visual match

For visual feature histogram matching, we use the re-
ciprocal of Euclidean distance as the similarity measure 
between the given clip Hv and the sliding matching win-
dow Hsw. For each color channel, similarity is defined as:  
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The similarity over the whole clip is defined as the 
maximum similarity value of three Y, Cb, and Cr channels: 

CrCbYcHHSHHS swvcswv ,,)},(max{),( ==
Let the similarity measure array be { }11; −+≤≤ nmiSi

corresponding to m+n-1 sliding windows, where n and m
are the key frame number of given clip and target stream 
respectively. Based on [5] and [11], the search process 
can be accelerated by skipping unnecessary wi steps.  
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where D is the number of key frames of the corresponding 

matching window. θ is the predefined skip threshold. 

Similar to [5], potential start position of the match will 

be determined by local maximum above the threshold, 

which fulfills the following conditions: 

},max{11 σkmTSandSSS kkkk +>≥≤ +−

where T is the pre-defined preliminary threshold,  m is the 
mean andσ is the deviation of the similarity curve; k is an 

empirically determined constant. Only when similarity 
value exceeds the maximum value of T and σkm + , can it 

be treated as a potential match position. 

3.3. Fine audio match 

Fine audio matching has two fold meaning here. First, 
compared with compact visual features, we use an n × 8
matrix as audio features, which could represent the whole 
clip more effectively. Secondly, the finer temporal resolu-
tion of audio features makes possible finer location granu-
larity in audio track. Compared with visual search steps 
which can be hundreds even thousands of milliseconds 
using skip strategy, search step in the audio track is only 
tens of milliseconds, and can thus guarantee accurate 
localization.  

The distance that measures the dissimilarity of the 
search clip A and the corresponding matching window SW
in the target audio track is defined as below, both A and 
SW are represented by n × 8  feature matrixes; n is the 
number of compressed audio granules in the matching 
window; the search granularity is set to the audio feature 
resolution:             
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The final location Dk of the instance in audio track is 
decided by the following conditions: 

audio11 θ<≤≥ +− kkkk DandDDD

where 
audioθ is the predefined fixed detection threshold. 

4. Experiment  

All the simulations were on a standard P4 @ 2.53G Hz 
PC (512 M memory). The algorithm was implemented in 
C++.  The clip set consists of 83 individual commercials 
which varied in length from 5 to 60 seconds (Figure 3) 
and 1 10-second long news program lead-out clip (Figure 
4). All the 84 given clips were taken from ABC TV news 
programs. The experiment seeks to identify and locate the 
instances of these clips inside the target video collection, 
which contains 22 half-hour long ABC TV news broad-
casts. The 83 commercials appear in 209 instances in 
these half-hour news programs; and the lead-out clip ap-
pears in 11 instances. All the video data were encoded in 
MPEG1 at 1.5 Mb/sec with image size of 352 × 240 or 
352 × 264 and frame rate of 29.97 fps. It is compressed 
with the frame pattern IBBPBBPBBPBB, with I frame 
resolution around 400ms. The associated audio track is 
encoded into MPEG1 layer 2 at 192kb/sec with sampling 
rate at 32 kHz, and compressed audio granule resolution 
12ms (384 audio samples).  

Figure 3. Sample of ABC commercial clip.  

Figure 4. ABC news program lead-out clip. 

The performance of proposed algorithm is evaluated as 
below: for each of the 84 given clips, we search through 
all the 22 target streams. Therefore 84 × 22 = 1848 simi-
larity curves were generated after search. Based on the 
detection criteria in Section 3.2 and 3.3, automatic detect-
ing will go through these curves. After that, detection re-
sults will compare with the ground truth, which is manu-
ally obtained. The performance is finally measured by 
precision and recall defined below.  

(Precision = detects / (detects + false alarms))

(Recall = detects / (detects + miss detects))
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Figure 5. Robust test result using visual feature only. 
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In order to investigate the robustness of our method, 

we also tested the same 10.5 hour video collection set 

with different video variations and search for the original 

given clips back to these streams. The result is shown in 

Figure 5; note only visual feature is used. The detection 

curves are based on varying visual detection threshold, 

namely varying parameter k in Section 3.2. From the re-

sult we can see that the presented algorithm is robust to 

different video changes, such as lower frame rate and bit 

rate, frame size change and color shifting. If using visual-

audio features together, detection result in Figure 5 can be 

improved to obtain 100% precision by audio verification, 

and leave the recall rate the same.   

Table 1. Result of instance locating accuracy 
Average localization error 

Coarse Visual Features Only  

(sub-sampled I frames) 

Audio – Visual Features 

550 ms 60 ms 

Table 1 gives the location accuracy of the proposed 
method. We found that when using visual-audio features 
together, all of the given clips can be accurately located to 
the correct position in audio track, with localization 
granularity of 12 ms. The localization error, which can be 
up to 5 video frames for some typical commercials, 
mainly comes from the audio-video non-synchronization 
problem, namely the third step in Figure 2. Therefore al-
though instances can be accurately located in audio track 
(with 12 ms granularity), because of the synchronization 
delay, localization shift will occur when reverting the po-
sition back to video track. On the average the localization 
error is around 2 video frames. 

Table 2. Computational cost comparison 
CPU Time Cost (sec)Task 

[Video Collection: 10.5h MPEG1 

video / 15 sec given clip] 
NTT Proposed 

Visual Feature Extraction 
video decoding 

cost + 1577.1 
1106.5

Local Audio Feature Extraction  57.6 

Visual Active Search 0.37 0.15 

Audio Fine Localization  0.37 

Total Search Cost  0.37 0.52 

Table 2 presents a preliminary computational cost 
comparison of NTT’s method [5] and our method. The 
search cost of NTT’s active search is estimated under the 
assumption that average skip step of active search is 20 
video frames. It can be seen that feature extraction cost 
has been largely reduced by extracting features directly 
from compressed domain. The two-phase search is also 
fast as NTT’s active search, and could accurately locate 
the instances. This is because large computation has been 
saved by introducing coarse visual search in the first 
phase. And only when potential match is found in the first 
phase, is further fine audio matching needed.   

5. Conclusion and Future Work  

We have presented an algorithm for detecting reoccur-

ring instances of given short clips in large video collec-
tion. Compared with existing methods, this algorithm has 
solved the video clip detection problem more efficiently 
by combining visual and audio features. Different from 
NTT’s active search method, which mainly depends on its 
heuristic skip strategy to speed up search process, our 
scheme properly makes use of the different characteristics 
of audio and video sampling rate to accelerate search 
speed, which is also very fast and efficient. The experi-
ments show the proposed search method can achieve 
100% accuracy in detecting given short video clips  from 
the video collection encoded with the same coding pa-
rameters as used for  the given short video clips, other-
wise about 90% detection performance can be achieved. 
Due to the fine sampling rate of audio, the proposed 
method can locate multiple copies of given short video 
clips from large video collection with very high temporal 
accuracies: accurate to one or a few video frames. 

Besides commercials, the proposed scheme can also be 
extended to search for arbitrary short video clips. The ap-
plications include Google-like video search, TV program 
structure analysis where occurrences of the lead-in & 
lead-out video clips can be accurately located, including 
sports, station logo, weather report, financial news, etc., 
and content copy management. Our future works include 
to improve the robustness of the detection to video and 
audio encoding variations and to further reduce the com-
putational cost. 
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