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#### Abstract

We present a decoding algorithm for algebraicgeometric codes from regular plane curves, in particular the Hermitian curve, which corrects all error patternes of weight less than $d^{*} / 2$ with low complexity. The algorithm is based on the majority scheme of Feng and Rao and uses a modified version of Sakata's generalization of the Berlekamp-Massey algorithm.


Index Terms-Decoding, algebraic-geometric codes.

## I. Introduction

THE KNOWN algorithms for decoding codes from algebraic geometry [1]-[4] do not correct all errors with weight up to half the designed distance of the code, even though Pellikaan [5] showed that this could be done.

Recently Ehrhard [6], Feng and Rao [7], and Duursma [8] presented algorithms which correct all error patterns of weight less than $d^{*} / 2$, where $d^{*}$ is the designed distance of the code. These algorithms are based on Gaussian elimination and hence have complexity $O\left(n^{3}\right)$, where $n$ is the length of the code.

In this paper we used a modified version of the algorithm of Sakata [9] combined with the idea of Feng and Rao, such that for algebraic-geometric codes from regular plane curves, all error patterns of weight less than $d^{*} / 2$ are corrected with low complexity. In particular, we extend the algorithm of [4] such that for a class of codes from algebraic plane curves the complexity of the decoding algorithm is $O\left(n^{7 / 3}\right)$.

The paper is organized as follows. In Section II we present the codes from Hermitian curves and discuss the decoding problem for those. Section III describes how Sakata's algorithm can be used to implement the idea of Feng and Rao and Section IV presents the new algorithm. In Section V we discuss the problem for gencral algcbraic-gcometric codes.

## II. The Decoding Problem for a Class of Plane Curves

Before studying the Hermitian codes we briefly recall the setup from [4].

[^0]Let $\mathbb{F}_{q}$ be a finite field with $q$ elements and let $C(x, y)$ be a polynomial from $\mathbb{F}_{q}[x, y]$.

The set of points $(x, y)$, where $x$ and $y$ are in the algebraic closure $\mathbb{F}$ of $\mathbb{F}_{q}$, for which $C(x, y)=0$ is called an affine curve. The points on the curve with both coordinates in $\mathbb{F}_{q}$ are the rational points. The curve is regular if the projective closure is regular, in particular this implies that $C(x, y)$ is absolutely irreducible. If the curve is regular and $C(x, y)$ has degree $m$, then the genus $g$ of the curve is given by $g=(m-1)(m-2) / 2$.

Let $C(x, y)=0$ be the equation of a regular curve, and let $P_{1}, P_{2}, \cdots, P_{n}$ be rational points on the curve. Let $j$ be a natural number

$$
m-2 \leq j \leq\left\lfloor\frac{n-1}{m}\right\rfloor
$$

and let $\varphi_{0}(x, y), \varphi_{1}(x, y), \cdots, \varphi_{\mu}(x, y)$ denote the monomials $x^{a} y^{b}$, ordered with respect to the graduated total degree order $\leq_{T}$ where $(1,0)<_{T}(0,1)$, such that $(a, b) \leq_{T}(0, j)$. The code $C^{*}(j)$ is then given by the parity check matrix $\boldsymbol{H}$

$$
\boldsymbol{H}=\left[\begin{array}{ccc}
\varphi_{0}\left(P_{1}\right) & \cdots & \varphi_{0}\left(P_{n}\right)  \tag{1}\\
\varphi_{1}\left(P_{1}\right) & \cdots & \varphi_{1}\left(P_{n}\right) \\
\vdots & & \vdots \\
\varphi_{\mu}\left(P_{1}\right) & \cdots & \varphi_{\mu}\left(P_{n}\right)
\end{array}\right]
$$

It now follows from [1], that the code $C^{*}(j)$ has dimension $k=n-(m j-g+1)$ and

$$
d_{\min } \geq d^{*}=m j-2 g+2
$$

The number $d^{*}$ is the designed distance of the code.
In the decoding situation we receive a word $r$, which is the sum of a codeword $\boldsymbol{c}$ and an error vector $\boldsymbol{e}$. We calculate the syndrome $\boldsymbol{H r}^{T}$. If we number the coordinates of the syndrome vector, as we numbered the rows of $H$ and the errors occurred in the points with coordinates $\left(x_{i}, y_{i}\right) i \in I$, $I \subseteq\{1,2, \cdots, n\}$, with values $e_{i}$, it follows from (1) that

$$
\begin{equation*}
S_{a b}=\sum_{i \in I} e_{i} x_{i}^{a} y_{i}^{b} \tag{2}
\end{equation*}
$$

We shall refer to the $S_{a b}$ 's as defined by (2) as a syndrome for any $a, b<q-1$, even if it is only possible to calculate those directly from the parity check matrix if $a+b \leq j$.

It now follows from [4, Section V] that if all syndromes $S_{a b} a, b<q-1$ are known then the error values can be found by a fast transformation using of most ( $C_{1} m q \log q+C_{2} m^{2} q$ )
additions and multiplications in $F_{q}$. The problem therefore is to determine the syndromes $S_{a b}$ for $a+b>j$.

We recall that a polynomial

$$
f(x, y)=\sum_{i, j} f_{i j} x^{i} y^{j}
$$

is said to give recursions among the $S_{a b}$ 's if

$$
\sum_{i, j} f_{i j} S_{a+i b+j}=0
$$

for all $a, b$, where the indices are calculated modulo $q-1$.
It is easy to see that the curve polynomial $C(x, y)$ gives recursions but usually we need more. We will use [4, Theorem 5] which we state here as

Theorem 1: Suppose that the curve polynomial is of the form

$$
C(x, y)=\sum_{l+k \leq m-1} C_{l k} x^{l} y^{k}+x^{m}
$$

and that a polynomial

$$
\sigma(x, y)=\sum_{l+k \leq h} \sigma_{l k} x^{l} y^{k}
$$

where $\sigma_{o h} \neq 0$ gives recursions among the $S_{a b}$ 's.
If $C(x, y)$ and $\sigma(x, y)$ do not have a common factor then all $S_{a b}$ 's can be determined from $S_{a b} a+b \leq j$, using at most $A \cdot m^{2} q^{2}$ additions and multiplications in $\mathbb{F}_{q}$.

The problem is then to find a polynomial $\sigma(x, y)$; this is actually an error locator polynomial. In [4, Theorem 3] we showed how a modified version of Sakata's algorithm [9] could be used to find such a $\sigma(x, y)$ provided that the number of errors was bounded by $d^{*} / 2-m^{2} / 2$. Moreover, it also follows from [4, Theorem 3] that if all syndromes $S_{a, b}$, where $a+b \leq j+m$, could be used as input to the algorithm, then a polynomial $\sigma(x, y)$ of the proper form could be determined, provided that the number of errors were less than $d^{*} / 2$. Therefore, what remains to be done is, given the number of errors is less than $d^{*} / 2$, to find a method for finding the syndromes $S_{a, b} j<a+b \leq j+m$, from the syndromes $S_{a, b} a+b \leq j$. That this indeed is possible is the main result of Feng and Rao [7], but their method has complexity $O\left(n^{3}\right)$. In the next section we show how the algorithm of [4] can be used to implement the idea of Feng and Rao with lower complexity. In particular, we treat the codes $C^{*}(j)$ coming from the Hermitian curves, that is where

$$
\begin{equation*}
C(x, y)=x^{r+1}-y^{r}-y \tag{3}
\end{equation*}
$$

where $r$ is a power of a prime and $q=r^{2}$. It is well known [10] that this curve is regular and has $r^{3}$ rational points.

The equation of this curve has the form used in Theorem 1 with $m=r+1$ and the corresponding recursion therefore is

$$
\begin{equation*}
S_{a \mid m, b}=S_{a, b+m-1}+S_{a, b+1} \tag{4}
\end{equation*}
$$

which in turn means that the syndromes we need to find are the $S_{a b}$ 's where

$$
j<a+b \leq j+m, \quad 0 \leq a<m
$$

## III. Finding the Needed Unknown Syndromes

In order to describe the method, we have to explain the algorithm of Sakata in some detail. The algorithm was developed to find recursions consistent with a given two-dimensional array. More precisely, let

$$
U=\left\{u_{p_{1}, p_{2}}\right\} \quad\left(p_{1}, p_{2}\right) \leq_{T}\left(q_{1}, q_{2}\right)
$$

be an array of elements from some field $F$. We are then interested in the set $\mathcal{S}$ of polynomials

$$
\begin{equation*}
f(x, y)=\sum_{l, k} f_{l k} x^{l} y^{k} \tag{5}
\end{equation*}
$$

which give a linear recursion among the elements of the array $U$, that is

$$
\begin{equation*}
\sum_{l, k} f_{l, k} u_{l+\alpha, k+\beta}=0 \tag{6}
\end{equation*}
$$

for all $(\alpha, \beta)$ where $(\alpha+a, \beta+b) \leq_{T}\left(q_{1}, q_{2}\right)$ and $x^{a} y^{b}$ is the leading term of $f(x, y)$ which means that

$$
f(x, y)=\sum_{(l, k) \leq_{T}(a, b)} f_{l k} x^{l} y^{k}
$$

and $f_{a b} \neq 0$.
A minimal set for $U$ is a set $F$ of polynomials from $\mathcal{S}$

$$
F=\left\{f^{(1)}, \cdots, f^{(\nu)}\right\}
$$

with leading terms $x^{s_{1}^{(2)}} y^{s_{2}^{(2)}}$, such that

$$
\begin{gather*}
s_{1}^{(1)}>s_{1}^{(2)}>\cdots>s_{1}^{(\nu)}=0 \quad \text { and } \\
0=s_{2}^{(1)}<s_{2}^{(2)}<\cdots<s_{2}^{(\nu)} \tag{7}
\end{gather*}
$$

and, if we define
$\Delta=\left\{(h, r) \mid h<s_{1}^{(i)}\right.$ and $r<s_{2}^{(i+1)}$ for some $i$ where $0<i<\nu\}$
then no proper polynomial in $\mathcal{S}$ has leading term with exponent in $\Delta$.

Sakata's algorithm generates a minimal set $F$ for a given array $U$. A step in the algorithm consists reading the next element of the array, with respect to the total order $<_{T}$ and then finding a minimal set for the array of elements read so far.

At each step, the current set of polynomials in $F$ are tested on the new element $u_{a, b}$, and if some $f^{(j)}$ is not consistent, that is if
$\sum_{l, k} f_{l, k}^{(j)} u_{l+\alpha, k+\beta} \neq 0, \quad$ where $\quad\left(s_{1}^{(j)}+\alpha, s_{2}^{(j)}+\beta\right)=(a, b)$
then the set $F$ is updated.
The details of the updating may be found in [9]. The important fact here is the increase of the size of $\Delta$ set. We denote the minimal set for the array

$$
U=\left\{u_{p_{1}, p_{2}}\right\} \quad\left(p_{1}, p_{2}\right) \leq_{T}(a, b)
$$

as $F_{a, b}$ and the corresponding $\Delta$ set as defined by (8) as $\Delta_{a, b}$.

The crucial fact is [9, Lemma 4] which we formulate here as
Lemma 2: Suppose $f^{(j)}$ is not consistent with $u_{a, h}$ then every consistent $f$ with leading term $x^{t_{1}} y^{t_{2}}$ satisfies $t_{1} \geq$ $a-s_{1}^{(j)}+1$ or $t_{2} \geq b-s_{2}^{(j)}+1$.

This implies that if we put

$$
\begin{equation*}
\Delta(j)=\left\{\left(t_{1}, t_{2}\right) \mid t_{1} \leq a-s_{1}^{(j)} \quad \text { and } \quad t_{2} \leq b-s_{2}^{(j)}\right\} \backslash \Delta_{a, b} \tag{10}
\end{equation*}
$$

then the increase of the size of the $\Delta$ set is at least $|\Delta(j)|$.
In the decoding case it follows from [4, Theorem 1], that the $\Delta$ set for the full array of syndromes $S_{a, b} 0 \leq a, b<q-1$ is equal to the number $t$ of errors that have occurred. This fact, combined with the bound on the increase of the size of the $\Delta$ set at a given stage in the algorithm, puts restrictions on the number of polynomials in $F_{a, b}$ that are not consistent. This, as will be made precise below, enables us to determine the syndromes $S_{a, b} a+b \leq j+m$. This observation is the main idea of [7], translated into the language of the present setup.

Let us again consider the codes from the Hermitian curve. We have already noted that the syndromes satisfy

$$
\begin{equation*}
S_{a+m, b}+S_{a, b+m-1}+S_{a, b+1} \tag{11}
\end{equation*}
$$

or

$$
\begin{equation*}
S_{a+m, b-m+1}=S_{a, b}+S_{a, b-m+2}, \quad \text { if } \quad b \geq m-1 \tag{12}
\end{equation*}
$$

Now suppose we have all the syndromes $S_{a, b}$

$$
(0, j) \leq_{T}(a, b)<_{T}\left(q_{1}, q_{2}\right) \leq_{T}(0, j+m)
$$

We will then show how $S_{q_{1}, q_{2}}$ can be determined. We first note that if $q_{1} \geq m$, then $S_{q_{1}, q_{2}}$ can be calculated using (11) so we only need to consider the case where $q_{1}<m$. Let us consider the polynomials in $F_{q_{1}, q_{2}}=\left\{f^{(1)}, \cdots, f^{(\nu)}\right\}$ where we can assume without loss of generality the coefficients of the leading terms are all 1 . Suppose that for some $1 \leq i \leq \nu$ we can find $\alpha>0$ and $\beta \geq 0$ such that $\alpha+s_{1}^{(i)}=q_{1}$ and $\beta+s_{2}^{(i)}=q_{2}$. We can then form the sum

$$
\begin{equation*}
\sum_{(l, k)<T\left(s_{1}^{(i)}, s_{2}^{(i)}\right)} f_{l k}^{(i)} S_{l+\alpha, k+\beta}=-v_{i} \tag{13}
\end{equation*}
$$

and if by chance $f^{(i)}$ is consistent with $S_{q_{1}, q_{2}}$ the value of $v_{i}$ is exactly $S_{q_{1}, q_{2}}$.

We will also consider the case where it is possible to find $\alpha \geq 0$ and $\beta \geq 0$ such that

$$
\alpha+s_{1}^{(i)}=q_{1}+m \quad \text { and } \quad \beta+s_{2}^{(i)}=q_{2}-m+1
$$

and then form the sum

$$
\begin{equation*}
\sum_{(l, k)<T\left(s_{1}^{(i)}, s_{2}^{(i)}\right)} f_{l k}^{(i)} S_{l+\alpha, k+\beta}-S_{q_{1}, q_{2}-m+2}=-w_{i} \tag{14}
\end{equation*}
$$

Here if by chance $f^{(i)}$ is consistent with $S_{q_{1}+m, q_{2}-m+1}$ then it follows from (12) that the value of $w_{i}$ is $S_{q_{1}, q_{2}}$.

In order to use (14) one should argue that the syndromes that appear are all known, but this is the case since either

$$
(l+\alpha, \beta+k)<_{T}\left(q_{1}, q_{2}\right)
$$

or

$$
(l+\alpha, \beta+k)<_{T}\left(q_{1}+m, q_{2}-m+1\right)
$$

in which case the involved syndromes can be calculated by (11).

The remaining part of this section is devoted to estimate the number of cases where (13) and (14) can be calculated and compare this with the number of cases where the polynomials are consistent. This will finally yield a method for determining, under certain conditions, the correct values $S_{q_{1}, q_{2}}$.

Let $\left(q_{1}, q_{2}\right)$ satisfy $q_{1}<m$ and

$$
(0, j)<_{T} \quad\left(q_{1}, q_{2}\right) \leq_{T}(0, j+m)
$$

It follows from the structure of Sakata's algorithm, that there exists an $i, 1 \leq i \leq \nu$ such that (13) can be calculated. On the other hand, it can be shown that if $j \geq 2 m-3$ then there exists an $i, 1 \leq i \leq \nu$, such that (14) can be calculated.

Now let

$$
\begin{aligned}
& K_{1}=\left\{(x, y) \mid 0 \leq x \leq q_{1} \wedge 0 \leq y \leq q_{2}\right\} \\
& K_{2}=\left\{(x, y) \mid 0 \leq x<m \wedge 0 \leq y \leq q_{2}-m+1\right\}
\end{aligned}
$$

and put $K=K_{1} \cup K_{2} . K_{2}$ can be empty $\left(q_{2}<m-1\right)$, but only in the case where $j<2 m-3$. Let

$$
\begin{aligned}
A_{i}= & \left\{(x, y) \in K \mid x+s_{1}^{(i)} \leq q_{1} \wedge y+s_{2}^{(i)} \leq q_{2}\right\} \\
B_{i}= & \left\{(x, y) \in K \mid x+s_{1}^{(i)} \leq q_{1}+m \wedge y\right. \\
& \left.+s_{2}^{(i)} \leq q_{2}-m+1\right\}
\end{aligned}
$$

and let

$$
K^{\prime}=\left(\bigcup_{i=1}^{\nu} A_{i} \cup B_{i}\right) \backslash \Delta_{q_{1} q_{2}}
$$

Lemma 3: If $j<q_{1}+q_{2} \leq j+m$ and $q_{1}<m$, then

$$
|K|>2\left\lfloor\frac{d^{*}-1}{2}\right\rfloor
$$

Proof: First, if $K_{2} \neq \varnothing$

$$
\begin{aligned}
|K| & =\left(q_{1}+1\right)\left(q_{2}+1\right)+\left(m-q_{1}-1\right)\left(q_{2}-m+2\right) \\
& =m\left(q_{1}+q_{2}\right)-m^{2}+3 m-q_{1}-1 \\
& \geq m(j+1)-m^{2}+3 m-\left(q_{1}+1\right) \\
& \geq m j-m^{2}+3 m=d^{*}>2\left\lfloor\frac{d^{*}-1}{2}\right\rfloor
\end{aligned}
$$

Second, if $K_{2}=\varnothing$ then $q_{2} \leq m-2$ so

$$
\begin{aligned}
& |K|-\left(q_{1}+1\right)\left(q_{2}+1\right) \geq\left(q_{1}+1\right)\left(q_{2}+1\right) \\
& \quad+\left(m-q_{1}-1\right)\left(q_{2}-m+2\right)>2\left\lfloor\frac{d^{*}-1}{2}\right\rfloor
\end{aligned}
$$

as shown above.
Lemma 4: If $j<q_{1}+q_{2} \leq j+m$ and $q_{1}<m$, then

$$
\left|K^{\prime}\right| \geq|K|-2\left|\Delta_{q_{1} q_{2}}\right|
$$

Proof: Suppose $(x, y) \in K,(x, y) \notin K^{\prime}$, and $(x, y) \notin$ $\Delta_{q_{1} q_{2}}$, then for each $i=1, \cdots, \nu$ we have

$$
x+s_{1}^{(i)}>q_{1} \quad \text { or } y+s_{2}^{(i)}>\varphi_{2}
$$

and

$$
x+s_{1}^{(i)}>q_{1}+m \quad \text { or } \quad y+s_{2}^{(i)}>q_{2}-m+1
$$

If $(x, y) \in K_{1}$, then the inequality $x+s_{1}^{(i)}>q_{1}$ is satisfied for $i=1$ but not for $i=\nu$, hence there exists a largest $i$ such that $x+s_{1}^{(i)}>q_{1}$ and $x+s_{1}^{(i+1)} \leq q_{1}$ but then $y+s_{2}^{(i+1)}>q_{2}$, and therefore $\left(q_{1}-x, q_{2}-y\right) \in \Delta_{q_{1} q_{2}}$.

If $(x, y) \in K_{2} \backslash K_{1}$, then the inequality $x+s_{1}^{(i)}>q_{1}+m$ is satisfied for $i=1$ but not for $i=\nu$, so arguing as before we get

$$
\left(q_{1}+m-x, q_{2}-m+1-y\right) \in \Delta_{q_{1} q_{2}}
$$

In this manner we have established an injective mapping from $K \backslash\left(K^{\prime} \cup \Delta_{q_{1} q_{2}}\right)$ into $\Delta_{q_{1} q_{2}}$ and the lemma follows.

If we combine the two lemmas in the situation where the number $t$ of errors, that has occurred, satisfy

$$
t \leq\left\lfloor\frac{d^{*}-1}{2}\right\rfloor
$$

with the fact that $\left|\Delta_{q_{1} q_{2}}\right| \leq t$ we get in particular that $\left|K^{\prime}\right| \geq 1$.

Now let $a_{1}, a_{2}, \cdots, a_{\rho}$ be the different values obtained by either using (13) or (14) and let

$$
K_{j}=\left(\bigcup_{v_{1}=a_{j}} A_{i} \cup \bigcup_{w_{\imath}=a_{j}} B_{i}\right) \backslash \Delta_{q_{1} q_{2}}, \quad j=1,2, \cdots, \rho
$$

We then have

$$
K^{\prime}=\bigcup_{j=1}^{\rho} K_{j}
$$

If for all $j, 1 \leq j \leq \rho$, we had $a_{j} \neq S_{q_{1} q_{2}}$ then the next $\Delta$ set, $\Delta^{\prime}$, would be increased with $K^{\prime}$ by Lemma 2 . But then

$$
\left|\Delta^{\prime}\right| \geq\left|\Delta_{q_{1} q_{2}}\right|+\left|K^{\prime}\right| \geq\left|\Delta_{q_{1} q_{2}}\right|+|K|-2\left|\Delta_{q_{1} q_{2}}\right|
$$

by Lemma 4, and therefore

$$
\left|\Delta^{\prime}\right| \geq|K|-\left|\Delta_{q_{1} q_{2}}\right| \geq d^{*}-t>t
$$

in contradiction with the fact that $\left|\Delta^{\prime}\right| \leq t$.
This means that at least one of the $a_{j}$ 's, say $a_{1}$, is equal to $S_{q_{1} q_{2}}$. Moreover, we have that the $\Delta$ set is increased with

$$
\bar{K}_{1}=\bigcup_{j=2}^{\rho} K_{j}
$$

and therefore $\left|\Delta_{q_{1} q_{2}}\right|+\left|\bar{K}_{1}\right| \leq t$, so

$$
\left|\bar{K}_{1}\right| \leq t-\left|\Delta_{q_{1} q_{2}}\right|<\frac{d^{*}}{2}-\left|\Delta_{q_{1} q_{2}}\right| \leq \frac{1}{2}\left|K^{\prime}\right|
$$

by Lemmas 3 and 4, so

$$
\left|K_{1}\right|>\frac{1}{2}\left|K^{\prime}\right|
$$

This in general implies that if we put

$$
\bar{K}_{\gamma}=\bigcup_{j \neq \gamma} K_{j}
$$

then for the correct values $S_{q_{1} q_{2}}$ we have $\left|\bar{K}_{\gamma}\right|<\frac{1}{2}\left|K^{\prime}\right|$ and for all the other values we have $\left|\bar{K}_{\gamma_{1}}\right|>\frac{1}{2}\left|K^{\prime}\right|$ since $\bar{K}_{\gamma_{1}} \supseteq K_{\gamma}$, so the correct value have the minimal $\left|\bar{K}_{\gamma}\right|$ or equivalently the maximal $\left|K_{\gamma}\right|$.

These arguments show that the syndrome $S_{q_{1} q_{2}}$ can be determined by the following procedure: use (13) or (14) to obtain the different values $a_{1}, \cdots, a_{\rho}$. Put

$$
K_{j}=\left(\bigcup_{v_{i}=a_{j}} A_{i} \cup \bigcup_{w_{i}=a_{j}} B_{i}\right) \backslash \Delta_{q_{1} q_{2}}
$$

Let $\gamma$ be the value for which $\left|K_{\gamma}\right|$ is maximal. We then have that $S_{q_{1} q_{2}}=a_{\gamma}$.

On calculating (13) or (14) we often have freedom in selecting $f^{(i)}$. However, it can be shown that if

$$
\left(A_{1} \cap A_{j}\right) \backslash \Delta_{q_{1} q_{2}} \neq \varnothing
$$

$f^{(i)}$ and $f^{(j)}$ give the same $a_{i}$. This fact is useful in the implementation of the algorithm.

We also note that the procedure described above can be continued beyond the point $(0, j+m)$ in order to obtain all the syndromes $S_{a, b} a, b<q-1$. In this case, the corresponding $F$ set is a Gröbner basis of the ideal of error locator polynomials, whose common zeros just coincide with the error locations.

## IV. The Improved Algorithm

Let $C^{*}(j)$ be the code over $\mathbb{F}_{q}$, defined in Section II from the Hermitian curve.

$$
x^{r+1}-y^{r}-y=0
$$

where $r$ is a power of a prime and $q=r^{2}$. We also suppose that

$$
2 r-1<j<\left\lfloor\frac{n-1}{r+1}\right\rfloor
$$

1) Calculate the syndromes $S_{a b} a+b \leq j$.
2) Calculate the syndromes $S_{a b} a+b \leq j+m$ by using either the procedure described in Section III or the equation of the curve. The syndromes are calculated one at a time, according to the total order, and after each calculation Sakata's algorithm is used to update the minimal set.
3) From the minimal set $\left\{f^{(1)}, \cdots, f^{(\nu)}\right\}$ corresponding to the array $S_{a b} a+b \leq j+m$, the polynomial $f^{(v)}$ by (7) has the form needed to get, together with $C(x, y)$, and using Theorem 1, all the syndromes $S_{a b} 0 \leq a<q-1,0 \leq b<q-1$.
4) Use a two-dimensional Fourier transform to obtain the error values, as described in [4].

The step that determines the complexity of the algorithm is step 2). It follows from the calculations in [4, p. 116] with $j+m$ substituted for $j$ that the total number of $\mathbb{F}_{q}$ multiplications and additions is bounded above by $A \cdot r^{3} j^{2}$. In the interesting case where $n \sim r^{3}$ we get $A \cdot n \cdot n^{4 / 3}=A \cdot n^{7 / 3}$.

The algorithm is implemented in the case $r=16, j=57$ which gives a (4096, 3146, 731) code over $\mathcal{F}_{28}$. The details


Fig. 1. Syndromes $S_{a b}$ used as input.
can be found in [11]. We illustrate the algorithm here in the example below.

Example: We consider the code $C^{*}(5)$ from the Hermitian curve $x^{5}+y^{4}+y=0$ over $\mathbb{F}_{16}$. It has 64 points of the form ( $\alpha^{i}, \alpha^{j}$ ), where $\alpha$ is a primitive element of $\mathbb{F}_{16}, \alpha^{4}+\alpha+1=0$, so we get a $(64,44,15)$ code over $\mathbb{F}_{16}$.

Let us consider a seven-error pattern where the errors are located at the points

$$
\begin{aligned}
& P_{1}=\left(x_{1}, y_{1}\right)=(1, \alpha) \\
& P_{2}=\left(x_{2}, y_{2}\right)=\left(\alpha^{8}, \alpha^{3}\right) \\
& P_{3}=\left(x_{3}, y_{3}\right)=\left(\alpha, \alpha^{7}\right) \\
& P_{4}=\left(x_{4}, y_{4}\right)=\left(\alpha^{2}, \alpha^{3}\right) \\
& P_{5}=\left(x_{5}, y_{5}\right)=\left(\alpha^{11}, \alpha^{3}\right) \\
& P_{6}=\left(x_{6}, y_{6}\right)=\left(\alpha^{5}, \alpha^{3}\right)
\end{aligned}
$$

and

$$
P_{7}=\left(x_{7}, y_{7}\right)=\left(\alpha^{14}, \alpha^{3}\right)
$$

The corresponding error valucs arc $e_{1}=\alpha^{6}, e_{2}=\alpha^{8}$, $e_{3}=\alpha^{7}, e_{4}=\alpha, e_{5}+1, e_{6}=\alpha^{6}$, and $e_{7}=\alpha^{10}$.

The known part of the two-dimensional syndrome array is shown in Fig. 1. Here $S_{6,0}$ and $S_{5,1}$ are calculated by using the equation of the curve. When Sakata's algorithm is used on this array the output is

$$
\begin{aligned}
F=\{ & \alpha+\alpha x+\alpha^{11} y+\alpha^{4} x^{2}+x y+\alpha^{3} x^{3}+\alpha^{9} x^{2} y+x^{4}, \\
& \alpha^{4}+\alpha^{7} x+\alpha y+\alpha^{3} x^{2}+\alpha^{4} x y+x^{2} y, \\
& \left.\alpha^{11}+\alpha^{13} x+\alpha^{13} y+\alpha^{10} x y+y^{2}\right\}
\end{aligned}
$$

so $|\Delta|=6$.
This first unknown syndrome is $S_{4,2}$. For this, estimates can be obtained from all the polynomials in $F$ and these yield the same value $\alpha^{6}$, which then is the correct value. It turns out that for all syndromes until $S_{3,4}$ there is only one possibility. One obtains $S_{3,3}=\alpha^{3}, S_{2,4}=\alpha^{6}, S_{1,5}=\alpha^{4}, S_{0,6}=$ $\alpha^{11}, S_{7,0}=S_{2,4}+S_{2,1}=\alpha^{8}, S_{6,1}=S_{1,5}+S_{1,2}=$ $\alpha^{13}, S_{5,2}=S_{0,6}+S_{0,3}=\alpha$, and $S_{4,3}=\alpha^{10}$. For $S_{3,4}$ one gets $a_{1}=\alpha$, obtained from $f^{(2)}$ and $f^{(3)}$ using (13) with $\left|K_{1}\right|=8$ and $a_{2}=\alpha^{9}$ with $\left|K_{2}\right|=1$ obtained from $f^{(1)}$ using (14).

The value for $S_{3,4}$ is therefore $S_{3,4}=\alpha$. The $F^{\prime}$ set, which now is updated, becomes

$$
\begin{array}{r}
F=\left\{y+y^{4}+x^{5}, \alpha^{4}+\alpha^{7} x+\alpha y+\alpha^{3} x^{2}+\alpha^{4} x y+x^{2} y\right. \\
\left.\alpha^{11}+\alpha^{13} x+\alpha^{13} y+\alpha^{10} x y+y^{2}\right\}
\end{array}
$$

and now $|\Delta|=7$.


Fig. 2. Syndromes after step 2).

For $S_{2,5} \cdots S_{0,10}$ it turns out that these three polynomials give the same value, so when step 2) of the algorithm is finished we have the syndrome array shown in Fig. 2.

Step 3) in the algorithm now uses the polynomial $C(x, y)$, i.e., $y+y^{4}+x^{5}$ together with $f^{(2)}=\alpha^{11}+\alpha^{13} x+\alpha^{13} y+$ $\alpha^{10} x y+y^{2}$ to get the full array as shown in Fig. 3.

To illustrate step 4) in the algorithm we calculate the error value at the point $(1, \alpha)$. This is found as

$$
\begin{aligned}
\sum_{a, b=0}^{14} & S_{a b}(1)^{-a}(\alpha)^{-b}=\sum_{b=0}^{14} \alpha^{-b} \sum_{a=0}^{14} S_{a b} \\
\quad- & \alpha^{-0} \cdot \alpha^{6}+\alpha^{-1} \cdot \alpha^{7}+\alpha^{-2} \cdot \alpha^{8}+\alpha^{-3} \cdot \alpha^{9} \\
& \quad+\alpha^{-4} \alpha^{10}+\alpha^{-5} \cdot \alpha^{11}+\alpha^{-6} \cdot \alpha^{12}+\alpha^{-7} \cdot \alpha^{13} \\
& \quad+\alpha^{-8} \alpha^{14}+\alpha^{-9} \cdot 1+\alpha^{-10} \cdot \alpha+\alpha^{-11} \cdot \alpha^{2} \\
& \quad+\alpha^{-12} \alpha^{3}+\alpha^{-13} \cdot \alpha^{4}+\alpha^{-14} \cdot \alpha^{5}=\alpha^{6}
\end{aligned}
$$

## V. GEnERal Algebraic Geometry Codes

Feng and Rao consider codes $C_{\Omega}(D, G)$ from a general nonsingular curve $\chi$ over $\mathbb{F}_{q}$, where the divisor $D$ is $D=$ $P_{1}+P_{2}+\cdots+P_{n}$ with the $P_{i}$ 's are rational points on $\chi$ and $G=a \cdot Q$, where $Q$ is another rational point. We have only treated the corresponding codes from the Hermitian curve of degree $r+1$, with $Q=P_{\infty}$ and $a=(r+1) j$. The restriction on the number $a$ is not important, the algorithm is easily modified to cover all $a$ 's. However, in order to use the two-dimensional version of Sakata's algorithm it is crucial that the space $L(a Q)$ has a basis of the form $\varphi^{l} \psi^{k}$, where the orders of $\varphi$ and $\psi$ at their pole $Q$ are coprime integers $(c, d)$. This is indeed the case for the Hermitian curve. Other cases as considered in [13] and [14] can also be handled by our algorithm if one chooses the total order defined by $(c, d)$ instead of the graduated total degree order, the details of this can be found in [15]. We also note that the method can be extended to decode up to half the Feng and Rao distance, see [16], which is better then the estimate given here when $j<3 / 2 m$. Furthermore, it is shown in [3] that the space $L(a Q)$ always has a basis of the form $\varphi_{1}^{l_{1}} \cdots \varphi_{N}^{l_{N}}$ (with $N \leq g$ ), and hence any onepoint AG code can be decoded by the $N$-dimensional version of Sakata's algorithm (but with higher complexity than in the

| 14 | 0 | $\boldsymbol{\alpha}^{2}$ | $\boldsymbol{\alpha}$ | $\boldsymbol{\alpha}^{11}$ | 1 | $\boldsymbol{a}^{5}$ | $\alpha^{9}$ | $\boldsymbol{a}^{13}$ | $\alpha^{1}$ | $\mathrm{a}^{4}$ | 0 | $\alpha^{3}$ | $\alpha^{14}$ | $\alpha^{7}$ | $\boldsymbol{\alpha}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13 | $\alpha^{13}$ | $\boldsymbol{a}^{14}$ | $\boldsymbol{a}^{2}$ | $\boldsymbol{a}^{13}$ | $\alpha^{8}$ | $\alpha^{9}$ | $\alpha^{9}$ | $\alpha$ | 1 | $\alpha^{13}$ | $\alpha^{2}$ | 0 | $\alpha^{8}$ | $\alpha^{12}$ | $\alpha^{7}$ |
| 12 | $\boldsymbol{\alpha}^{14}$ | $\boldsymbol{\alpha}^{6}$ | 0 | $\alpha^{7}$ | 0 | $\boldsymbol{\alpha}^{13}$ | $\alpha^{4}$ | $\boldsymbol{\alpha}^{13}$ | $\alpha$ | $\alpha^{1}$ | $\boldsymbol{a}^{6}$ | $\boldsymbol{a}^{10}$ | $\mathbf{a}^{8}$ | 1 | $\alpha^{7}$ |
| 11 | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{9}$ | $\alpha^{7}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{8}$ | $\alpha^{5}$ | 0 | $\alpha^{2}$ | $\alpha^{7}$ | $\boldsymbol{a}$ | $\alpha^{3}$ | $\alpha^{12}$ | $a^{6}$ |
| 10 | $\alpha^{7}$ | $\alpha^{9}$ | 1 | $\boldsymbol{\alpha}^{2}$ | $\alpha^{3}$ | $\alpha^{6}$ | $\alpha^{10}$ | $\alpha^{3}$ | $a^{8}$ | $\alpha^{13}$ | $\alpha^{3}$ | $\alpha^{12}$ | $\alpha^{7}$ | $a^{1}$ | $\boldsymbol{a}^{10}$ |
| 9 | 1 | $\alpha^{12}$ | $\boldsymbol{\alpha}^{11}$ | $\alpha^{6}$ | $\alpha^{6}$ | $\alpha^{5}$ | $\alpha^{4}$ | $\boldsymbol{\alpha}^{8}$ | $\alpha^{14}$ | ${ }^{13}$ | $\alpha^{5}$ | $\boldsymbol{a}^{13}$ | $\alpha^{9}$ | $\alpha^{2}$ | 0 |
| 8 | $\alpha^{9}$ | $\alpha^{9}$ | $\boldsymbol{a}^{12}$ | $\boldsymbol{a}^{8}$ | $\alpha^{7}$ | $\alpha^{3}$ | $\alpha^{4}$ | $\alpha^{11}$ | $\boldsymbol{\alpha}^{10}$ | ${ }^{6}$ | $\alpha^{7}$ | 0 | $\alpha^{3}$ | $\alpha^{2}$ | $\alpha^{11}$ |
| 7 | 0 | $\alpha$ | 0 | $\alpha^{2}$ | $\alpha$ | $\alpha^{5}$ | $\boldsymbol{a}^{14}$ | $\alpha^{8}$ | $\alpha^{11}$ | $\boldsymbol{\alpha}^{10}$ | $\alpha^{7}$ | $\alpha^{5}$ | $\alpha^{3}$ | $\alpha^{10}$ | $\alpha^{3}$ |
| 6 | $\alpha^{11}$ | $\alpha^{14}$ | $\alpha^{4}$ | $\alpha^{2}$ | $\boldsymbol{a}^{12}$ | $\alpha^{\prime}$ | $\alpha^{3}$ | 1 | 0 | $\alpha^{9}$ | $\alpha^{9}$ | $\alpha^{11}$ | $\alpha^{15}$ | $\alpha^{7}$ | $\alpha^{9}$ |
| 5 | $\alpha^{6}$ | $\alpha^{4}$ | $\boldsymbol{a}^{10}$ | $\alpha^{12}$ | $\alpha^{9}$ | $\alpha^{12}$ | $\alpha^{5}$ | $\alpha^{13}$ | $\alpha^{3}$ | $\alpha^{4}$ | $\alpha^{13}$ | $a^{7}$ | $\alpha^{2}$ | $\boldsymbol{a}^{14}$ | $\boldsymbol{a}^{10}$ |
| 4 | $\alpha^{5}$ | $\alpha^{7}$ | $\alpha^{5}$ | $\propto$ | $\boldsymbol{\alpha}^{14}$ | $\alpha^{5}$ | $\alpha^{14}$ | $\alpha^{3}$ | $\alpha^{y}$ | 1 | $\boldsymbol{\alpha}^{10}$ | $\boldsymbol{a}^{8}$ | $\alpha^{4}$ | $\boldsymbol{a}^{12}$ | $\alpha^{12}$ |
| 3 | $\alpha^{6}$ | $\alpha^{4}$ | $\mathbf{a}^{7}$ | $\alpha^{3}$ | $\boldsymbol{a}^{10}$ | $\alpha^{5}$ | $\alpha^{14}$ | $\alpha^{6}$ | $\alpha^{5}$ | $\alpha^{7}$ | 0 | 0 | $\alpha^{13}$ | $\alpha^{2}$ | $a^{5}$ |
| 2 | $\alpha^{9}$ | $\alpha^{11}$ | 0 | $\boldsymbol{a}^{12}$ | $\alpha^{6}$ | $\alpha$ | $\alpha^{9}$ | $\alpha^{3}$ | $\mathrm{a}^{6}$ | $\alpha^{3}$ | $\boldsymbol{\alpha}^{13}$ | 1 | $\alpha^{13}$ | $\alpha^{5}$ | 1 |
| 1 | 0 | $\alpha^{9}$ | $\alpha^{14}$ | $\alpha^{12}$ | $\alpha^{5}$ | $\alpha^{5}$ | $\boldsymbol{\alpha}^{13}$ | $\boldsymbol{\alpha}^{10}$ | 0 | $a^{5}$ | $\boldsymbol{\alpha}^{13}$ | ${ }^{6}$ | $\alpha^{8}$ | $\boldsymbol{\alpha}^{2}$ | $\underline{a}^{7}$ |
| 0 | $\alpha^{9}$ | $\alpha^{14}$ | $\alpha^{5}$ | $\alpha^{7}$ | $\alpha^{2}$ | $\alpha^{5}$ | 1 | $\alpha^{8}$ | $\boldsymbol{a}^{13}$ | $\alpha^{12}$ | 0 | $\alpha^{2}$ | $\alpha^{12}$ | $\alpha^{9}$ | $\alpha^{10}$ |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |

Fig. 3. The full syndrome array.
two-dimensional case). Such cases are treated in [17] and [18], and in general in [19].
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