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Abstract 

In this paper, a fast highlight detection and scoring method is proposed using an on-

demand feature extraction and a fuzzy inference system. The proposed method partitions 

video to highlights and analyzes their content using an on-demand feature extraction 

approach. Then, a score is assigned to each highlight using a Fuzzy Inference System 

(FIS) according to the analyzed content. The assigned score determines importance of the 

events occurred in the highlight. This method is useful for flexible video summarization. 

The proposed method for on-demand feature extraction is a heuristic model of attention 

control that reduces computational complexity of the algorithm greatly. Additionally, FIS 

offers a simple and robust solution for content analysis. Experimental results illustrate 

that the proposed method is fast and processes about 130 frames per second on a 

personal computer. In addition, objective and subjective evaluations show that the 

proposed method generates high quality results for highlight detection, scoring and video 

summarization. 

 

Keywords: Broadcast Soccer Video; Fuzzy Inference System; Highlight Detection; 

Highlight Scoring; On-Demand Feature Extraction; Stimulus Driven Attention; Video 
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1. Introduction 

Nowadays, a variety of digital videos such as movies and sport videos are 

available on the web, hard disks, and non-volatiles memories. Thus, researchers are 

interested to work on content video analysis systems to facilitate management and 

information extraction from video data sets. Content video analysis systems includes 

a wide varieties of video analysis systems such content-based video compression 

[1], video indexing and retrieval [2], video classification [3], action and activity 

analysis [4], team tactic analysis in sport videos [5] and video summarization [6]. 

Digital videos are growing exponentially. On the other hand, many users do not 

have enough time to watch whole of an interesting video. Also, some users want to 

receive video highlights on-line, on a narrow band network, e.g., mobile networks. 

Highlight detection and video summarization systems are necessary to extract 

informative segments of video. A summarization system may convey the 

informative contents of video by two output types: (1) key frames and (2) video 

segments. In some researches, video summarization by selection of some 

informative video segments is called dynamic video skimming [7]. 
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Type of summary is selected according to the application of video summarization 

or user preference. For instance, in [8], the summarized output is presented as a set 

of key frames which is known as storyboard and in [9], the output is a sequence of 

important video shots. In [10], both of key frames and video segments can be 

generated by a general framework. The summarization method proposed in [10] is 

based on human attention. 

Video summarization is a high-level processing task. Therefore, informative 

objects, concepts and events in video have to be detected before summarization. 

Current methods are usually domain specific. In [9, 11, 12], hierarchical approaches 

were proposed for broadcast soccer video summarization. In these systems, video 

summarization is performed after some low-level and mid-level processing such as 

logo detection, shot view recognition, goal mouth detection, and scoreboard 

detection. These systems may be developed as real-time systems using high 

performance computers. In some researches like [13], summarization is based on 

only replay detection and usually does not has complex computation; thus, such 

methods can be implemented in real-time. 

In [14], summarization is essentially based on low-level and mid-level features, 

but goal events are detected and used as a high-level feature beside other feature to 

offer more summarization options for user. This system can summarize the video in 

three types: (1) all slow-motion segments, (2) all goal events and (3) slow-motion 

segments classified based on appearance of a specific object. Except type 3, video 

summarization can be performed on off-the-shelf hardware in real-time. In order to 

perform algorithms in real-time and avoid miss detection, the precision of goal 

event detection is low (about 49%). 

The best approach for video summarization is based on event detection. This 

approach was used in [15]. In this system, at first, events are detected as high-level 

features based on some low and mid-level features. Then, detected events are 

classified to three classes: goals, attacks and others. Finally, the summarized video 

is generated based on detected events and user interests. 

Soccer event detection systems such as [16, 17, 18, 27] can be used for video 

summarization too. In some event detection methods, features are extracted in a 

hierarchical semantic structure from low-level to high-level. Then, events are 

detected based on extracted features. Therefore, semantic gap is effectively covered 

and video summarization is usually robust and efficient. The main disadvantage of 

this approach is that usually event detection algorithms are computationally 

complex. Therefore, such systems are performed on off-the-shelf hardware off-line. 

Above mentioned methods are domain specific and thus, domain knowledge and 

heuristic rules are used to develop the system. For example, although the methods  

presented in [16, 17] built a model for event detection based on machine learning 

approaches, these methods used heuristic rules and domain knowledge too. In [16], 

mid-level feature extractions, such as player detection, are based on the domain 

knowledge while event detection is based on the machine learning approaches. In 

[17], mid-level feature extractions are based on the machine learning methods while 

event detection is based on the heuristic rules. However learning-based methods 

present more general models using training samples, but they usually have lower 

precision and recall rates with respect to heuristic-based methods. Additionally, 

learning-based methods suffer from limited number of training samples. It is an 

important aspect of almost all semantic video analysis systems that a given 

event/concept usually occurs in various forms, but we usually can capture a limited 

number of samples (forms) for training of that event/concept. It should be noted that 

almost all interesting events/concepts are rare and this causes the problem to be 

more difficult. 
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General-purpose video summarization methods are applicable for different types 

of video. These systems usually summarize the video based on low-level features 

without minimum usage of domain knowledge. In [8, 19, 20], general-purpose 

summarization methods were proposed that are based on extraction of some low-

level features including dominant color, color histogram, edge directions and 

motions. These systems serve as a pre-processing tool for high-level video analysis 

such as concept/event detection [20] or content identification [21]. Such systems are 

usually based on key frame extraction, therefore, they are disabled to identify and 

rank high-level concepts and events. Many of these systems can be performed on 

off-the-shelf hardware in real-time, because they usually based on low-level and 

simple features. 

In this paper, authors propose a fast highlight detection and scoring method for 

broadcast soccer video with the aim of flexible summarization. This system detects 

and scores the highlighted segments of soccer video using a Fuzzy Inference System 

(FIS). Authors address the high computational complexity of the algorithms using a 

heuristic on-demand feature extraction method. The proposed method extracts 

required features in low-level, mid-level and high-level based on an on-demand 

approach. The proposed heuristic model is a stimulus driven attention control 

mechanism. 

Attention control or selective attention is a multi-disciplinary concept which is 

considered in computer science, neurobiology, and psychology. Frintrop et al., [22] 

defined selective attention as "the mechanism in the brain that determines which 

part of the multitude of sensory data is currently of most interest". In other words, 

attention control is a process to concentrate on some parts of input data selectively 

and ignore others. 

Our proposed system may be implemented as a real-time pre-processing stage for 

event detection. Also, it can be used for soccer fans as a mobile value added service. 

For example, the system can submit highlighted soccer video segments to cell -phone 

of users according to their preferences. 

Rest of the paper is organized as follows. In Section 2, details of the proposed 

method for highlight detection are presented. Experimental results are described in 

Section 3. Finally, conclusions and future works are explained in Section 4.  

 

2. The Proposed Method 

The proposed method for highlight detection/scoring can be presented from two 

different viewpoints: data flow and control flow. At first, authors introduce the data 

flow diagram of the proposed method. 

The proposed method includes three processing levels: low-level, mid-level, and high-

level. Data flow diagram of our method is shown in Figure 1. 
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Figure 1. Data Flow Diagram of the Proposed Method for Highlight 
Detection/Scoring 

As there are three processing levels in the proposed method, the method may look like 

a level-by-level processing method but it extracts features by an on-demand approach. In 

other words, contrary to many video analysis systems those extract features level by level; 

our approach is on-demand and thus runs very fast. 

At first, histograms of the R, G, and B components are calculated for each frame. Then, 

shot transitions are detected based on the differences of the histograms of the consecutive 

frames. Shot boundary detection partitions the video at the low-level where each low-

level partition (shot) contains similar contents. 

If a shot transition is detected, 3D RGB histograms of frames during shot transitions 

are computed. Note that computation of a 3D histogram is more computational than an 

ordinary histogram of a color channel but a 3D RGB histogram provides comprehensive 

information about distribution of different colors in the frame and is effective for analysis 

of contents of the video. Thus, 3D RGB histogram is only computed for a few frames 

those appear during shot transition. 
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Figure 2. Control Flow Diagram of the Proposed Method for Highlight 
Detection/Scoring 

After computing the 3D RGB histogram, logo detection is performed. Logo usually 

appears like a gradual shot transition in soccer video; therefore, it can be detected by shot 

boundary detection. To discriminate the logo from other shot transitions, a decision tree 

classifies the 3D RGB histogram of the logo. When the decision tree detects a logo, the 

appearance time of the logo is logged. Usually, all replays of a soccer video are 

sandwiched by two logo transitions. Thus, the replay parts can be detected based on the 

consecutive appearance of the logo. By replay detection, the video is partitioned at the 
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high-level conceptual paradigm where each high-level partition (the time interval between 

two consecutive replays) contains similar concepts. 

After replay detection, a simple classifier investigates the view type of each shot during 

the replay part. This classifier categorizes the view type of each shot into two categories 

using the proposed method in the HSV color space. 

In addition, the average short time energy of the audio before replay is computed as a 

low-level audio feature. This low-level feature is processed and excitement of the 

audience is calculated as a mid-level feature. 

The FIS processes three features: (1) duration of replay part; (2) portion of close-up 

and out-field view of shots during replay; and (3) audience excitement before replay part. 

Finally, FIS computes importance of each replay part using fuzzy heuristic rules. The FIS 

output determines the importance of each replay part. In other words, FIS computes 

possibility of occurrence of an important event in each replay and the time before it. 

A finite state machine like the one depicted in Figure 2 with three sequential super 

nodes can be used to show the control flow of the proposed method. The first super node 

analyzes all video frames. This super node triggers the second super node when it detects 

a shot transition. Thus, the second super node works occasionally. When the second super 

node detects a logo during a shot transition, it triggers the third super node. The third 

super node is the most complex super node but it works in rare cases. The proposed 

method is a stimulus driven (bottom-up) model of attention control. In a stimulus driven 

attention control mechanism, attention factors are derived from the raw visual data [22]. 

In contrary, in goal driven (top-down) model, attention factors are derived from a given 

goal, knowledge or expectations. 

According to above explanations, in the proposed system, RGB Histogram and Shot 

Boundary Detection are performed on all frames but the other blocks of the system are 

performed occasionally. 

 

2.1. Shot Boundary Detection 

Shot boundary detection is a low-level processing that partitions the video into 

low-level parts. A fast and efficient method for shot boundary detection is based on 

the difference of the histograms of the consecutive frames. In this method, gradual 

shot transitions may be discarded, therefore, in the proposed method, the threshold 

applied for shot detection is determined adaptively to detect both of the abrupt and 

gradual shots. 

To detect shot transitions by a fast and reliable method, a 16-bin histogram of 

each frame is computed for each of the RGB channels. Then, the histogram 

coefficients are normalized based on the size of the video frame. Therefore, there 

are 48 histogram coefficients for each video frame. The sum of absolute difference 

of the histogram coefficients for the 𝑖th frame and its previous frame is denoted by ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓𝑖. The shot boundaries are detected by applying an adaptive threshold on ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓. The adaptive threshold is defined according to the following equation for 

each video. 𝑡ℎ𝑠ℎ𝑜𝑡_𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓𝑖  |  ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓𝑖 > 𝑚𝑒𝑎𝑛_ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓) (1) 

Here, 𝑚𝑒𝑎𝑛_ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓 is the average value of the vector ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓 for a video. 

Therefore, the threshold for shot detection is equal to the average value of some 

elements in ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓  that are greater than 𝑚𝑒𝑎𝑛_ℎ𝑖𝑠𝑡_𝑑𝑖𝑓𝑓 . By applying this 

threshold, cut and gradual shot transitions can be detected with a high detection rate. 

However, this method may detect some video segments with huge motion as shot 

transition. Since we need to minimize the overall shot transitions detection error, we 

may tradeoff some false shot transitions with detection of almost all cut and gradual 

shot transitions. 
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2.2. 3D RGB Histogram 

If a shot transition is detected, we compute another visual feature named 3D RGB 

histogram. Despite the ordinary RGB histogram, constructed by the concatenation of 

histograms of the R, G, and B channels, a 3D RGB histogram is constructed by quantizing 

the 3D RGB color space and counting the number of pixels in each voxel of the resulting 

volumetric RGB space [23]. Here, we quantize R, G, and B to 4 levels generating 

4×4×4=64 colors and thus, the length of the 3D RGB histograms are 64. Computational 

complexity of 3D RGB histogram is more than the ordinary RGB histogram. Therefore, 

the 3D RGB histogram is calculated for some selected frames that have to be investigated 

precisely. 

It is worth noting that histograms of individual channels of other color spaces like HSV 

do not define the color information completely either. For example, histogram of H in 

HSV describes pure colors perfectly but does not provide information about the gray-

scales (black, white, and so on). Thus, complete description of colors in a color space 

requires computation of 3D histograms. Since conversion of the RGB color space to other 

color spaces is time consuming, we use 3D histograms of the RGB color space. 

 

2.3. Logo Detection 

Usually, logo is used to separate the replay clips from other parts of the video in 

soccer videos. The idea of identifying replays through detection of logos dates back 

to 2002 [24]. Logo usually appears as a gradual transition. For logo detection, the 

frames during all gradual shot transitions have to be investigated. In some soccer 

videos, logo appears gradually and stays on screen for a short time (usually less than 

1-2 seconds), then disappears gradually. Therefore, all gradual transitions and short 

shots have to be examined for logo detection. 

In the proposed method, a Classification And Regression Tree (CART) is used to 

detect the logo based on 3D RGB histogram of each frame. CART is a common 

decision tree for classification and regression applications. This type of a decision 

tree is very efficient numerically. 

The proposed method analyzes the video frame by frame. In each frame, the 3D 

RGB histogram is calculated as a feature vector. A matrix is generated by 

calculating this feature vector for all logo and non-logo training samples. Each 

column of this matrix represents a feature and each row represents a sample. This 

matrix is used as the training data for CART. Finally, the trained CART classifies 

each frame to logo and non-logo classes. 

 

2.4. Replay Detection 

Once CART has detected the logo in a sequence of frames (not in a single frame), 

the frames between the two consecutive logo appearances are considered as the 

replay part. To detect the start and stop points of a replay, a sliding window is used. 

If at least 50% of the frames of the current sliding window are detected as a logo 

frame, then the center of the sliding window is considered as the start/stop point of 

the replay. This method is based on a simple majority voting technique to reduce 

effects of logo detection errors. The length of the sliding window can be determined 

as a portion of the total length of the logo transition. 

Replay detection is the main processing step of our proposed method for highlight 

detection that partitions the video into some high-level partitions. Although, 

detection of the start/stop point of a replay is very important for detection of other 

features, but the length of the replay ( 𝐿𝑅𝑒𝑝𝑙𝑎𝑦 ) is also an important feature for 

highlight detection. 
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2.5. View Type Recognition 

View type of soccer video shots is usually divided into four types: (1) far view 

(or long-shot), (2) medium view (or medium-shot), (3) close-up, and (4) out-field. 

Usually, a replay containing many close-up or out-field shots is presented after 

occurrence of a very important event in soccer video. In this case, close-up shots 

usually show the person who causes the event and the out-filed shots show the 

cheering of spectators. On the other hand, for events with low or medium 

importance, replay usually contains long-shots or medium-shots. In the proposed 

method, we classify the view types into two categories: (1) in-field views (except 

close-up) and (2) out-field and close-up views. View type classification is 

performed by detection of grass and skin in the HSV color space. 

For this purpose, the grass color is detected using the approach presented in [25] 

at first. Then, the ratio of the grass pixels to the total pixels of the frame is 

calculated as 𝑅𝐺𝑟𝑎𝑠𝑠 . In out-filed views, 𝑅𝐺𝑟𝑎𝑠𝑠  is zero or near zero. Therefore, if 𝑅𝐺𝑟𝑎𝑠𝑠 < 0.05, the view type is detected as out-filed. 

In close-up views, pixels in the center of the frame are occupied by the face or 

body of a player. Thus, the frame is divided into 9 (3×3) sections where the width 

and height of the central part is 40% of the total width and total height of the frame 

(Figure 3). 

 

 

Figure 3. Dividing a Frame to 3×3 Parts for Close-Up View Recognition 

The ratio of grass pixels to total pixels of the central part is named 𝑅𝐺𝑟𝑎𝑠𝑠𝐶𝑒𝑛𝑡𝑒𝑟 . 

Additionally, the number of skin pixels in the central part of frame is calculated. 

One of the fast approaches for skin detection is based on applying multiple 

thresholds on the HSV color space [26]. Thus, the skin is detected in the HSV color 

space by applying the below thresholds: 

{0° ≤ 𝐻 ≤ 50°0.1 ≤ 𝑆 ≤ 0.80.25 ≤ 𝑉  (2) 

The ratio of skin pixels to the total pixels of the central part is named 𝑅𝑆𝑘𝑖𝑛𝐶𝑒𝑛𝑡𝑒𝑟. If 𝑅𝐺𝑟𝑎𝑠𝑠𝐶𝑒𝑛𝑡𝑒𝑟 ≤ 0.5 and 𝑅𝑆𝑘𝑖𝑛𝐶𝑒𝑛𝑡𝑒𝑟 ≥ 0.1, the view type is detected as close-up. Other views 

except out-filed and close-up views are classified as in-field view. 

Processing of all frames in a shot is not necessary for recognition of the view type 

of that shot, then only 5 frames are selected from 10%, 30%, 50%, 70%, and 90% of 

shots duration. After classification of the view type of the selected frames, the 

majority vote method is used to estimate the shot view type. When the view type of 

shots is classified, the total length of the shots that contains the out-filed and close-

up views is calculated during the replay. This value is normalized with respect to the 

length of the replay (𝐿𝑅𝑒𝑝𝑙𝑎𝑦) and used as a feature named 𝑃𝑣𝑖𝑒𝑤 𝑡𝑦𝑝𝑒. 
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2.6. Audience Excitement 

In the proposed method, we introduce audience excitement (𝐴𝐸) as a mid-level 

audio feature. Audience excitement is used as a feature to measure cheering of the 

broadcaster and spectators from the audio data. This feature is computed based on a 

low-level audio feature named short-time audio energy. Short-time audio energy 

(𝐸𝑆𝑇) is the energy of audio samples during a window with limited size. This energy 

is computed for each non-overlapping window where the window size is equal to 40 

ms (25 windows per second): 𝐸𝑆𝑇 = ∑ 𝑆𝑖2𝑖  (3) 

When a replay is detected, the audience excitement for a limited part of the video 

before the replay is computed. The length of this part of the video which is used for 

computation of the audience excitement is noted by 𝐿𝐴𝐸 (in seconds) and calculated 

by: 𝐿𝐴𝐸 = min (𝐿𝑅𝑒𝑝𝑙𝑎𝑦 , 15) (4) 

Where 𝐿𝑅𝑒𝑝𝑙𝑎𝑦  is the length of the corresponding replay (in seconds). The 

selected part of the video used for the computation of the audience excitement is 

noted by [𝑡𝑠, 𝑡𝑒] where 𝑡𝑒 − 𝑡𝑠 = 𝐿𝐴𝐸. 𝑡𝑠 and 𝑡𝑒 are the start and the end point of the 

selected part respectively. 𝑡𝑒 is always equal to the start point of the corresponding 

replay and 𝑡𝑠 = 𝑡𝑒 − 𝐿𝐴𝐸 . Thus, the boundary of the selected part is determined. 

Portions of [𝑡𝑠, 𝑡𝑒] where short-time energy is more than 80% of the maximum 

short-time energy in the interval [𝑡𝑠, 𝑡𝑒]  indicate cheering. These portions are 

selected and 𝐴𝐸 is defined as the ratio of the length of the selected portions to 𝐿𝐴𝐸. 

The threshold for indication of cheering (80%) was determined by trial and error. 

 

2.7. Fuzzy Inference System for Highlight Detection 

The proposed FIS gets three inputs and estimates the importance (score) of each 

replay by specific fuzzy rules. Inputs are some features of the highlight: (1) the 

length of the replay (𝐿𝑅𝑒𝑝𝑙𝑎𝑦), (2) the ratio of the total length of the close-up or out-

filed shots during the replay to the length of the replay (𝑃𝑣𝑖𝑒𝑤 𝑡𝑦𝑝𝑒) and (3) audience 

excitement before the replay (𝐴𝐸). The output of FIS is a real-value in range [0,1] 

which determines score of the input highlight. 

At first, each crisp input is fuzzified to a fuzzy variable using a membership 

function. The membership functions of the inputs are depicted in Figures 4-6. The 

output of FIS is the importance of the replay denoted by Importance. The membership 

function of the output is depicted in Figure 7. 

After fuzzifying the inputs, an inference engine processes the fuzzy inputs based 

on a set of fuzzy rules. The rules for the proposed method are listed in Table 1. 

The proposed inference engine uses the Mamdani method for implication, which 

is based on minimum operation. Defuzzification in the proposed FIS is based on the 

center of gravity method. 
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Figure 4. Membership Function of First Input: Length of Replay (𝑳𝑹𝒆𝒑𝒍𝒂𝒚) 

 

Figure 5. Membership Function of the Second Input: the Ratio of the 
Total Length of the Close-Up or Out-Filed Shots during the Replay to 

the Length of a Replay (𝑷𝒗𝒊𝒆𝒘 𝒕𝒚𝒑𝒆) 

 

Figure 6. Membership Function of Third Input: Audience Excitement 
before a Replay (𝑨𝑬) 
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Figure 7. Membership Function of Output: Importance (score) of a 
Replay (𝑰𝒎𝒑𝒐𝒓𝒕𝒂𝒏𝒄𝒆) 

Table 1. Rules for the Proposed FIS 

Rule # 

If-Clause Then-Clause 

Input 1 

(𝐿𝑅𝑒𝑝𝑙𝑎𝑦) 

Input 2 

(𝑃𝑣𝑖𝑒𝑤 𝑡𝑦𝑝𝑒) 

Input 3 

(𝐴𝐸) 

Output 

(𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒) 

1  Short - - Very Low 

2  Medium Low - Very Low 

3  Medium Medium Low Very Low 

4  Medium Medium High Low 

5  Medium High Low Low 

6  Medium High High Medium 

7  Long Low Low Low 

8  Long Low High Medium 

9  Long Medium Low Medium 

10  Long Medium High High 

11  Long High Low High 

12  Long High High Very High 

 

2.8. Post-processing 

The proposed FIS estimates the importance of each replay but does not 

summarize the soccer video explicitly. In the final stage of highlight detection and 

video summarization, the important segments of the video are selected and 

separated. This stage is named post-processing. 

At the post-processing stage, some shots before each replay are selected and 

combined with the corresponding replay to compose the summarized video. The 

number of selected shots before a replay is related to the length and importance of 

the corresponding replay. The total length of a highlight clip is denoted by 𝐿𝐶𝑙𝑖𝑝 and 

equals: 𝐿𝐶𝑙𝑖𝑝 = 𝐿𝑅𝑒𝑝𝑙𝑎𝑦 + 𝐿𝑃𝑙𝑎𝑦 (5) 

Where 𝐿𝑃𝑙𝑎𝑦  is the total length of the selected shots (in seconds) before the 

replay. Some constraints are applied to determine 𝐿𝑃𝑙𝑎𝑦 . The first constraint is 

applied by: 𝐿𝑃𝑙𝑎𝑦𝑚𝑖𝑛 = 𝑚𝑎𝑥 (10, (𝐿𝑅𝑒𝑝𝑙𝑎𝑦 × 𝐶𝑃𝑙𝑎𝑦)) (6) 

Where 𝐿𝑃𝑙𝑎𝑦𝑚𝑖𝑛  is the minimum length of 𝐿𝑃𝑙𝑎𝑦 and always must be equal or greater 

than 10 seconds. Also, a coefficient named 𝐶𝑃𝑙𝑎𝑦 is used to compute 𝐿𝑃𝑙𝑎𝑦𝑚𝑖𝑛 . 𝐶𝑃𝑙𝑎𝑦 is 

related to the importance of the corresponding replay and computed by:  
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𝐶𝑃𝑙𝑎𝑦 = min (1.4 , max (0.5 , (2 × 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒))) (7) 

According to the above equation, 𝐶𝑃𝑙𝑎𝑦 varies in the range of [0.5,1.4] as a piece-

wise linear function. When 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 < 0.25, the occurred event is not important; 

therefore, 𝐶𝑃𝑙𝑎𝑦 = 0.5  and 𝐿𝑃𝑙𝑎𝑦𝑚𝑖𝑛  is equal to the half length of the replay. When 0.25 ≤ 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 ≤ 0.7 , the occurred event may be important and 𝐶𝑃𝑙𝑎𝑦  is 

changed in the range of [0.5,1.4]  monotonically. When 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 > 0.7 , the 

occurred event is important; therefore, 𝐶𝑃𝑙𝑎𝑦 = 1.4 . The constants in the above 

equation are obtained according to the expert knowledge. 

Now, the minimum length of 𝐿𝑃𝑙𝑎𝑦  is computed but the final length of 𝐿𝑃𝑙𝑎𝑦 

depends on the view type of the first shot. The first shot of the play part of each 

highlighted segment must be long-shot or medium-shot, because each important 

event in the soccer video starts with a long-shot or medium-shot that shows the 

scene of the event. In the proposed method, the start point of each highlight clip is 

same as the start point of the first shot with far or medium view while the length of 

the play part is equal or greater than 𝐿𝑃𝑙𝑎𝑦𝑚𝑖𝑛 . The proposed post-processing method 

for highlight detection and determination of the start/stop point of a highlight is 

demonstrated in Figure 8. 

 

 

Figure 8. Illustration of the Post-Processing Method Proposed for 
Determination of the Boundary of a Highlight 

3. Experimental Results 

Experiments are performed on some broadcast soccer videos related to FIFA 

World Cup 2010, South Africa. The selected matches are listed in Table 2. The total 

duration of this dataset is about 10 hours. All videos are HDTV (1280×720) and the 

video frame rate is 25 fps. The frame size of all videos is down-sampled to 320×180 

for increasing the processing speed. 

Table 2. List of Videos used for the Experimental Results 

Video # Description Video # Description 

1 Germany vs. Argentina (1st Half) 2 Germany vs. Argentina (2nd Half) 

3 Germany vs. England (1st Half) 4 Germany vs. England (2nd Half) 

5 Germany vs. Spain (1st Half) 6 Germany vs. Spain (2nd Half) 

7 Germany vs. Uruguay (1st Half) 8 Germany vs. Uruguay (2nd Half) 

9 Greece vs. Argentina (1st Half) 10 Greece vs. Argentina (2nd Half) 

11 Slovakia vs. Italy(1st Half) 12 Slovakia vs. Italy (2nd Half) 

Evaluation of highlight detection and video summarization methods are usually 

difficult because definition of a suitable criterion for this evaluation is complicated 
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[6]. Evaluation methods for highlight detection and summarization are divided into 

two broad categories: subjective and objective. Subjective methods are based on the 

vote of individuals about the quality of the summarized video, while objective 

methods evaluate performance of a given technique based on checking the 

appearance of a specific object or event in the highlights or the summarized video. 

In this paper, both of the objective and subjective evaluations are considered while 

the key event for objective evaluation is the goal event. 

 

3.1. Experiments on Logo Detection and Replay Detection 

Replay detection is one of the main parts of our method and is based on logo 

detection. For logo detection, a CART is learnt by some positive and negative 

training samples. Positive and negative samples are selected from Video #1. To this 

end, 186 frames that contain logo image are selected manually as positive samples 

and 2000 frames are selected randomly as negative samples. Some logo images are 

shown in Figure 9. 

 

 

 

Figure 9. Sample Logo Images from our Video Data Set 

Because the negative samples are more than the positive samples, the CART is 

biased. This means that the False Positive Rate (FPR) of the classifier is less than 

the False Negative Rate (FNR). This bias is acceptable and desirable for us, because 

we want to decrease the rate of false logo detection (FPR). Detection of start/stop 

point of a replay is based on detection of the logo in some consequent frames; 

therefore, if we lose some logos during a transition that contains the logo, the total 

efficiency of the replay detection will not be affected strongly. In other words, the 

proposed method for replay detection is robust to miss detection of logos. Because 

the logo appears as a gradual transition in our video data set, the training logo 

samples are selected during a period of time that the whole logo appears in the 

frame. 

The 3D RGB histogram of all training samples is calculated and used to train the 

CART. In the experiments, the CART could learn the training image perfectly 

(without any mistakes in the training phase). For detection of start/stop point of the 

replay, a sliding window is used which is 5 frames long. The Length of the sliding 

window is equal to 33% of the total length of a logo transition (15 frames). If at 

least 3 frames out of 5 frames contain the logo, the center of the sliding window is 

detected as the start/stop point of the replay. 

According to the experiments, the logo detection algorithm has some miss detections 

and false detections. However, accuracy of our proposed method for replay detection is 
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98.5%. In other words, only 5 replays out of 334 replays are not detected. The main 

reason for an error in replay detection is an error in logo detection. 

 

3.2. Experiments on View Recognition 

The experiments on view recognition are performed on Video #1 and #2. The 

confusion matrix resulted from the experiments are shown in Table 3. According to 

this table, the average accuracy of view recognition is 95.0%. 

Table 3. Confusion Matrix for View Recognition 

                        Predicted Type 

Actual Type 

Close-Up / 

Out-Filed 
In-Field 

Recognition 

Rate 

Close-Up / Out-Filed 307 19 94.2% 

In-Filed 28 581 95.4% 

 

3.3. Objective Evaluation of the Proposed Method 

Objective evaluation is based on the detection of the goal event which is the most 

important event in the soccer video. The proposed system segments the highlights 

and determines the importance of each one; therefore, we expect that the most 

important highlights contain the goal event. It means that the most important 

highlights should contain the goal event. Thus, the highlights are sorted based on 

their importance. Then, the sorted highlights are investigated to determine whether 

the goal event has occurred in a highlight or not. In the best case, if there are 𝐺 goal 

events in the video, the first 𝐺 highlights with maximum importance would contain 

these goal events. 

In general, if there are 𝐺  goal events in the video, 𝐻  highlights have to be 

considered to find all 𝐺 goals where 𝐻 ≥ 𝐺. In other words, the number of hits to 

find all the goals is 𝐻; in the best case, 𝐻 is equal to 𝐺. The ratio of 𝐻 to 𝐺 is one of 

the objective evaluation measures used in this paper. This evaluation measure is 

named average hit and noted by 𝐻𝑎𝑣𝑔 = 𝐻𝐺. In the best case, 𝐻𝑎𝑣𝑔 is equal to 1 and in 

other cases, 𝐻𝑎𝑣𝑔 is greater than 1. 
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Figure 10. Changes in Precision, Recall and Average of Precision and 
Recall Due to Changes in 𝑻𝑮 for Goal Event Detection 
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Another evaluation method is based on goal event detection which is performed 

by applying a threshold (𝑇𝐺) to the importance of each highlight. In this method, 

after applying 𝑇𝐺, some goal events may be missed and some non-goal event may be 

detected. Thus, we can change 𝑇𝐺 in the range of [0,1] and calculate precision and 

recall for each value of 𝑇𝐺 . Generally, the best value of 𝑇𝐺  depends on the 

application. To find the best threshold, we can plot the precision and recall for 

different thresholds (Figure 10). According to the results depicted in Figure 10, the 

maximum average value of precision and recall is achieved by applying 𝑇𝐺 = 0.5. In 

this case, the precision and recall of 84.6% and 100% are achieved respectively. In a 

compromised status, it seems that using 𝑇𝐺 = 0.55 leads to a better result. In this 

case, the precision and recall of 95.2% and 90.9% are achieved respectively. 

According to the above description of the proposed objective evaluation for 

highlight detection in soccer video, the results depicted in Table 4 are achieved 

using 𝑇𝐺 = 0.55. 

Table 4. Results of Goal Event Detection 

Video # 
Number of 

Goal Events 

Number of 

Detected 

Highlight 

𝐻𝑎𝑣𝑔 
False 

Positive 

False 

Negative 

1 1 31 1 0 0 

2 3 28 1 0 0 

3 3 34 1 0 1 

4 2 33 1 0 0 

5 0 17 1 0 0 

6 1 23 1 0 0 

7 2 27 1 0 1 

8 3 32 1 0 0 

9 0 23 1 0 0 

10 2 19 1 1 0 

11 1 39 1 0 0 

12 4 28 1 0 0 

Total 22 334 - 1 2 

According to the results shown in Table 4, 𝐻𝑎𝑣𝑔 is 1 for all videos in datasets. It 

means that highlights that contain goal events have higher importance with respect 

to other highlights of the video. The average number of highlights per video is about 

28 and the average number of goal events per video is 1.83. This means that the 

average probability of occurrence of goal event in a highlight is less than 6.6%. In 

this case (𝑇𝐺 = 0.55), precision and recall are 95.2% and 90.9% respectively. Thus, 

the mentioned results are very valuable considering that the probability of 

occurrence of goal is very low. 

The highlight wrongly detected in Video #10 is related to the 2nd half of the 

match between Greece and Argentina. In this highlight, the goal keeper was injured. 

This part of the video was detected as a significant highlight because the cameraman 

showed the event in a long replay with many close-up shots. Although audience 

excitement was low, 𝐿𝑅𝑒𝑝𝑙𝑎𝑦 and 𝑃𝑣𝑖𝑒𝑤 𝑡𝑦𝑝𝑒 were considered more important than the 

audience excitement. Thus, this event was detected as a goal event incorrectly. 

Some informative frames related to this event are shown in Figure 11. The 

importance of highlights related to this match is shown in Figure 12. 

In Video #3, a highlight contains goal event but it is missed by the proposed 

approach. Although the replay of the missed goal event in Video #3 is relatively 

long (about 30 seconds) and audience excitement before replay is high, the ratio of 

the total length of the close-up or out-filed shots during the replay to the length of 

replay is medium. Therefore, the importance of this highlight is est imated as 
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medium (0.5) by FIS. Some sample frames of this goal event are shown in Figure 

13. Importance of highlights related to Video #3 is shown in Figure 14. 

 

 

Figure 11. Some Informative Frames Related to an Event Incorrectly 
Detected as a Goal Event in Video #10 

 

Figure 12. Importance of Highlights Related to Video #10 that 
Considered a Highlight, which Incorrectly Detected as a Goal Event 

 

Figure 13. Some Sample Frames Related to a Missed Goal Event in 
Video #3 
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Figure 14. Importance of Highlights Related to Video #3 that Considered 
an Undetected Goal Event. The First Goal Event was Not Detected after 

Applying the Threshold 

3.4. Subjective Evaluation of the Proposed Method 

In the subjective evaluation experiments, 6 individuals have watched each full 

video and all the highlights of the video. There are three options for summarization: 

(1) long-time summarization (about 15 minutes long), (2) short-time summarization 

(about 5 minutes) and (3) goal-event summarization (only goal events, if any). To 

compose the long-time and short-time summarization, the highlights are sorted 

based on their importance, and then they are selected in order of importance while 

the total length of the selected highlights satisfies the time constraint. Finally, t he 

selected highlights are put together in order of time to compose the final 

summarized video. For goal-event summarization, only highlights with importance 

higher than 0.55 is selected. Therefore, the goal-event summarization may be empty. 

The summarized videos are composed by different summarization options and are 

shown to the individuals. Then, we ask the individuals to score the quality of 

summarization in the range of [0,1]. The scores assigned to each summarized video 

are presented in Figure 15. 

According to the results shown in Figure 15, the overall quality of summarization 

in goal-event level is the best. These results show the scores of goal-event 

summarization are higher than other summarization types except for Video #3, #7 

and #10. In addition, the overall quality of long-time summarization is better than 

short-time summarization. This shows that the selected highlights for short -time 

summarization are not as important for individuals. It seems that the main reason for 

this problem is related to the inability of the extracted feature to describe the 

contents of highlights properly. In other words, accuracy of the proposed method for 

detection of general highlights and goal events are very good, but the system is 

weak to estimate the actual importance of non-goal events. 
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Figure 15. Scores Assigned to the Summarized Videos by Individuals 

3.5. Evaluation of Execution Time 

In this section, execution time for each part of the proposed method is evaluated. 

The proposed method extracts the features by an on-demand approach to increase 

the processing speed. The proposed method contains some functions that are called 

based on an on-demand approach. In other words, some functions are called for all 

frames and some functions are called rarely. Thus, we introduce two terms to 

calculate the execution time of each function: (1) average processing time per frame 

(𝑡𝑓) and (2) average number of calls per second (𝑛𝑠). 

Shot boundary detection is the most frequent task performed on every frame. 

Because of the frame rate of our video is 25 fps, the functions related to shot 

boundary detection are called 25 times per second. Other functions related to logo 

detection, replay detection, view type recognition, audience excitement and 

highlight detection are called occasionally based on the content of the video. In 

Table 5, 𝑡𝑓 and 𝑛𝑠 are reported for the main functions of the proposed method. 

Table 5. Execution Times of Different Parts of the Proposed Method 

Function Name 𝑡𝑓 (mili-second) 𝑛𝑠 

RGB Histogram 5 25 

Shot Boundary Detection 1 25 

3D RGB Histogram 255 0.14 

Logo Detection 2 0.14 

Replay Detection 4 0.02 

HSV Color Conversion 38 0.01 

View Recognition 1 0.01 

Short-Time Energy 1 0.16 

Audience Excitement 6 0.01 

Fuzzy Inference System 5 0.01 

Post Processing 53 0.01 

The proposed method is implemented in MATLAB R2011a on Windows XP SP3. 

The experimental results are given using a personal computer with an AMD 4200+ 

Dual Core CPU and 4 GB DDR2 memory. Although we use a dual core processor, 
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we do not use parallel computing toolbox of MATLAB. Therefore, all the parts 

reported in Table 5 are executed sequentially. However, MATLAB may use two 

cores of the processor simultaneously to execute low-level instructions of a given 

part automatically. 

According to the experiments, the proposed method processes about 130 frames 

per second. However, the average processing time is less than 8 mili -seconds per 

frame, but in the worst case, the processing time is about 260 mili-seconds per 

frame. The worst case occurs when the algorithm wants to detect the logo during the 

frames of a gradual shot. In this case, calculating 3D RGB histogram for logo 

detection is very time consuming. 

 

3.6. Comparative Results 

Performing a subjective comparison and evaluation between different methods is 

very difficult. Therefore, we compare our proposed method with other methods for 

goal-event detection. Performance of the proposed method in goal event detection is 

at par with the recent achievements such as [14, 15, 18]. Primary processing, such as 

shot boundary detection and view type recognition, is the same in these systems but 

their mid- and high-level processing are different. 

In [14], a method was proposed to summarize soccer videos based on cinematic 

and object-based features. This method extracts some features including slow-

motion detection, penalty box detection, and referee detection. Additionally, it 

detects goal events to present different summaries. This system can summarize three 

types of videos: (1) all slow-motion segments, (2) all goal events, and (3) slow-

motion segments classified based on appearance of a specific object. The system can 

generate type 1 or 2 summaries in real-time but cannot do it for type 3 summaries, 

because they are computationally complex. In this system, precision of goal event 

detection is low. 

In [15], after video partitioning, logo and caption regions are detected to 

determine informative segments of the video. Then, other features such as vertical 

goal posts, goal net and audio loudness are detected. This system can detect goal 

and attack events in a soccer video. 

In [18], a hierarchical structure, like a decision tree, was used for event detection 

in soccer video. In the proposed structure, a top-down method was used for video 

partitioning, highlight detection, view type recognition, as well as detection of 

player, goal keeper, and referee. Finally, goal events and save events were detected 

in the video. In this method, a priori knowledge was used to extract the association 

between the events. 

Although using a standard dataset would provide fair comparison results, but 

there is not any standard dataset for broadcast soccer video analysis. Thus, the 

results reported in this section were achieved by reimplementation of the mentioned 

methods on our dataset. Table 6 shows that our proposed method outperforms other 

methods of goal event detection. 

Table 6. Comparison Results between the Proposed Method and some 
Recent Methods for Goal-Event Detection 

Method Precision Recall 

Method in [14] 81.2% 60.0% 

Method in [18] 83.3% 90.9% 

Method in [15] 100% 77.3% 

The proposed method (𝑇𝐺 = 0.5) 88.0% 100% 

The proposed method (𝑇𝐺 = 0.55) 95.2% 90.9% 
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Although these methods based on heuristic rules achieved higher precision and 

recall rates, the methods presented in [16, 17], especially [17], are more general. 

These methods are adaptive to the training samples but they usually suffer from 

limited number of training samples. Therefore, the methods developed based on the 

machine learning approaches achieve lower accuracies than those developed based 

on the heuristic rules. 

 

4. Conclusions and future works 

In this paper, a fast highlight detection and scoring method is proposed for broadcast 

soccer video summarization. The proposed method partitions video to some highlights 

and then extracts low-level and mid-level features using an on-demand feature extraction 

approach to estimate importance of each highlight. Importance of each highlight is 

estimated using a FIS. According to the level of summarization determined by the user, 

highlights with higher importance are selected to compose the summarized clip. 

The proposed method is evaluated by objective and subjective evaluations. Objective 

evaluation shows that the proposed method detects goal events with high precision and 

recall rate. However, there are a few errors in goal event detection, but all the highlights 

that contain goal events have higher importance than other highlights. 

The main advantage of the proposed system is on-demand feature extraction. At first, 

only a few simple features are extracted from all frames to investigate the content of 

frames roughly. Then, more complicated features are extracted from the video gradually 

based on the results of the previous processing. In the last stage of processing, importance 

of each highlight is estimated by a FIS and finally, high rank highlights are selected to 

compose the summarized video. Average processing time of the proposed method is less 

than 8 mili-seconds per frame, but logo detection during the frames of a gradual shot is 

the worst case which takes about 260 mili-seconds per frame. Therefore, the proposed 

method is very fast and processes about 130 frames per second. Unlike many recent 

soccer video summarization systems, the proposed system offers acceptable quality with 

different options for broadcast soccer video summarization in real-time. 

Another advantage of the proposed method is that it considers the continuity of the 

highlights. In other words, because the selected shots for a highlight are consequent, 

semantic continuity of highlight is preserved. However, some redundancy remains in 

highlight, especially in shots related to replay. 

In the proposed method, highlight detection depends on the style of editor who has 

edited the video for broadcasting. If the editor decides to put a replay for an event in the 

broadcast video, the proposed method detects this event as a highlight and considers 

importance of the event; otherwise, it does not detect this event as a highlight and there is 

no chance that it appears in any summarization level for this event. Additionally, replay 

length and view type of shots are affective for calculating the importance of a highlight. 

Although very important events in soccer match (such as goal and penalty) have almost 

same importance for everyone, other events may have different significance in the mind 

of different individuals. For example, corner kick may be more important than free kick 

for a given person, but for another person, it may not be the same. In this case, highlight is 

detected but the importance of highlight may be estimated inaccurately. Inaccurate 

importance estimation of a highlight usually occurs for not very important events such as 

free kick, corner kick, foul and shooting to goal. Thus, the proposed method for highlight 

detection and summarization is affected by interest and style of the editor. Experimental 

results show that individuals enjoy more from goal-event summarization, which is the 

most important event of a soccer match. The scores are lower for long-time and short-time 

summarizations, especially for short-time summarization. This means that the proposed 

approach suffers from the weakness of the extracted feature which does not describe the 

content of highlights completely. 
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For future works, we can use other mid-level audio-visual features. For example, 

detection of referee whistling and goal mouth are some mid-level features that may 

increase the quality of highlight detection and summarization. These features can describe 

the content of the video more efficiently and therefore, the importance of highlights can 

be estimated more accurately. 

To reduce the effects of editor's interests in highlight detection, content of all shots 

have to be investigated. In this case, highlight detection will be more independent to the 

interests of editor and probably the quality of summarization will increase, but the 

computational complexity of the system will also be increased. 

Applications of the proposed highlight detection and summarization method are wide. 

It can be used for users who do not have enough time to watch the whole soccer video. 

Thus, the proposed method can detect highlights in real-time according to the user interest 

for rate of summarization. Additionally, this system can be used as a value added service 

on mobile networks for soccer fans who cannot watch soccer matches on TV. 

Also, the proposed method may be used as a pre-processing tool for high-level 

processing of soccer videos. For example, it may be used for detection and recognition of 

important events occurred in highlights. If such a system is used as a pre-processing tool, 

detection and recognition of important events can be performed on off-the-shelf hardware 

in real-time. 
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