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Abstract – In this paper, a fast method for image matching on web pages is presented. Such method relies on 

performing cross correlation in the frequency domain between the web image and the image given in the user 

query. The cross correlation operation is modified. Instead of performing dot multiplication in the frequency 

domain, image subtraction is applied in two dimensions. It is proved mathematically that the number of 

computation steps required for the proposed fast matching method is less than that needed by conventional 

matching.  
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I.  Strategy of Fast Image Matching by 

Applying Cross Correlation in the 

Frequency Domain  

First an image is given in the user query. Then, each 

sub-image in the web image is tested for the presence 

or absence of the image in the given query. At each 

pixel position in the web image, each sub-image is 

tested for matching with the image in the given 

query. Each sub-image in the web image is 

subtracted in two dimensions from the given image 

in the query, which has the same size as the sub-

image. This subtraction is done in the spatial domain. 

When the final result is zero this means that the sub-

image under test contains the required image (given 

the user query) and vice versa. Thus, we may 

conclude that this searching problem is cross 

correlation in the spatial domain between the web 

image under test and the image given in the user 

query.   

       

In this section, a fast algorithm for image matching 

based on applying two dimensional cross correlations 

between the tested web image and the image given in 

the user query is described. The image given in the 

user query can be represented as a sliding window 

moving pixel by pixel on the web image. The 

convolution theorem in mathematical analysis says 

that a convolution of f with h is identical to the result 

of the following steps: let F and H be the results of 

the Fourier transformation of f and h in the frequency 

domain. Multiply F and H in the frequency domain 

point by point and then transform this product into 

spatial domain via the inverse Fourier transform [1]. 

As a result, these cross correlations can be 

represented by a product in the frequency domain. 

Thus, by using cross correlation in the frequency 

domain a speed up in an order of magnitude can be 

achieved during the detection process [1-35].     

 

Here, the theory of cross correlation is modified. To 

achieve the best matching, instead of dot 

multiplication, matrix subtraction is performed. In 

the matching phase, a sub-image X of size mxz 

(sliding window) is extracted from the tested web 

image, which has a size PxT. Let W be the two 

dimensional image given in the user query. This 

image has a size of mxz and can be represented as 

mxz matrix. The output of this matching h can be 

calculated as follows:  

m
h X(j, k) - W
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z
= ∑ ∑
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Eq.(1) represents the result for a particular sub-image 

X. It can be computed for the whole image Ψ as 

follows: 
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Eq.(2) represents the proposed modified cross 

correlation operation. In general, for any two 

functions f and g, their modified cross correlation can 

be performed by applying two dimensional 

subtraction. These modified cross correlations can be 

obtained by: 
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Where Θ  denotes the modified cross correlation.  

Therefore, Eq.(2) can be written as follows: 

ΨWih Θ=)(                       (4) 
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where h(i) is the matching result when the sliding 

window is located at position (u,v) in the web image 

Ψ and (u,v)∈[P-m+1,T-n+1].  

Now, the above cross correlation can be expressed in 

terms of the Fourier Transform: 

( ) ( )( W*FΨF1FΨW −−=Θ )          (5) 

(*) means the conjugate of the FFT for the image 

given in the user query. Hence, by evaluating this 

cross correlation, a speed up ratio can be obtained 

comparable to conventional image matching.  

 

II. Analysis of the Proposed Fast Image 

Matching Algorithm 
    

The complexity of cross correlation in the frequency 

domain can be analyzed as follows: 

1. For a tested web image of NxN pixels, the 2D-FFT 

requires a number equal to N2log2N
2 of complex 

computation steps. Also, the same number of 

complex computation steps is required for computing 

the 2D-FFT of the image given in the user query.  

2. The inverse 2D-FFT is computed. So, one 

backward and two forward transforms have to be 

computed. Therefore, for an image under test, the 

total number of the 2D-FFT to compute is 

(2+1)N2log2N
2. 

3. The web image and the image given in the user 

query should be subtracted in the frequency domain. 

Therefore, a number of complex computation steps 

equal to N2 should be added.  

4. The number of computation steps required by the 

fast image matching is complex and must be 

converted into a real version. It is known that the two 

dimensional Fast Fourier Transform requires 

(N2/2)log2N
2 complex multiplications and N2log2N

2 

complex additions [36]. Every complex 

multiplication is realized by six real floating point 

operations and every complex addition is 

implemented by two real floating point operations. 

So, the total number of computation steps required to 

obtain the 2D-FFT of an NxN image is: 

ρ=6((N2/2)log2N
2) + 2(N2log2N

2)             (6) 

which may be simplified to: 

ρ=5N2log2N
2                        (7) 

Performing complex subtraction in the frequency 

domain also requires 2N2 real operations. 

5. In order to perform cross correlation in the 

frequency domain, the image given in the user query 

must have the same size as the web image. Assume 

that the the image given in the user query has a size 

of (nxn) dimensions. So, the search process will be 

done over sub-images of (nxn) dimensions. 

Therefore, a number of zeros = (N2-n2) must be added 

to the image given in the user query. This requires a 

total real number of computation steps = (N2-n2). 

Moreover, after computing the 2D-FFT for the image 

given in the user query, the conjugate of this matrix 

must be obtained. So, a real number of computation 

steps = N2 should be added in order to obtain the 

conjugate of the image given in the user query.  Also, 

a number of real computation steps equal to N is 

required to create butterflies complex numbers        

(e-jk(2Πn/N)), where 0<K<L. These (N/2) complex 

numbers are multiplied by the elements of the input 

image or by previous complex numbers during the 

computation of the 2D-FFT. To create a complex 

number requires two real floating point operations. 

So, the total number of computation steps required 

for the fast image matching becomes: 

σ=(2+1)(5N2log2N
2) +2N2+ N2+(N2-n2) +N         (8) 

which can be reformulated as: 

σ=(3)(5N2log2N
2) +(4N2-n2) +N            (9) 

6. Using a sliding window of size nxn for the same 

image of NxN pixels, (2n2-1)(N-n+1)2 computation 

steps are required for image matching when using 

traditional two dimensional subtraction. The 

theoretical speed up factor η can be evaluated as 

follows: 

   N )
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η

++

+
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The theoretical speed up ratio given by Eq.(10) with 

different sizes for the web images and different in 

size user images (given in user query) is listed in 

Tables 1-13. An interesting property with Fast image 

matching is that the number of computation steps 

does not depend on either the on size of the image 

given in the user query or the sub-image extracted 

from the web image. The effect of (n) on the number 

of computation steps is very small and can be 

ignored. This is in contrast to conventional image 

matching in which the number of computation steps 

is increased with the size of both the extracted sub-

image and the image given in the user query. 

III. Conclusion 

A new fast method for image matching has been 

presented. This has been achieved by modifying the 

theory of cross correlation. Instead of performing dot 

multiplication, image subtraction has been applied in 

two dimensions. The modified cross correlation has 

been applied in the frequency domain between web 

image and the image given in a query. It has been 

proven mathematically that the number of 

computation steps required for the presented fast 

image matching is less than that needed by 

conventional image matching. This method reducers 
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the time required (ex. by neural networks) for image 

matching especially when the two images are exactly 

the same.  
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Table 1 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=20,25,30). 

Image size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 2.5290 3.4807 4.3761 

200x200 2.7576 4.0759 5.5420 

300x300 2.7505 4.1480 5.7601 

400x400 2.7118 4.1285 5.7895 

500x500 2.6697 4.0869 5.7636 

600x600 2.6300 4.0408 5.7196 

700x700 2.5939 3.9955 5.6701 

800x800 2.5612 3.9526 5.6201 

900x900 2.5317 3.9128 5.5716 

1000x1000 2.5049 3.8758 5.5255 

1100x1100 2.4804 3.8415 5.4818 

1200x1200 2.4579 3.8097 5.4407 

1300x1300 2.4371 3.7801 5.4021 

1400x1400 2.4180 3.7524 5.3656 

1500x1500 2.4001 3.7266 5.3312 

1600x1600 2.3834 3.7023 5.2988 

1700x1700 2.3678 3.6794 5.2681 

1800x1800 2.3532 3.6578 5.2390 

1900x1900 2.3393 3.6374 5.2113 

2000x2000 2.3263 3.6181 5.1850 
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Table 2 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=35,40,45). 

Image size Speed up ratio (n=35) Speed up ratio (n=40) Speed up ratio (n=45) 

100x100 5.1485 5.7459 6.1305 

200x200 7.1099 8.7366 10.3823 

300x300 7.5547 9.5010 11.5693 

400x400 7.6703 9.7476 11.9983 

500x500 7.6805 9.8185 12.1593 

600x600 7.6504 9.8176 12.2057 

700x700 7.6041 9.7843 12.1975 

800x800 7.5518 9.7362 12.1618 

900x900 7.4979 9.6813 12.1119 

1000x1000 7.4446 9.6241 12.0549 

1100x1100 7.3930 9.5667 11.9948 

1200x1200 7.3434 9.5103 11.9338 

1300x1300 7.2961 9.4554 11.8731 

1400x1400 7.2511 9.4025 11.8136 

1500x1500 7.2082 9.3516 11.7556 

1600x1600 7.1675 9.3028 11.6993 

1700x1700 7.1286 9.2560 11.6449 

1800x1800 7.0916 9.2111 11.5924 

1900x1900 7.0563 9.1680 11.5417 

2000x2000 7.0226 9.1267 11.4929 

 

 

Table 3 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=50,55,60). 

Image size Speed up ratio (n=50) Speed up ratio (n=55) Speed up ratio (n=60) 

100x100 6.2791 6.1827 5.8471 

200x200 12.0104 13.5873 15.0827 

300x300 13.7316 15.9608 18.2313 

400x400 14.4004 16.9324 19.5735 

500x500 14.6849 17.3776 20.2204 

600x600 14.7997 17.5848 20.5465 

700x700 14.8307 17.6712 20.7066 

800x800 14.8173 17.6917 20.7739 

900x900 14.7795 17.6743 20.7866 

1000x1000 14.7281 17.6347 20.7661 

1100x1100 14.6692 17.5819 20.7249 

1200x1200 14.6066 17.5214 20.6709 

1300x1300 14.5424 17.4565 20.6089 

1400x1400 14.4780 17.3896 20.5421 

1500x1500 14.4142 17.3218 20.4727 

1600x1600 14.3516 17.2543 20.4020 

1700x1700 14.2904 17.1875 20.3310 

1800x1800 14.2309 17.1218 20.2603 

1900x1900 14.1731 17.0575 20.1905 

2000x2000 14.1170 16.9947 20.1219 
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Table 4 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=65,70,75). 

Image size Speed up ratio (n=65) Speed up ratio (n=70) Speed up ratio (n=75) 

100x100 5.2923 4.5528 3.6778 

200x200 16.4695 17.7236 18.8242 

300x300 20.5188 22.8003 25.0541 

400x400 22.3038 25.1038 27.9549 

500x500 23.1965 26.2897 29.4840 

600x600 23.6706 26.9431 30.3505 

700x700 23.9244 27.3127 30.8595 

800x800 24.0531 27.5187 31.1602 

900x900 24.1067 27.6252 31.3326 

1000x1000 24.1135 27.6685 31.4226 

1100x1100 24.0905 27.6707 31.4579 

1200x1200 24.0480 27.6455 31.4564 

1300x1300 23.9929 27.6018 31.4294 

1400x1400 23.9295 27.5457 31.3847 

1500x1500 23.8610 27.4812 31.3277 

1600x1600 23.7893 27.4111 31.2621 

1700x1700 23.7160 27.3375 31.1907 

1800x1800 23.6419 27.2617 31.1153 

1900x1900 23.5678 27.1849 31.0373 

2000x2000 23.4942 27.1076 30.9579 

 

 

Table 5 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=80,85,90). 

Image size Speed up ratio (n=80) Speed up ratio (n=85) Speed up ratio (n=90) 

100x100 2.7309 1.7904 0.9491 

200x200 19.7535 20.4969 21.0431 

300x300 27.2599 29.3985 31.4520 

400x400 30.8392 33.7394 36.6389 

500x500 32.7642 36.1151 39.5222 

600x600 33.8794 37.5167 41.2497 

700x700 34.5532 38.3822 42.3355 

800x800 34.9673 38.9297 43.0374 

900x900 35.2197 39.2774 43.4967 

1000x1000 35.3673 39.4945 43.7960 

1100x1100 35.4446 39.6231 43.9861 

1200x1200 35.4737 39.6904 44.0998 

1300x1300 35.4690 39.7143 44.1590 

1400x1400 35.4404 39.7070 44.1786 

1500x1500 35.3948 39.6772 44.1691 

1600x1600 35.3370 39.6308 44.1381 

1700x1700 35.2705 39.5723 44.0910 

1800x1800 35.1978 39.5049 44.0319 

1900x1900 35.1209 39.4311 43.9638 

2000x2000 35.0410 39.3527 43.8890 
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Table 6 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=95,100,105). 

Image size Speed up ratio (n=95) Speed up ratio (n=100) Speed up ratio (n=105) 

100x100 0.3148 0.0097 -------------- 

200x200 21.3837 21.5136 21.4309 

300x300 33.4042 35.2397 36.9447 

400x400 39.5220 42.3735 45.1789 

500x500 42.9715 46.4492 49.9421 

600x600 45.0660 48.9534 52.9000 

700x700 46.4018 50.5704 54.8307 

800x800 47.2807 51.6497 56.1349 

900x900 47.8687 52.3846 57.0357 

1000x1000 48.2636 52.8895 57.6658 

1100x1100 48.5260 53.2357 58.1079 

1200x1200 48.6950 53.4694 58.4162 

1300x1300 48.7968 53.6215 58.6268 

1400x1400 48.8493 53.7134 58.7651 

1500x1500 48.8654 53.7604 58.8489 

1600x1600 48.8540 53.7734 58.8912 

1700x1700 48.8220 53.7604 58.9015 

1800x1800 48.7742 53.7275 58.8872 

1900x1900 48.7146 53.6792 58.8535 

2000x2000 48.6458 53.6191 58.8048 

 

 

 

Table 7 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=110,115,120). 

Image size Speed up ratio (n=110) Speed up ratio (n=115) Speed up ratio (n=120) 

200x200 21.1368 20.6355 19.9348 

300x300 38.5066 39.9142 41.1576 

400x400 47.9245 50.5973 53.1848 

500x500 53.4374 56.9227 60.3860 

600x600 56.8942 60.9248 64.9808 

700x700 59.1723 63.5849 68.0585 

800x800 60.7270 65.4166 70.1948 

900x900 61.8136 66.7099 71.7162 

1000x1000 62.5846 67.6384 72.8194 

1100x1100 63.1355 68.3115 73.6287 

1200x1200 63.5289 68.8009 74.2258 

1300x1300 63.8068 69.1553 74.6664 

1400x1400 63.9987 69.4086 74.9892 

1500x1500 64.1255 69.5850 75.2221 

1600x1600 64.2024 69.7021 75.3854 

1700x1700 64.2407 69.7732 75.4944 

1800x1800 64.2488 69.8080 75.5604 

1900x1900 64.2333 69.8142 75.5923 

2000x2000 64.1990 69.7976 75.5968 
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Table 8 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=125,130,135). 

Image size Speed up ratio (n=125) Speed up ratio (n=130) Speed up ratio (n=135) 

200x200 19.0451 17.9804 16.7576 

300x300 42.2279 43.1180 43.8217 

400x400 55.6755 58.0585 60.3234 

500x500 63.8158 67.2011 70.5311 

600x600 69.0514 73.1263 77.1954 

700x700 72.5835 77.1501 81.7491 

800x800 75.0526 79.9812 84.9720 

900x900 76.8245 82.0266 87.3148 

1000x1000 78.1203 83.5337 89.0522 

1100x1100 79.0804 84.6598 90.3600 

1200x1200 79.7973 85.5089 91.3545 

1300x1300 80.3340 86.1524 92.1157 

1400x1400 80.7349 86.6402 92.6997 

1500x1500 81.0316 87.0083 93.1472 

1600x1600 81.2474 87.2831 93.4879 

1700x1700 81.3997 87.4845 93.7442 

1800x1800 81.5016 87.6273 93.9331 

1900x1900 81.5633 87.7231 94.0677 

2000x2000 81.5925 87.7810 94.1582 

 

 

 

Table 9 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=140,145,150). 

Image size Speed up ratio (n=140) Speed up ratio (n=145) Speed up ratio (n=150) 

200x200 15.3970 13.9219 12.3589 

300x300 44.3344 44.6525 44.7739 

400x400 62.4607 64.4615 66.3178 

500x500 73.7957 76.9850 80.0897 

600x600 81.2487 85.2768 89.2705 

700x700 86.3713 91.0077 95.6497 

800x800 90.0167 95.1068 100.2343 

900x900 92.6811 98.1180 103.6179 

1000x1000 94.6688 100.3762 106.1675 

1100x1100 96.1744 102.0965 108.1198 

1200x1200 97.3278 103.4228 109.6333 

1300x1300 98.2181 104.4539 110.8174 

1400x1400 98.9080 105.2598 111.7496 

1500x1500 99.4431 105.8911 112.4861 

1600x1600 99.8569 106.3853 113.0685 

1700x1700 100.1744 106.7705 113.5282 

1800x1800 100.4148 107.0682 113.8890 

1900x1900 100.5930 107.2949 114.1695 

2000x2000 100.7204 107.4637 114.3843 
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Table 10 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=155,160,165). 

Image size Speed up ratio (n=155) Speed up ratio (n=160) Speed up ratio (n=165) 

200x200 10.7375 9.0909 7.4550 

300x300 44.6979 44.4250 43.9568 

400x400 68.0221 69.5676 70.9483 

500x500 83.1009   86.0101 88.8092 

600x600 93.2207 97.1189 100.9566 

700x700 100.2887 104.9163 109.5245 

800x800 105.3913 110.5698 115.7622 

900x900 109.1734 114.7772 120.4221 

1000x1000 112.0358 117.9743 123.9763 

1100x1100 114.2377 120.4441 126.7326 

1200x1200 115.9534 122.3771 128.8986 

1300x1300 117.3030 123.9052 130.6185 

1400x1400 118.3723 125.1226 131.9953 

1500x1500 119.2232 126.0974 133.1039 

1600x1600 119.9018 126.8806 134.0002 

1700x1700 120.4429 127.5103 134.7261 

1800x1800 120.8730 128.0161 135.3141 

1900x1900 121.2128 128.4207 135.7895 

2000x2000 121.4784 128.7422 136.1719 

 

 

 

Table 11 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=170,175,180). 

Image size Speed up ratio (n=170) Speed up ratio (n=175) Speed up ratio (n=180) 

200x200 5.8691 4.3758 3.0206 

300x300 43.2965 42.4485 41.4186 

400x400 72.1588 73.1945 74.0514 

500x500 91.4905 94.0470 96.4718 

600x600 104.7258 108.4188 112.0279 

700x700 114.1054 118.6514 123.1548 

800x800 120.9610 126.1589 131.3487 

900x900 126.1010 131.8071 137.5335 

1000x1000 130.0352 136.1445 142.2978 

1100x1100 133.0970 139.5313 146.0294 

1200x1200 135.5120 142.2118 148.9922 

1300x1300 137.4374 144.3566 151.3707 

1400x1400 138.9854 146.0878 153.2974 

1500x1500 140.2379 147.4946 154.8692 

1600x1600 141.2560 148.6436 156.1585 

1700x1700 142.0859 149.5853 157.2202 

1800x1800 142.7630 150.3586 158.0968 

1900x1900 143.3151 150.9936 158.8213 

2000x2000 143.7639 151.5144 159.4198 
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Table 12 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=185,190,195). 

Image size Speed up ratio (n=185) Speed up ratio (n=190) Speed up ratio (n=195) 

200x200 1.8526 0.9238 0.2896 

300x300 40.2137 38.8422 37.3137 

400x400 74.7264 75.2167 75.5207 

500x500 98.7585 100.9014 102.8948 

600x600 115.5461 118.9664 122.2822 

700x700 127.6085 132.0054 136.3387 

800x800 136.5234 141.6760 146.8000 

900x900 143.2736 149.0207 154.7685 

1000x1000 148.4887 154.7112 160.9589 

1100x1100 152.5853 159.1933 165.8475 

1200x1200 155.8475 162.7724 169.7612 

1300x1300 158.4745 165.6627 172.9301 

1400x1400 160.6093 168.0186 175.5203 

1500x1500 162.3570 169.9534 177.6538 

1600x1600 163.7962 171.5522 179.4222 

1700x1700 164.9864 172.8795 180.8955 

1800x1800 165.9737 173.9853 182.1275 

1900x1900 166.7942 174.9086 183.1607 

2000x2000 167.4763 175.6804 184.0284 

 

 

 

Table 13 

 The Theoretical Speed up Ratio for Images with Different Sizes (n=200,205,210). 

Image size Speed up ratio (n=200) Speed up ratio (n=205) Speed up ratio (n=210) 

300x300 35.6392 33.8309 31.9025 

400x400 75.6370 75.5654 75.3061 

500x500 104.7339 106.4139 107.9307 

600x600 125.4872 128.5753 131.5408 

700x700 140.6018 144.7881 148.8915 

800x800 151.8886 156.9356 161.9346 

900x900 160.5106 166.2409 171.9532 

1000x1000 167.2260 173.5065 179.7946 

1100x1100 172.5423 179.2719 186.0310 

1200x1200 176.8087 183.9095 191.0582 

1300x1300 180.2718 187.6825 195.1574 

1400x1400 183.1096 190.7817 198.5320 

1500x1500 185.4534 193.3479 201.3327 

1600x1600 187.4019 195.4869 203.6729 

1700x1700 189.0302 197.2795 205.6393 

1800x1800 190.3965 198.7884 207.2991 

1900x1900 191.5466 200.0628 208.7054 

2000x2000 192.5167 201.1418 209.9001 
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