
Research Article

Fast Image Segmentation Using Two-Dimensional Otsu Based
on Estimation of Distribution Algorithm

Wuli Wang,1,2,3 Liming Duan,1,2 and Yong Wang4

1Engineering Research Center of Industrial Computed Tomography Nondestructive Testing of the Education Ministry of China,
Chongqing University, Chongqing, China
2College of Mechanical Engineering, Chongqing University, Chongqing, China
3College of Information and Control Engineering, China University of Petroleum (East China), Qingdao, China
4Chongqing Huayu Heavy Machinery & Electrical Co., Ltd., Chongqing, China

Correspondence should be addressed to Liming Duan; duanliming163@163.com

Received 27 May 2017; Revised 25 July 2017; Accepted 2 August 2017; Published 11 September 2017

Academic Editor: Tongliang Liu

Copyright © 2017 Wuli Wang et al. 	is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Traditional two-dimensional Otsu algorithm has several drawbacks; that is, the sum of probabilities of target and background is
approximate to 1 inaccurately, the details of neighborhood image are not obvious, and the computational cost is high. In order
to address these problems, a method of fast image segmentation using two-dimensional Otsu based on estimation of distribution
algorithm is proposed. Firstly, in order to enhance the performance of image segmentation, the guided 
ltering is employed to
improve neighborhood image template instead of mean 
ltering. Additionally, the probabilities of target and background in two-
dimensional histogram are exactly calculated to get more accurate threshold. Finally, the trace of the interclass dispersion matrix
is taken as the 
tness function of estimation of distributed algorithm, and the optimal threshold is obtained by constructing and
sampling the probability model. Extensive experimental results demonstrate that our method can e�ectively preserve details of the
target, improve the segmentation precision, and reduce the running time of algorithms.

1. Introduction

Image segmentation is the technology and process of seg-
menting an image intomultiple segments with characteristics
and extracting regions of interest, and it is the basis of image
analysis. 	e quality of image segmentation directly a�ects
the results of the subsequent image processing [1].

Image segmentation methods mainly include threshold
method [2, 3], edge detection method [4], region method
[5], graph cut method [6], clustering method [7–12], and
machine learning based method [13–15]. In recent years,
machine learning, especially the deep learning represented
by convolution neural networks (CNN), has captured more
attention in image segmentation [15–19]. However, such
methods require a multitude of annotated images as samples
for training, which is a very time-consuming. In addition, in
practice, a small amount of real images as training sample,
such as dozens of computed tomography (CT) scanning
images, is unable to achieve the desired results.

	reshold technique is simple and e�ective for image
segmentation,which has beenwidely used in computer vision
and pattern recognition. 	ere are several popular threshold
methods including Otsu, maximum entropy, minimum cross
entropy, and histogram [20, 21]. Compared to other thresh-
old segmentation methods, Otsu is the most popular for
grayscale image segmentation [22]. In order to enhance the
performance of the classical Otsu, a series of improvements
have been proposed [23–26]. However, those improved Otsu
methods still only use the one-dimensional gray histogram of
image without considering the spatial information of image,
which is similar to the classical Otsu method. When the
image is a�ected by noneven brightness, noise, and other
factors, the result of image segmentation is not ideal, even
incorrect. For this reason, Liu and Li [27] extended the Otsu
from one dimension to two dimensions and proposed an
Otsu method based on two-dimensional gray histogram. By
combining the pixel information with the spatial correlation
information between the pixel and its neighborhood, the
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proposed method is able to provide better segmentation
results than one-dimensional Otsu. Nevertheless, the two-
dimensional Otsu enlarges the search space into two dimen-
sions, which increases the complexity of the algorithm and
expands the computational cost with exponential growth.
Consequently, some fast algorithms have been proposed,
one of which is the introduction of arti
cial intelligence
algorithm. 	e intelligent search strategy is employed to
speed up solving the global optimal threshold instead of
exhaustion method. Sun [28] and Deng et al. [29] applied
the genetic algorithm to image segmentation based two-
dimensionalOtsu,which improves the e�ciency of algorithm
to some extent but fails to address the premature convergence
problem of genetic algorithm. 	e two-dimensional Otsu
based arti
cial 
sh swarm algorithm [30] is not sensitive to
the selection of initial value and parameter, robust, simple,
and easy to implement, but easy to fall into local optimumand
low convergence accuracy. Tang et al. [31] and Guo et al. [32]
introduced the particle swarm algorithm into the method
of image segmentation based on the two-dimensional Otsu.
Although the algorithmmanifests simple, easy to operate, and
general characteristics, the diversity of particles disappears
rapidly when the selection of the parameter or the population
size is not appropriate. And the above defects of the algorithm
can lead to precocious and fall into local optimum. Sun et
al. [33] adopted a method of image segmentation using two-
dimensional Otsu based on simulated annealing algorithm,
which shows its superiority in searching the global minimal
solution but also has the disadvantage of slow convergence
speed.	e above-mentioned two-dimensionalOtsumethods
based on intelligent algorithm enhance the calculation e�-
ciency of two-dimensional Otsu to a certain extent. However,
the sum of probabilities of target and background on the
main diagonal of two-dimensional histogram is still approxi-
mately 1, which is similar to the traditional two-dimensional
Otsu.	is approximation has been proved to be incompatible
with the real image by Fan and Zhao [34] and Wu et
al. [35]. And the curve and oblique methods based on
two-dimensional Otsu were, respectively, proposed to get a
satisfying e�ect of image segmentation, but the applicability
of these two methods is poor [36]. Furthermore, the existing
two-dimensional Otsu methods employ the mean 
ltering
template to construct two-dimensional histogram, which
loses the edges and detailed features of the neighborhood
image and in�uences the e�ect of image segmentation.

In this paper, in order to improve the e�ect of segmenta-
tion and reduce computational cost of two-dimensional Otsu
algorithm, a novel fast image segmentation method using
two-dimensional Otsu based on estimation of distributed
algorithm is proposed. Firstly, to obtain the approving per-
formance of image segmentation, the guided 
ltering is
employed to improve neighborhood image template instead
of the mean 
ltering. Moreover, the probabilities of the target
and background in two-dimensional histogram are exactly
calculated to get more accurate threshold. Finally, in order to
segment the image quickly and accurately, the estimation of
distribution algorithm [37]with outstanding searching ability
and fast convergence speed is applied to 
nd the optimal
segmentation threshold.
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Figure 1: Two-dimensional histogram.

2. Improvements to Method of
Two-Dimensional Otsu

	e method of two-dimensional Otsu applies the two-
dimensional histogram comprising the image gray and
its neighborhood image average gray to 
nd the optimal
threshold and then divides the image into the target and
background. 	e main diagonal regions I and III of the
two-dimensional histogram denote, respectively, the target
and background; the subdiagonal regions II and IV present
severally the edge and noise, as shown in Figure 1.

Under the method of traditional two-dimensional Otsu,
the sum of probabilities of the target and background is
approximate to 1, and the sum of probabilities of the edge and
noise is approximate to 0.	is approximation is only satis
ed
under certain conditions, which has been con
rmed in the-
ory and experiment by the literatures [34–36]. 	e accuracy
of image segmentation is low when the approximation is not
true. In addition, the neighborhood image is obtained by a
mean 
ltering template under the method of traditional two-
dimensional Otsu, which can e�ectively eliminate the Gaus-
sian noise of image but also obscure the edge and detailed
features of image and a�ect the performances of image seg-
mentation. 	erefore, in order to enhance the performances
of image segmentation, the traditional two-dimensional Otsu
is improved from two aspects: using the guided 
ltering to
build a new neighborhood template and accurately calculat-
ing the probabilities of the target and background.

2.1. Construction of Neighborhood Template Based on Guided
Filtering. In order to enhance the e�ect of image segmen-
tation under two-dimensional Otsu method, we introduce
the guided 
ltering to improve the neighborhood template,
which can preferably preserve features of the edge and details
[38]. 	e guided 
ltering is a 
ltering method that restrains
the details of image and is similar to the bilateral 
ltering.
However, compared with the bilateral 
ltering, the perform-
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ance of guided 
ltering is better and the algorithm is faster. It
can be regarded as a local linear model, de
ned as

�� = ∑
�
��� (�) ��, (1)

where � represents the guided image, � denotes the input
image, � stands for the output image, �, � is the index of the
pixel, and���(�) is the 
lter kernel function, and de
ned as

��� (�) = 1|	|2 ∑
�:(�,�)∈��

(1 + (�� − ��) (�� − ��)�2� + � ) , (2)

where 	� is the �th window of kernel function, |	| is the
number of pixels in the window, �� and �2� denote the
mean value and the variance of a window in �, and � is the
smoothing factor. Here, the local window radius is set to 2,
the value of � is set to 0.04, and then the number of pixels in
the window is |	| = (2 × � + 1)2 = 25.

A new neighborhood template can be constructed by
using the guided 
lteringwith preserving the edge and details
of image instead of the mean 
ltering, which can preferably
construct the image two-dimensional histogram and advance
the performance of image segmentation.

2.2. Exact Calculation of the Two-Dimensional Otsu

Step 1. Construct two tuples according to the gray values of
original image and the 
ltered neighbor image by the guided

ltering, denoted as the gray value of original image and
the gray value of neighbor image. If the frequency of two
tuples (�, �) is expressed as ���, then the corresponding joint
probability density can be de
ned as

��� = ���� , �, � = 1, 2, . . . , �, (3)

where � is the number of pixels and � is the gray level of
image, and there is

�∑
�=1

�∑
�=1
��� = 1. (4)

Step 2. Calculate accurately the probabilities �I and �III of
the target and background regions in the two-dimensional
histogram:

�I = �∑
�=1

	∑
�=1
���,

�III = �∑
�=�+1

�∑
�=	+1

���,
(5)

where � and � represent the threshold values of original image
and neighbor image, respectively.

Step 3. Calculate, respectively, the corresponding mean vec-
tors �∗0 and �∗1 of the target and background:

�∗0 = (�∗0�, �∗0�)� = [[
�∑
�=1

	∑
�=1

� ⋅ ����I ,
�∑
�=1

	∑
�=1

� ⋅ ����I ]
]
�

,
�∗1 = (�∗1�, �∗1�)�

= [[
�∑
�=�+1

�∑
�=	+1

� ⋅ ����III ,
�∑
�=�+1

�∑
�=	+1

� ⋅ ����III ]]
�

.
(6)

Step 4. Calculate the total mean vector �∗� on the two-dimen-
sional histogram:

�∗� = (�∗��, �∗��)� = ( �∑
�=1

�∑
�=1
� ⋅ ���, �∑

�=1

�∑
�=1
� ⋅ ���)

�

. (7)

Step 5. Calculate the trace of interclass dispersion matrix��"∗(�, �):
��"∗ (�, �) = �I (�, �) ⋅ [(�∗0� − �∗��)2 + (�∗0� − �∗��)2]
+ �III (�, �) ⋅ [(�∗1� − �∗��)2 + (�∗1� − �∗��)2] = �I (�, �)
⋅ [[(

�∑
�=1

	∑
�=1

� ⋅ ����I (�, �) −
�∑
�=1

�∑
�=1
� ⋅ ���)

2

+ ( �∑
�=1

	∑
�=1

� ⋅ ����I (�, �) −
�∑
�=1

�∑
�=1
� ⋅ ���)

2]
] + �III (�, �)

⋅ [[(
�∑
�=�+1

�∑
�=	+1

� ⋅ ����III (�, �) −
�∑
�=1

�∑
�=1
� ⋅ ���)

2

+ ( �∑
�=�+1

�∑
�=	+1

� ⋅ ����III (�, �) −
�∑
�=1

�∑
�=1
� ⋅ ���)

2]
] .

(8)

Step 6. Calculate the optimal threshold (%∗, "∗):
(%∗, "∗) = arg max

1≤�,	≤�
{��"∗ (�, �)} . (9)

	e improved two-dimensional Otsu algorithm su�ers
from a high computational cost. Consequently, we introduce
the estimation of distribution algorithmwith favorable global
convergence ability and high computation e�ciency to 
nd
the optimal segmentation threshold (%∗, "∗).
3. Fast Image Segmentation Using

Two-Dimensional Otsu Method Based on
Estimation of Distribution Algorithm

As a new type of optimization algorithm in the 
eld of
evolutionary computation, the estimation of distribution
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algorithm proposes a new evolutionary model [39]. 	ere
are no genetic operations such as crossover and mutation in
the estimation of distribution algorithm, which is di�erent
from the traditional evolutionary algorithm. 	e estimation
of distribution algorithm predicts the best searching region
according to sampling and statistical learning for search-
ing space and generates the optimal new individual. 	e
algorithm using the macrolevel evolution method based on
search space has superior global search ability and positive
convergence rate [38]. 	e two-dimensional Otsu method
searches the optimal combination of image threshold and
neighborhood image threshold in the global range, and the
two variables are independent of each other. Accordingly, the
variable independent estimation of distribution algorithm is
employed to solve the optimal segmentation threshold in the
two-dimensional Otsu.

	e gray value of a pixel in the image and a pixel in its
neighborhood image is represented by the individual * =(-1, -2), where the ranges of -1 and -2 are 0 to 255. 	e �th
individual in the /th generation is denoted as*�� = (-��1, -��2),
the population size is indicated by the PopSize, and the
largest generation of evolution is expressed by the MaxGen.
	e �owchart of image segmentation using two-dimensional
Otsu based on estimation of distribution algorithm is shown
in Figure 2, and the concrete steps are as follows.

Step 1 (initialize the population). 	e current evolutionary
generation / is initialized to 1, and the initial population is
obtained by random sampling referring to the literature [40]:

Popul1 = {*1� | � = 1, 2, . . . ,PopSize} . (10)

Step 2 (calculate the individual 
tness). 	e trace of interclass
dispersion matrix is regarded as the 
tness function, as seen
in (8). Firstly, let � = -��1, � = -��2 in (8), and calculate 
tness

value 
tness
X
�
�
of individual *�� in the /th generation. 	en

similar method is applied to calculate the 
tness values of
other individuals in the /th generation. Finally, the 
tness
values of all individuals are obtained:

Fitn� = {
tnessX�� | � = 1, 2, . . . ,PopSize} . (11)

Step 3 (obtain the optimal 
tness and the best individual).
Calculate the optimal 
tness BestFitn� = Max(Fitn�), and
the corresponding individual is the best individual *�

best
=(-�

best1, -�best2) in the population.

Step 4 (determine whether the termination condition is
satis
ed). If the evolutionary generation / is not greater
than MaxGen, then Step 5 is performed; otherwise, the
optimization process is terminated, and the optimal 
tness

BestFitnMaxGen and the best individual*MaxGen

best
are obtained;

Step 9 is performed.

Step 5 (select the individual for establishing probability
model). In order to ensure that the probability model is sen-
sitive to the search process, the individual who is used to con-
struct the probability model must be able to accurately track
the information of probabilitymodel. For the sake of prevent-
ing the algorithm into local optimal, the individual selection

Initialize the population

Calculate the individual �tness 

Termination condition
is satis�ed

Select the individual for 
establishing the probability model

Establish the probability model

Obtain a diversity of population by 

replacing some of the individuals 

Obtain the new population

according to sampling

No

Image
segmentation

Yes

Calculate the optimal �tness and the

optimal individual in this generation

Start

End

Figure 2: Flowchart of image segmentation using two-dimensional
Otsu based on estimation of distribution.

should have a certain randomness. Roulette is a proportion
of random selection method. On the one hand, in order to
ensure the tracking accuracy of probability model, the indi-
vidual is selected according to the probability of alleles per
gene bit. On the other hand, this method does not guarantee
that the allele of large probability must be selected and has a
certain randomness. In this paper, when the 
tness value is
the largest, the optimal segmentation threshold is obtained.
	erefore, the roulette selection method based on 
tness
is adopted; that is, the probability that each individual is
selected is proportional to its 
tness. 	e speci
c steps are as
follows:

(1) Calculate the relative 
tness of each individual

tness

X
�
�
/∑ 
tness

X
�
�
, denoted as ��, where � =1, 2, . . . ,PopSize and ∑�� = 1.

(2) According to relative 
tness��, the disc is divided into
PopSize copies, where the central angle of the �th fan
is 27��.

(3) Simulate the roulette operation, that is, to generate a
random number between 0 and 1. If �1 + �2 + ⋅ ⋅ ⋅ +��−1 < � and � < �1 + �2 + ⋅ ⋅ ⋅ + ��, then individual*�� is selected, denoted as*��1 .

(4) Repeat step (3) until the PopSize excellent individuals{*��� | � = 1, 2, . . . ,PopSize} have been obtained.
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Step 6 (establish the probability model). Firstly, construct
the Gaussian distribution function according to the excellent
individual selected by Step 5. 	en, calculate the mean and
standard deviation of the 
rst variable for all individuals:

*�1 = ∑ *���1
PopSize

,

��1 = ∑ (*���1 − *�1)2
PopSize

,
(12)

where � = 1, 2, . . . ,PopSize. Mean*�2 and standard deviation��2 of the second variable of all individuals are calculated in a
similar manner. 	e probability distribution function can be
expressed as follows:

-1 ∼ �(*�1 , ��1 ) ,
-2 ∼ �(*�2 , ��2 ) .

(13)

Step 7 (obtain the new population by sampling). 	e sam-
pling method depends on the probability model used by the
algorithm. 	erefore, the next generation population is gen-
erated on the basis of the constructed Gaussian distribution
function:

Popul�+1 = {*�+1� | � = 1, 2, . . . ,PopSize} . (14)

	e individual of the population is denoted as X
�+1
� =(-�+1�1 , -�+1�2 ), where -�+1�1 ∼ �(*�1 , ��1 ), -�+1�2 ∼ �(*�2 , ��2 ).

Step 8 (establish the diverse population). In order to enhance
the diversity of population and avoid the excessive e�ect
on the population, in the 
rst place, � individuals are
randomly removed from the current population, where � =
round(PopSize/10) and round(-) represents an integer that
is closest to -. 	en, the optimal � individuals in the
previous population are appended to the current population
to establish a diverse population. Finally, return to Step 2 and
recalculate the 
tness of each individual.

Step 9 (image segmentation). On the basis of the optimal

threshold %∗ = -MaxGen

best1 , "∗ = -MaxGen

best2 obtained by Step 4,
the two-dimensional Otsu method is employed to segment
the image.

4. Experimental Results and Analyses

In order to evaluate the performance of image segmentation
and the e�ciency of the proposed method, a large number
of industrial computed tomography (CT) images of di�erent
mechanical parts and many images from popular image
segmentation dataset are used to test. Extensive experimen-
tal results are compared with the results of the following
approaches, that is, Otsu, 2D Otsu [27], 2D Otsu-GA [29],
2D Otsu-FSA [30], LCK [10], LSD [11], and ME + PPD [3],
quantitatively and qualitatively.

4.1. Comparisons of Segmentation on Real Image. Figure 3
shows the results of image segmentation regarding 
ve real
industrial CT images with Gaussian noise under di�erent
methods.	e cylinder head, carburetor, nuts, aluminumpart,
and bearing are arranged from le� to right; the original
image, the results of the traditional two-dimensional Otsu,
the results of the 2DOtsu-FSA, the results of the 2DOtsu-GA,
and the results of ourmethod are distributed from top to bot-
tom. In order to compare objectively the performances of the
above methods, the population size of genetic algorithm, 
sh
swarm algorithm, and estimation of distribution algorithm
are set to 20, and evolutionary generations (or optimization
times) are set to 50.

	e experimental results are shown in Figure 3. For
industrial CT images of the nuts and bearing with clear
boundary and large target and background discrimination,
the above methods can preferably segment the target and
background, and the e�ect is preferable. However, for indus-
trial CT images of the cylinder head, carburetor, and alu-
minum part with relative blurred boundary, there is a certain
gap in the segmentation e�ects of each method. For the
cylinder head image, the traditional two-dimensional Otsu
is poor for the detail at the upper right corner of image, and
the 2D Otsu-FSA and the 2D Otsu-GA lose the details at the
upper right corner and the upper le� corner of image, which
is inconsistent with the original image. For the carburetor
image, we can intuitively see that the detailed features at the
bottomof image are lost a�er the traditional two-dimensional
Otsu, the 2D Otsu-FSA, and the 2D Otsu-GA. For the
aluminum part image, the traditional two-dimensional Otsu
and the 2D Otsu-GA process incorrectly a noise at the upper
right of image as a target. 	ough the noise is well processed
by the 2DOtsu-FSA, the detailed feature (i.e., hole) above the
le� image is lost. 	e segmentation result of the 2D Otsu-GA
also lost the detail, that is, the hole. It can be seen the proposed
method can preferably preserve the details of original images
with blurred boundary from the last line in Figure 3.

4.2. Comparisons of Computational Cost on Real Image.
	e computational cost of two-dimensional Otsu based on
intelligent algorithm is mainly re�ected in calculation of the

tness of individual. In the case of the same population size,
the computational cost of di�erent algorithms are qualita-
tively evaluated by comparing the evolutionary generation of
population when the algorithms reach convergence state.

	e maximum 
tness convergence curves of the alu-
minum part are obtained by using two-dimensional Otsu
methods based on intelligent algorithm, as shown in Figures
4–6. 	e 2D Otsu-FSA: if the population size A is equal to
10, the 
tness is convergent until the number of iterations is
about 40. If the population size A is equal to 20, the 
tness
is convergent when the number of iterations is about 22. If
the population size A is equal to 30, the 
tness has converged
when the number of iterations is close to 12.	e 2DOtsu-GA:
if the population size A is equal to 10, the 
tness is convergent
when the number of iterations is about 45. However, the

tness of the algorithm is obviously �uctuant in the process
of convergence, which re�ects the evolutionary disorder
a�ected by variant randomness under the genetic algorithm.
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Figure 3: Segmentation e�ect of various methods for di�erent images.

If the population size A is equal to 20, the 
tness is convergent
when the number of iterations is about 35. If the population
size A equals 30, the 
tness is convergent when the number
of iterations is about 25. Our method: if the population sizeA equals 10, 20, or 30, the 
tness has converged when the
number of iterations is only about 25, 10, or 3. In addition, the
results of the proposed method are stable a�er convergence.

According to the above experimental results and analyses,
for solving the optimal threshold of two-dimensional Otsu,
the estimation of distribution algorithm requires fewer pop-
ulation size and few number of iterations than the genetic

algorithm and the 
sh swarm algorithm. In other words, the
estimation of distribution algorithm can e�ectively reduce
the computational cost.

Moreover, in order to compare the e�ciencies of the
proposed method and the existing methods, objectively
and precisely, the mean time of image segmentation under
di�erentmethods is counted. Table 1 illustrates themean time
of 10 segmentations for 5 industrial CT images. According to
the data in Table 1, the speed of the proposedmethod is about
10, 5, and 3 times faster than the traditional two-dimensional
Otsu, 2D Otsu-FSA, and 2D Otsu-GA, respectively.
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Figure 4: 	e highest 
tness convergence curve based on 2D Otsu-FSA.

Table 1: Comparison of segmentation time under di�erent methods (s).

Image Our method Traditional 2D Otsu 2D Otsu-FSA 2D Otsu-GA

Cylinder head 0.23 2.53 1.25 0.92

Carburetor 0.28 2.66 1.31 0.97

Nuts 0.24 2.58 1.27 0.94

Aluminum part 0.30 2.71 1.39 1.02

Bearing 0.29 2.68 1.37 0.99

4.3. Comparisons of Segmentation on Image Dataset. In this
section, we compare our method with Otsu, 2D Otsu, 2D
Otsu-FSA, 2D Otsu-GA, ME + PPD, LCK, and LSD on a
host of images that come from popular image datasets. As
an example, we select a grain image and a tire image from

the general image library, a duck image and a bird image
from the BSD500 image dataset, and a motorcycle image
from the VOC image dataset to demonstrate the comparative
results, as illustrated in Figure 7. For rice grains image, our
method can preferably retain the completeness of rice grains.
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Figure 5: 	e highest 
tness convergence curve based on 2D Otsu-GA.

Especially at the bottom of the image, it can better pre-
serve the structural characteristics of rice grains and segment
the target from the background. Fortunately, LCK and LSD
can also detect the target e�ciently. However, these two
methods require a high computational cost. With regard
to the tire image segmented by the proposed method, the
contour details of eight axis are clear; the edges between the
inner and outer rings of the tire are favorable. Moreover, the
middle four screws are very easy to identify and have only
a small black background. For the duck image with simple
background, each of above-mentioned methods can obtain
a promising result. However, the proposed method can pre-
ferably preserve the details, such as the mouth and tail. Com-
pared with 2D Otsu, 2D Otsu-FSA, ME + PPD, and LSD, our
method can preferably extract the edges of target on the bird
image. Furthermore, our method can more accurately seg-
ment out the claw comparing with Otsu, 2D Otsu-GA, ME +
PPD, LCK, and LSD. For the motorcycle image with complex
contour and scene, the proposed method is favorable on the

details, such as the rearview mirror and support and rear
seat. ME + PPD and LCK obtain a preferable performance of
the global segmentation. Nevertheless, LCK is time-consum-
ing.

	e computational costs of the above methods on the 
ve
images in Table 2 are also measured. From this table, we can
see that the computational cost of our method is lower than
the other methods except Otsu. However, Otsu’s segmen-
tation results are not very good.

5. Conclusion

In this paper, we present a fast image segmentation method
using two-dimensional Otsu based on estimation of dis-
tribution algorithm. 	e proposed method can preferably
preserve the edges and details of the object because the
guided 
ltering template is replaced with the mean 
lter-
ing template. Furthermore, compared with other existing
image segmentation methods, our method has desirable
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Figure 6: 	e highest 
tness convergence curve of our method.

Table 2: Comparisons of computational costs (s).

Method
Image

Rice Tire Duck Bird Motorcycle

Otsu 0.011 0.012 0.013 0.015 0.018

2D Otsu 1.46 1.41 2.01 1.71 1.52

2D Otsu-FSA 0.62 0.64 1.16 1.05 0.68

2D Otsu-GA 0.46 0.51 0.86 0.79 0.53

ME + PPD 0.32 0.38 0.28 0.22 0.27

LCK 5.63 13.25 22.36 23.50 19.72

LSD 4.52 9.64 19.45 16.37 15.21

Our 0.14 0.18 0.12 0.09 0.13

segmentation performance and computational cost for image
with simple scene. However, similar to other threshold-based
image segmentation methods, our method is preferable for
the images with the same gray scale range; it has a limitation
to the object with large gray scale distribution. In addition,

the actual segmentation e�ect of our method is not perfect in
complex scene.

In the future, we plan to preprocess the object so that our
segmentation method can perform well for special objects as
well as handle more complex images.
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