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Abstract— The volume of digitised documents is increasing 
every day. Thus, designing a fast document image retrieval 
method for the large volume of document images, especially 
when the document images are also large in size, is of high 
demand. As feature extraction is one of the important steps in 
every document image retrieval system, a feature extraction 
technique with a low computing time and small feature number 
has a direct effect on the speed of the retrieval system. In this 
paper, we propose a non-parametric texture feature extraction 
method based on summarising the local grey-level structure of 
the image. To extract the proposed features, the input image is, 
at first, divided into a set of overlapping patches of equal size. 
The peripheral pixels of the centre pixel in a patch are used to 
extract two sets of patterns. The patterns are derived from the 
vertical & horizontal, and diagonal & off-diagonal pixels of the 
patch, separately. From each set of pixels, 15 (=2^4-1) different 
local binary patterns are extracted in our proposed feature 
extraction method. Two histograms of the local binary patterns 
obtained from these two sets of pixels are then created and 
concatenated to obtain 30 features called fast local binary 
patterns (F-LBP). To evaluate the efficiency of the proposed 
feature extraction method, MTDB and ITESOFT databases were 
considered for experimentation. The proposed F-LBP provided 
promising results with lower computing time as well as smaller 
memory space consumption. 

Keywords: document image retrieval; texture features; local 
binary pattern 

I. INTRODUCTION 

In any given region of an image, small repeated patterns or 
the spatial arrangement of pixels can be described as a texture 
feature [1]. Texture features are able to provide important 
information about the structural arrangement of pixels and 
their connections to the adjacent area in an image [2]. 
Different texture feature extraction methods in the literature 
can be categorised into four groups including: statistical, 
structural, model-based, and transform-based approaches [3]. 
Since statistical based texture extraction methods have 
provided better accuracy at a reasonable computational cost, 
they have become more popular among other categories of 
texture feature approaches [4]. 

In the literature of pattern recognition, and computer 
vision, texture features have widely been used in different 
applications [5-7]. Various feature extraction techniques have 
also been developed for document image analysis and 
retrieval [8-10]. The advantages and beneficial uses of texture 

features for document image retrieval have further been 
discussed in [11, 12].  

In [11], a local binary pattern (LBP) method, as a 
statistical approach, has been used for document image 
retrieval. The effectiveness of texture features has been 
explored using document image databases. Likewise in [12], 
the LBP and discrete wavelet transform (DWT) features have 
been extracted from each document image to characterize 
document images. A score level fusion strategy has then been 
proposed to obtain the final retrieval results in the proposed 
document image retrieval system [12]. 

In [13], different texture features, such as grey level co-
occurrence matrix (GLCM), Gabor filters, autocorrelation 
function, and a variety of wavelet transforms, have been 
compared for segmenting graphical parts of historical 
documents from textual parts. The authors have stated that the 
Gabor-based features provided the best result for 
distinguishing textual regions from graphical ones [13]. In 
addition, Gabor descriptors have been applied to enhance 
historical document image segmentation [14]. 

From the literature review it can be noted that most of the 
texture feature extraction techniques, such as Gabor and 
wavelet based features, are computationally expensive [13, 
14]. Considering the volume and size of document images, a 
fast feature extraction method would be of great interest for 
document image retrieval applications. As extracting effective 
texture feature has a direct impact on the performance of 
different document image analysis problems, the purpose of 
this paper is to propose a new local binary pattern which is 
more efficient compared to the previous local binary pattern 
methods in relation to time complexity and memory 
consumption. Two different databases, MTDB and ITESOFT, 
are further considered to evaluate the efficiency of the 
proposed feature extraction method for document image 
retrieval. 

The rest of the paper is organized as follows. In Section II, 
the proposed F-LBP is explained. Applications of the 
proposed F-LBP to document image retrieval are discussed in 
Section III. Detailed experimental results with different 
analysis as well as comparison analysis of the proposed 
method with various LBP-based methods are demonstrated in 
Section IV. Finally, conclusions and future work are 
presented in Section V. 
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II. PROPOSED FAST LOCAL BINARY PATTERN 

The LBP has been proposed as a means of summarising 
local grey-level structure for texture classification in [18]. 
Several modified versions of LBP have also been undertaken 
to overcome the drawbacks of the LBP method and to 
enhance the performance of different systems [1, 4, 19, 20]. 
The applicability of various LBP-based feature extraction 
methods has also been shown in different applications [7, 11, 
12, 15-17].  

In [1], to improve the feature extraction method, the local 
intensity of pixels based on three directions in the 
neighbourhood of the centre pixel in each patch has been used 
for image retrieval. To acquire more information from each 
pixel, the magnitude pattern has also been considered. 
Similarly, in [21] a local tri-directional weber pattern has been 
used for face image retrieval. The mutual relationships of the 
current pixel in three directions with its adjacent 
neighbourhood pixels were considered. Based on the 
magnitude of differential excitation, the relationship among 
the neighbourhood pixels was encoded. As a result, a feature 
vector of length 512 features was extracted from each image. 
The texture feature has further been used for image 
classification in [4]. Pair-wise comparison of pixels along 
with a closed path around the central pixel was provided on 
different patterns in a 3×3 window. In another study, to solve 
the problem of the sensitivity to noise, a local ternary pattern 
[15] has been proposed. 

The attempts of previous researchers were to enhance the 
performance or to improve the discriminative ability of the 
LBP method. The method’s final performance was 
considerably affected by the selection of appropriate 
neighbourhoods. This selection includes number, size and 
position of the neighbourhood and the distribution of the 
sampling points [6]. Since the neighbouring pixels can 
provide more information compared to the centre pixels, the 
neighbourhood pixels have usually been considered in the 
previous works. Our proposed method has an advantage over 
the previous methods. Here, very little memory space is 
required since the feature length is reduced compared to the 
other methods when the value of eight peripheral pixels 
around the centre pixel is taken into account. 

In the original LBP feature extraction method [5], 
differences between the grey values of a centre pixel, say c, of 
each patch and N neighbouring pixels are measured. The 
difference value is then encoded with a binary value of 0 or 1. 
If the difference is a negative value, the encoding value is 
considered as 0 and otherwise as 1. These binary values are 
concatenated in a clockwise direction to obtain a binary 
pattern of 8 bits. The decimal value of the binary number is 
generated and used for labelling the centre pixel. Let S 
represents a matrix of 3×3 which is indexed by neighbour 
pixels of the centre pixel. Corresponding to the different 
binary patterns 𝐿𝐵𝑃𝑁,𝑅 produces  2𝑁 output values. 

                      S=[

𝑖7 𝑖6 𝑖5

𝑖0 𝑖𝑐 𝑖4

𝑖1 𝑖2 𝑖3

]                                     (1) 

 𝐿𝐵𝑃𝑁,𝑅 =  ∑  2𝑛 ∗ 𝑠(𝑖𝑛−𝑖𝑐)𝑁−1
𝑛=0                         (2) 

     𝑠 (𝑖𝑛−𝑖𝑐) = {
1         𝑖𝑓 (𝑖𝑛−𝑖𝑐) ≥ 0,

0 ,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                (3) 

where N is the number of neighbours of the centre pixel c, R 
is the radius, and the grey-level values at c and n are 
represented by 𝑖𝑐  and 𝑖𝑛. The concept of uniform pattern is 
further used in the LBP method to reduce the number of 
features. A binary pattern is called a uniform binary pattern if 
the number of transactions between 0 and 1 of the pattern 
sequence is less than or equal to two.  

The improved local binary pattern (ILBP) was later 
proposed in [19] to reduce the effect of noise in image. In the 
ILBP operator, the local average grey-level value is 
considered instead of a centre pixel value as a threshold. 
Thus, the grey-level neighbourhood pixel values are 
thresholded by the average grey-level value. The ILBP 
features have been computed as follows: 

  𝐼𝐿𝐵𝑃 = 2𝑛 ∗ 𝑓(𝑖𝑐 − 𝑀) ∑  2𝑛𝑁−1
𝑛=0 ∗ 𝑓(𝑖𝑛 − 𝑀)           (4)                                                     

𝑓 (𝑖𝑐,𝑛 − 𝑀) = {
1           𝑖𝑓 (𝑖𝑐,𝑛 − 𝑀) ≥ 0,

0,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

M = 
1

9
(𝑖𝑐 + ∑ 𝑖𝑛

7
𝑛=0 )                                     (6) 

where M is considered as the average value of a precise patch.  
In the ILBP method, 29 − 1 binary patterns have been 
produced. 

 

Fig. 1. (a) Arrangement of a 3×3 matrix, (b) layout of the fast local pattern 
using vertical & horizontal pixels, (c) layout of the fast local pattern using 
diagonal & off-diagonal pixels 

Inspired by the ILBP, a new version of the LBP called   
Fast LBP (F-LBP) is proposed in this research work. The 
proposed F-LBP performs well and faster in document image 
retrieval compared to the LBP and ILBP methods. Moreover, 
compared to the LBP and ILBP methods, the proposed F-LBP 
method needs smaller memory space as a smaller number of 
features is extracted for each patch. The positioning and 
layout of the proposed F-LBP extracted from a patch are 
represented in Fig. 1. In the LBP and ILBP methods all 8 
neighbours of the centre pixel are generally used for 
computing a binary pattern for a patch of size 3×3. As a 
result, 256 (2

8
) different patterns from LBP and 511 (2

9
-1) 

different patterns from ILBP are obtained, and a large feature 
vector is computed for an image. However, in our proposed F-
LBP method, the neighbouring pixels are categorised into two 
groups: vertical & horizontal pixels, and diagonal & off-
diagonal pixels. Each group includes only 4 neighbouring 
pixels resulting in 15 (2

4
-1) different binary patterns, which is 

considerably less than the number of binary patterns 
generated in the LBP (2

8
=256) and ILBP (2

9
-1=511) feature 

extraction methods. 
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The proposed feature extraction method is composed of 
two parts, including  F1LBP and F2LBP. For computing 
the F1LBP, the first group of neighbouring pixels is 
considered. The mean value of the centre pixel and four 
neighbour pixels located in the horizontal and vertical 
positions (Fig. 1(b)) of the centre pixel is computed using 
equation (11). The mean value is considered as a threshold in 
our proposed F-LBP, whereas in the LBP operator, the value 
of the central pixel has been considered as the threshold. The 
differences between the threshold value and the pixels located 
in the horizontal and vertical positions of the centre pixel are 
then computed. A binary pattern is obtained employing 
equation (9) on the obtained difference values, and the 
corresponding decimal number of the binary value is finally 
obtained using equation (7). The occurrence frequency of the 
different binary patterns obtained from the input image is 
represented using a histogram of 15 bins. Subsequently, in the 
second part, to compute the F2LBP operator, the pixels 
located on the diagonal and off-diagonal positions of the 
centre pixel are taken into account. The mean value of the 
centre pixel and other pixels located in the diagonal and off-
diagonal positions is obtained. The diagonal pixels are shown 
in Fig. 1(c). Similar to the F1LBP operator, using equations 
(8), (10), and (12), the same procedure is applied to obtain 
another histogram of 15 bins.  

𝐹1𝐿𝐵𝑃 =  ∑  2𝑛 ∗ 𝑠(𝑖𝑛 − 𝑚1)𝑛∈𝑒𝑣𝑒𝑛
𝑛=0 ,     𝑛 < 8              (7) 

𝐹2𝐿𝐵𝑃 =  ∑  2𝑛 ∗ 𝑠(𝑖𝑛 − 𝑚2)𝑛∈𝑜𝑑𝑑
𝑛=0 ,     𝑛 < 8              (8) 

𝑠 (𝑖𝑛−𝑚1) = {
1         𝑖𝑓 (𝑖𝑛−𝑚1) ≥ 0

0 ,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
              (9) 

𝑠 (𝑖𝑛−𝑚2) = {
1         𝑖𝑓 (𝑖𝑛−𝑚2) ≥ 0

0 ,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
       (10) 

𝑚1 = 
1

5
(𝑖𝑐 + ∑ 𝑖𝑛

𝑛∈𝑒𝑣𝑒𝑛<8
𝑛=0 )                        (11) 

𝑚2 = 
1

5
(𝑖𝑐 + ∑ 𝑖𝑛

𝑛∈𝑜𝑑𝑑<8
𝑛=0 )                         (12) 

In the final step, two histograms F1LBP  and F2LBP             
are concatenated to obtain F-LBP feature of size 30. As a 
result, the F-LBP method could summarise the local grey-
level structure in each patch using less memory space as well 
as less computing time compared to the other variations of the 
LBP method. A thorough experimentation is provided in the 
subsequent section to demonstrate the efficiency of the 
proposed F-LBP with respect to time complexity and retrieval 
accuracy.  

III. APPLICATION TO DOCUMENT IMAGE RETRIEVAL 

In this research work, we employed the proposed F-LBP 
operator in a conventional document image retrieval system. 
The block diagram of the document image retrieval used in 
this research work is presented in Fig. 2. It is composed of 
training and testing phases. Each phase follows pre-
processing, and feature extraction steps used commonly in 
every retrieval system. A brief description of each phase is 
presented below in the form of a pseudo code algorithm. 

 

   Fig. 2. Block diagram of the document image retrieval process 

Phase 1: Training 

Input: Document images used for training 

Output: Indexed document and create knowledge-based 

features. 

1. Pre-processing: convert the input images into 

grey scale. 

2. Extract the features from each document image 

using the proposed F-LBP. 

3. Create a knowledge based information. 

Phase 2: Testing 

Input: A query image 

Output: Rank the images to be shown to the user. 

1. Pre-processing: convert the input images into 

grey scale. 

2. Extract the features from a query document 

image using the proposed F-LBP. 

3. Compute the similarity distance between the 

features extracted from the given query document 

image and the features stored in the knowledge-

base. 

4. Rank the document images based on maximum 

visual similarity to the given query image. 

In our proposed document image retrieval system, nearest 
neighbour-based methods are used to measure the similarity 
between a query image and the knowledge-based features. 
The Tanimoto, Euclidean and City-block distances provided 
in the following are considered for experimentation in this 
research work, and the results are compared. 

𝑑𝑇(𝐴, 𝐵) =
∑ (𝐴.𝐵)𝑝

1

∑ |𝐴2|
𝑝
1 +∑ |𝐵2|

𝑝
1 +∑ (𝐴.𝐵)

𝑝
1

                        (13) 

𝑑𝐸(𝐴, 𝐵) = √∑ (𝐴 − 𝐵)𝑝
1

2
                              (14) 

  𝑑𝐶(𝐴, 𝐵) = ∑ |𝐴 − 𝐵|𝑝
1                                  (15) 
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where 𝑑𝑇(𝐴, 𝐵) is the Tanimoto distance, 𝑑𝐸(𝐴, 𝐵) represents 
the Euclidean distance, and 𝑑𝐶(𝐴, 𝐵) computes the City-block 
distance between feature vectors A and B. A and B are the 
extracted feature vectors from a query image and a document 
image from the database, respectively. The number of features 
in each feature vector is  p here. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Database and Evaluation Metric 

To evaluate the proposed feature extraction method, two 
different document image databases called Media Team 
Document Database (MTDB) and ITESOFT were used for 
experimentation. The MTDB is composed of heterogeneous 
document images [22]. This database includes a great 
diversity of page layouts with three different resolutions. In 
our experiment on the MTDB database, only 154 images (one 
sample image from each group) were used for training the 
proposed system, and the remaining 1,168 images were 
considered for testing. 

The ITESOFT database [23] contains document images 
which were manually categorised into 12 different classes. 
Each class is composed of document images with two 
different resolutions: 200 DPI and 300 DPI. The document 
images are not equally distributed in all the classes of the 
ITESOFT database. A total of 120 document images (only 10 
samples from each class) were considered for training the 
proposed system, and the remaining 996 images were used for 
testing purposes. To demonstrate the efficiency of the 
proposed F-LBP in relation to the computing time, large size 
images with 300DPI resolution were considered for our 
experiments. 

The evaluation of the system was carried out using the 
percentage of accuracy as the evaluation metric. The 
accuracies were measured based on the first (Top-1), Top-3, 
Top-5, and Top-10 documents which had maximum visual 
similarity to a given query document image. The Top-1 value 
represents the accuracy of the system when our document 
image retrieval system could rank the correct document image 
with respect to a given query at first place. Similarly, the Top-
10 value represents the percentage of the correct retrieval 
results when our document image retrieval system could rank 
the correct document image with respect to a given query 
within the first 10 places. 

B. Results and Discussion 

The percentages of correct document image retrieval 
obtained from our proposed method on the MTDB and 
ITESOFT databases are presented in Tables I and II, 
respectively. The results were computed based on three 
different distances.  

From the results presented in Table I, can be seen that 
almost 70% of queries were accurately ranked within the top 
10 MTDB documents when the City-block was used for 
computing the similarity measures. Table II demonstrates that 
employing the proposed document image retrieval using the 
F-LBP feature extraction method on the ITESOFT database, 
approximately 83% of queries could be accurately ranked 
within the top 10 documents with the City-block similarity 
measure. 

As we were interested in the computing time of the 
proposed F-LBP method, document images of large size with 
high-resolution from the MTDB and ITESOFT databases 
were selected for experiments. The size of these document 
images in high-resolution were approximately of 2800 × 1700 
and 3700 × 2500 pixels in the MTDB and ITESOFT 
databases. The F-LBP required on average 0.7632 and 1.0653 
seconds for extracting features from each document image in 
the MTDB and ITESOFT databases, respectively. To compare 
and get an idea of the required computing time for extracting 
features, various LBP-based feature extraction method were 
considered for experimentation and the results are discussed 
in the following section. 

TABLE I. THE RETRIEVAL RESULTS OBTAINED USING OUR PROPOSED 

METHOD ON THE MTDB. 

Result 

Distance 

Top-1 
(%) 

Top-3 
(%) 

Top-5 
(%) 

Top-10 
(%) 

Tanimoto  58.73 66.61 67.98 69.52 

Euclidean 58.65 66.44 68.49 69.35 

City-block 58.99 65.84 68.41 69.98 

TABLE II. THE RETRIEVAL RESULTS OBTAINED USING OUR PROPOSED 

METHOD ON THE ITESOFT DATABASE. 

Result 

Distance 

Top-1 
(%) 

Top-3 
(%) 

Top-5 
(%) 

Top-10 
(%) 

Tanimoto  39.36 55.22 67.97 81.33 

 Euclidean 39.36 55.22 68.17 81.82 

City-block 42.17 59.14 67.17 82.93 

C. Comparative Analysis 

To show the efficiency of our proposed F-LBP feature 
extraction method, various LBPs and the ILBP were used for 
feature extraction in our document retrieval process for 
comparison. These methods were applied on the MTDB and 
ITESOFT databases and the results are demonstrated in 
Tables III and IV. Furthermore, to compare different LBP-
based feature extraction methods and our proposed F-LBP, 
the number of features and the computing times obtained from 
the F-LBP and various LBP-based methods are shown in Fig. 
3 (a-b). 

From the results shown in Table III, it can be noted that 
the proposed F-LBP feature extraction method provides better 
document image retrieval compared to the other LBP-based 
methods reviewed in this research work. The same conclusion 
can also be drawn from the results presented in Table IV in 
relation to the ITESOFT database. Higher improvements, up 
to 2% in document image retrieval accuracy, are obtained by 
F-LBP compared to other LBP-based methods. It is worth 
mentioning that this improvement was achieved using a 
smaller number of features as well as reducing computing 
time compared to all other LBP-based feature extraction 
methods except LBP4,1 (Fig. 3).  
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 (a) 

 

(b) 

Fig. 3. (a) Graph showing computing time for different LBPs and the proposed F-LBP, (b) graph showing number of extracted features for different LBPs and the 

proposed F-LBP 
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TABLE III. THE RETRIEVAL RESULTS OBTAINED USING THE LBP VARIATIONS ON THE MTDB. 

 Tanimoto Distance Euclidean Distance City-block Distances 

Methods 
Computing 

Time  

No. of 

Features 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

LBP 0.9882 256 53.25 64.98 67.07 69.26 57.28 65.12 67.38 69.09 58.99 67.72 68.18 69.16 

𝐋𝐁𝐏𝟒,𝟏 0.6946 16 57.11 64.92 67.47 69.18 57.19 64.52 67.72 69.09 57.79 66.52 67.47 68.92 

𝐋𝐁𝐏𝟖,𝟏 1.5323 59 57.28 64.73 67.98 69.43 57.18 65.49 67.89 69.35 58.48 67.21 68.58 69.15 

𝐋𝐁𝐏𝟏𝟐,𝟏.𝟓 3.3937 135 57.11 64.58 67.38 69.01 58.22 64.90 67.98 69.01 58.76 67.89 68.49 69.18 

𝐋𝐁𝐏𝟏𝟔,𝟐 5.0382 243 56.85 64.58 66.95 68.75 56.93 64.04 67.21 68.92 57.93 67.72 68.18 69.09 

ILBP 1.0471 511 50.67 52.23 55.22 59.85 56.85 65.41 67.98 69.09 57.19 65.61 68.66 69.43 

F-LBP 0.7632 30 58.73 66.61 67.98 69.52 58.65 66.44 68.49 69.35 58.99 66.84 68.41 69.98 

 

TABLE IV. THE RETRIEVAL RESULTS OBTAINED USING THE LBP VARIATIONS ON THE ITESOFT DATABASE. 

 Tanimoto Distance Euclidean Distance City-block Distances 

Methods 
Computing 

Time  

No. of 

Features 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

Top-1 

(%) 

Top-3 

(%) 

Top-5 

(%) 

Top-10 

(%) 

LBP 1.0812 256 34.54 52.91 63.86 80.42 34.44 52.91 63.96 80.42 40.46 60.74 71.39 80.62 

𝐋𝐁𝐏𝟒,𝟏 1.0449 16 34.24 54.02 67.07 80.12 34.24 54.12 67.17 80.12 37.25 59.74 70.58 81.12 

𝐋𝐁𝐏𝟖,𝟏 2.3718 59 33.63 53.01 65.76 81.02 33.53 53.01 65.86 81.33 38.05 58.84 70.08 81.63 

𝐋𝐁𝐏𝟏𝟐,𝟏.𝟓 5.6693 135 34.84 50.30 65.36 80.02 34.84 50.60 65.36 80.02 40.56 58.03 68.27 82.53 

𝐋𝐁𝐏𝟏𝟔,𝟐 7.3688 243 35.24 50.20 65.56 79.82 39.66 58.94 67.98 81.85 41.06 61.75 74.70 82.85 

ILBP 1.1159 511 37.55 53.11 63.96 80.12 37.65 53.21 63.86 80.12 41.67 60.24 67.77 82.83 

 F-LBP 1.0653 30 39.36 55.22 67.97 81.33 39.36 55.22 68.17 81.82 42.17 59.14 67.17 82.93 
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The computing time in the proposed F-LBP can be further 
reduced by using parallel programming, as the F1LBP and 
F2LBP can be developed using parallel implementation. This 
finding has important implications for developing a more 
efficient system for collection of images of a large size. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we have proposed a fast local binary pattern 
method for feature extraction towards document image 
retrieval. The spatial arrangement of the grey-level of the 
pixels in local patches of an image is considered for feature 
extraction. Since the neighbouring pixels have been grouped 
into two categories, two separate texture features, one from 
each group, have been computed for each local patch. The 
features have then been concatenated to obtain the final F-
LBP feature vector of size 30. The accuracy of correct 
document image retrieval was satisfactory. The proposed F-
LBP feature extraction method required less computing time 
and less memory space to extract the features from the 
document image compared with most of the LBP-based 
feature extraction techniques discussed in the literature. 

In future, we plan to extend the proposed F-LBP using 
bigger size patches as we have used only a 3×3 patch size in 
this research work. We also plan to use parallel programming 
techniques for implementing the proposed algorithm to reduce 
the computing time even further. We hope such fast LBP will 
be helpful to other researchers for applications to image 
retrieval. 
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