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We investigate the use of a digital holographic microscope working with partially coherent spatial illu-
mination to study concentration profiles inside confined deformable bodies flowing in microchannels. The
studied phenomenon is rapidly changing in time and requires the recording of the complete holographic
information for every frame. For this purpose, we implemented one of the classical methods of off-axis
digital holography: the Fourier method. Digital holography allows one to numerically investigate a vo-
lume by refocusing the different planes of depth, allowing one to locate the objects under investigation in
three dimensions. Furthermore, the phase is directly related to the refractive index, thus to the concen-
tration inside the body. Based on simple symmetry assumptions, we present an original method for de-
termining the concentration profiles inside deformable objects in microconfined flows. Details of the
optical and numerical implementation, as well as exemplative experimental results are presented.
© 2008 Optical Society of America
OCIS codes: 090.0090, 100.0100, 180.0180, 070.0070, 090.1760.

1. Introduction

Optical microscopy is limited by the small depths of
focus due to high numerical apertures of the micro-
scope lenses and the high magnification ratios. The
extension of the depth of focus is thus an important
goal in optical microscopy. In this way, digital holo-
graphy microscopy (DHM) yields the reconstruction
in depth [1] and is very promising in optical micro-
scopy because it considerably expands the field of
investigation.
In DHM, holograms are recorded with a CCD cam-

era and provide both phase and intensity maps. The
complex amplitude can be computed to refocus the

depth images of a thick sample slice by slice (by im-
plementing the Kirchhoff–Fresnel equation). In ad-
dition, the phase is the significant information
used to quantitatively measure the optical path
length of a sample, which is not available from mea-
surements by classical optical methods [2]. DHM has
been applied in numerous applications of interest,
such as observation of biological samples [3–6], living
cells culture analysis [7–9], and accurate measure-
ments of refractive indices inside cells and even
3D tomography [10,11]. Optical scanning holography,
an unconventional form of digital holography, has
been used to explore 3D microscopy [12].

DHM is very flexible for implementing powerful
holographic information processing techniques [13].
For example, methods to correct phase aberration
[14–16], to perform 3D pattern recognition [17–19],
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to process border artifacts [20], to emulate classical
phase contrast imaging [6,9], to perform phase ima-
ging [21], to implement autofocus algorithms [22,23],
and to perform object segmentation [24] have been
proposed.
In parallel, several optical methods have been im-

plemented to extract the phase and amplitude infor-
mation from the recorded interference pattern
[1,25,26]. For dynamic phenomena, a crucial point
is the acquisition time. Indeed, phase stepping meth-
ods need the acquisition of several images, which re-
stricts the applications to objects slowly varying in
time. Conversely, the Fourier method [27–29] is very
suitable for fast phenomena because it requires only
one recorded hologram in order to compute the com-
plex amplitude.
In this paper, quantitative phase map analysis is

proposed to study concentration profiles inside phos-
pholipid vesicles in a microfluidic flow. Vesicles are
lipid membranes enclosing an inner solution and
suspended into an outer one. Vesicles can be consid-
ered as model systems to reproduce the mechanical
properties of living cells, especially simple ones like
red blood cells. For that reason, the study of their dy-
namics under flow is the object of increasing atten-
tion. When flowing in a straight channel whose
width and thickness are of the same order as their
diameter, vesicles adopt a stationary centered bullet-
like or a parachutelike shape, resulting from the
balance between the hydrodynamic stresses and
the membrane elasticity [a typical example is shown
in Fig. 2(a) below] [30,31]. These shapes are also ob-
served for capsules, droplets, or blood cells. Beyond
the description of this stationary shape of the mem-
brane, and given the fact that membranes are perme-
able to water, one can wonder how this affects the
flow field and solute concentration profiles inside
and outside vesicles. Since the solutions are gener-
ally transparent aqueous solutions, phase contrast
microscopy is a advantageous tool to investigate
these properties.
The use of DHM provides the phase information

and offers the refocusing capability useful for quan-
titatively studying, for every hologram, a complete
volume, which is not possible with a classical phase
contrast microscope [2,5,19]. From the phase map,
one can easily derive the optical path length of the
object and the refractive index difference linked to
the concentrations inside and outside the body. How-
ever, owing to the integration along the optical axis,
deriving concentration profiles from a single holo-
graphic image is not straightforward and requires
the implementation of specific image processing
techniques. We propose an original method for deter-
mining the concentration profiles by making simple
symmetry assumptions on the studied bodies. By
coupling an automatic best focus [22] determination
with a phase map compensation and a segmentation
process, we will present a way to derive concentra-
tion profiles inside a flowing vesicle confined in a
microchannel. Integrated refractive index measure-

ment has been proposed previously for living cell ap-
plications [32–34].

Usually, DHM is implemented with a coherent la-
ser beam. However, highly coherent sources are very
sensitive to any defect in the optical path in such a
way that the results can be badly corrupted by the
coherent artifact noise. To reduce the effect of this
noise and avoid multiple reflection interferences,
we developed a DHM with a partial coherent illumi-
nation in a Mach–Zehnder configuration [5,35]. Be-
cause we are working with dynamic phenomena, it
is mandatory to get the complete digital holographic
information for every recorded image with a short ex-
posure time. The illumination is performed by a laser
diode, and the reduced spatial coherence is obtained
by focusing the laser beam close to a rotating ground
glass. It has been demonstrated that partial spatial
illumination significantly increases the quality of the
holographic images [35], in particular when the ex-
perimental cell, as it is the case for this paper, cannot
be optimized with respect to the optical quality.

In Section 2, the optical setup is briefly described,
and the technical specifications of the microscope are
provided. Section 3 is devoted to the image proces-
sing techniques used to perform the determination
of the concentration profile. These techniques are im-
plemented on the exemplative case of flowing vesi-
cles, according to an experimental setup that is
described in Section 4. Results and discussion are
presented in Section 5.

2. Optical Setup Description

This section describes the DHM setup used for our
experimental investigation. The optical setup is de-
scribed in Fig. 1. It is a Mach–Zehnder interferom-
eter in a microscope configuration working with a

Fig. 1. Optical setup of the digital holographic microscope. L1,
focusing lens; RGG, rotating ground glass for spatial coherence re-
duction; L2, collimating lens; L3, L4, identical microscope lenses
ð×20Þ; L5, refocusing lens; CCD, charge-coupled device camera;
M1–M3, mirrors; BS1, BS2, beam splitters.
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partial spatial coherent source. The spatial partial
coherence is achieved by focusing a coherent beam
(a monomode laser diode, λ ¼ 635nm) with a lens
(L1) close to a rotating ground glass (RGG). The
spatial partial coherence of the source is adjusted
by changing the position of the focused spot on
the RGG plane [27]. The use of partial coherence
reduces the coherent noise and provides a temporal-
coherence-like effect that eliminates the coherent
multiple reflection effect [35]. In our experiment,
the setup has been adjusted to achieve a coherence
length of about 150 μm.
The field of view of the DHM is 524 μm × 420 μm.

The camera is a JAI CV-M4 camera with a CCD ar-
ray of 1280 × 1024 pixels (cropped in a 1024 × 1024

pixel window to match the fast Fourier transform
computation). The exposure time is set to 200 μs, al-
lowing us to record flowing objects without blurring
effect. The angle between the reference and the ob-
ject beam is adjusted in such a way that a gratinglike
thin interference pattern is recorded on the sensor.
This results in a high-fringe-density hologram (one
fringe corresponds to 6 pixels) that is used to imple-
ment the Fourier method to compute the complex
amplitude of the object beam [28,29].

3. Description of Algorithms

In the general case, it is impossible to determine ex-
actly the 3D distribution of the refractive index from
the phase obtained with DHM without making addi-
tional assumptions [36]. To get a 3D map, one should
use tomographic techniques, which require several
images and are slow. Refractive index tomography
has been successfully implemented in various appli-
cations [37–41]. However, in our case, by making
symmetry assumptions for the objects under investi-
gation, it is possible to determine the 2D refractive
index map integrated along the optical axis and de-
rive the mean value of the refractive index inside the
objects. Note that with symmetry assumptions one
could recreate the different views obtained by a
tomograph and retrieve the 3D repartition of the re-
fractive index inside the object with only one image
obtained by digital holography. Nevertheless, be-
cause the phase is defined modulo 2π and because
the precise measurement of the refractive index dif-
ference inside a vesicle from the phase map is not
straightforward, specific image processing techni-
ques are required. This section describes the differ-
ent algorithms developed to extract the optical
path length in each point of the object from the re-
corded hologram. We start this section with a global
overview of the processing sequence and follow with
a more detailed description of the algorithms devel-
oped for the processing.

A. Overview Description

The developed sequence used can be described as
follows: we consider one object (vesicle) flowing in
a microchannel. Starting from the recorded holo-
gram, we extract the amplitude and the phase and

compute the complex amplitude Uðx; yÞ, using the
Fourier method. We crop a region of interest (ROI)
around the approximate position ðx0; y0Þ of the vesi-
cle and seek the best focus position z0 of the object by
reconstructing the cropped complex amplitude
U 0

dðx; yÞ slice by slice, where U 0
dðx; yÞ is the cropped

complex amplitude around ðx0; y0Þ reconstructed at a
distance d from the focus plane of the microscope.
From this position, z0, we compute the amplitude
[and the intensity, Fig. 2(a)] and the phasemap [Fig. 2
(b)]. As the phase presents discontinuities (defined
modulo 2π), we compute a compensated phase by re-
moving the background phase. Then we perform a
segmentation of the object to detect the boundaries
of the body and derive the optical path length in each
point of the body.

B. Best Focus Determination

Digital holography allows one to numerically inves-
tigate a volume by refocusing the different slices but
does not provide any information about the focus sta-
tus. We have recently proposed a focus plane detec-
tion criterion by defining a new focus metric. This
metric is the integral of the complex amplitude mod-
ulus. It has been shown [22] that this integral is max-
imum for pure phase objects when the reconstructed
distance reaches the best focus plane. However, this
criterion is based on an integral and gives a value
that is influenced by all the objects distributed in
the volume. In our application, the studied objects
are confined in a microchannel whose walls interfere
with the object when the best focus distance of the
object is computed. For this reason, we perform local
analysis by cropping the complex amplitude in a ROI
around the object. We choose a ROI size very close to
the object size (typically 140 × 140 pixels) to avoid
any unwanted contribution of the background or
the walls of the channel, the ROI size always being
smaller that the channel width. To avoid diffraction
due to the borders of the hologram and that appears
in digital holographic reconstruction, we extend the
ROI size (typically to 256 × 256 pixels) with values
that minimize the borders diffraction [20]. By cou-
pling those two methods (best focus and border ex-
tension), we automatically determine the best
focus distance of the object. Because we are inter-
ested in the phase measurement, we first have to
propagate the complex amplitude up to the best focus
plane of the object before computing the phase map.
Indeed, the digital propagation creates phase
changes that distort the optical path length determi-
nation, leading to additional measurements errors in
out-of-focus planes.

C. Phase Map Compensation

The phase map gives the optical path length inte-
grated along the propagating axis of the illuminating
wave, which is the basic information needed for this
study (see Subsection 5.B). The phase map presents
a nonuniform background phase owing to two
sources of optical defects. First, the optical windows
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of the experimental cell are not completely flat and
are not exactly parallel to each other. Second, there is
always a small misalignment of the interferometer.
Therefore, it is necessary to implement a phase
map correction. Because of the symmetry between
the object and reference channels of the interferom-
eter we are using, we implemented a fast method
based on the phase map derivative. The complex
amplitude Uðx; yÞ is expressed by

Uðx; yÞ ¼ Aðx; yÞ exp½iφðx; yÞ�: ð1Þ

The measured phase φðx; yÞ is the sum of the phase
induced by the object and the background phase that
corresponds to the phase obtained when no object is
present in the optical system:

exp½iφðs; yÞ� ¼ exp½iβðx; yÞ� exp½iϕðx; yÞ�; ð2Þ

where βðx; yÞ is the background phase and ϕðx; yÞ is
the object phase that we want to measure. This phase
addition results in global phase differences (over the
field of view) larger than 2π, introducing jumps in the
phase map that complicate the refractive index var-
iations from the measured phase. To solve this pro-
blem, one usually unwraps the phase before
converting it to refractive index data. Several meth-
ods have been proposed to solve the complex problem
of phase unwrapping [42]. However, those methods
require heavy computations that can be limiting to
process large amount of data. Furthermore, phase
unwrapping does not compensate for aberrations
and is therefore not a good way to measure the phase
delay introduced by the object. In our application, the
measured refractive index difference between the ob-
ject and the surrounding solution is sufficiently small
to avoid phase jumps bigger than 2π when the phase
map is adequately corrected. Therefore, we use a
compensation method to remove the background
phase βðx; yÞ. Because of the symmetry of the inter-
ferometer, we assume that the background phase
βðx; yÞ is modeled by a quadratic phase expressed by

βðx; yÞ ¼ σxðx − x0Þ
2 þ σyðy − y0Þ

2; ð3Þ

where ðx0; y0Þ are the coordinates of the center of the
parabola and σx and σx are the curvatures along the x
and y axes. Note that a similar modeling of the phase
map by a polynomial function has been successfully
proposed and implemented [43] for phase compensa-
tion aberration. As outlined above, the phase change
induced by the objects is relatively small. One can
thus assume that the measured phase φðx; yÞ is rela-
tively close to the background phase βðx; yÞ and can
be determined by fitting φðx; yÞ by Eq. (3). However,
this fitting cannot be computed directly from φðx; yÞ
owing to phase jumps. To remove those discontinu-
ities, the fitting is performed on the derivative of
the phase map [44]. The parameters x0, y0, σx, and
σx of the quadratic phase factor result from a least

Fig. 2. (a) Intensity image of a vesicle in a microchannel of 80 μm
width. The vesicle is at a distance of 19 μm from the DHM focus
plan. (b) Phase image of a vesicle in a microchannel. The phase
values are remapped to 256 gray levels. (c) Compensated phase
map of Fig. 2(b). The phase values are remapped to 256 gray levels.
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mean squares method by minimizing the following
expression:

ψðσ; x0; y0Þ ¼
X

N
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; ð4Þ

which gives the values of σx, σx, x0, and y0 and
determines βðx; yÞ.
The difference in the refractive index of the fluid

and the microchannel walls introduces strong phase
variations between the zone of interest and the rest
of the field of view. For this reason, the compensation
defined by Eq. (3) is computed only on the phase va-
lues inside the microchannel. The compensated
phase is then subtracted from the measured phase
as follows:

ϕðx; yÞ ¼ φðx; yÞ − βðx; yÞ ifφðx; yÞ > βðx; yÞ;

ϕðx; yÞ ¼ 2π − φðx; yÞ þ βðx; yÞ ifφðx; yÞ < βðx; yÞ; ð5Þ

which results in a phase map ϕðx; yÞ with a homoge-
nous background inside the channel and a smooth
bright shape representing the optical path length
of the studied object. A typical example of phase
map compensation is shown in Fig. 2(c). The optical
path length of the body is then obtained by compar-
ing the value of the phase in each point inside the
body with those outside the microchannel. This is
true under the assumption that the compensated
phase is perfect. In practice, the reference phase
may not be exactly quadratic and is obtained through
a fitting procedure. Nevertheless, around the object
under study (in the ROI), we can consider the re-
maining compensated phase to be linear, and it
can be approximated by a plane with a specific orien-
tation. To avoid a tilting effect, we remove this back-
ground phase by computing the plane fitting the
border of the ROI around the object. This provides
a ROI with the object surrounded by a constant back-
ground. To get the optical path length of the object,
we now have to extract the object from its surround-
ing background.

D. Segmentation

The segmentation process aims at delimiting the
boundaries of the object under study and gets rid
of the noisy small values of the optical path length
just around the edges of the vesicle (inherent to
the Fourier method). The simplest way is to apply
a threshold computed on the basis of the mean value
of the background. This is convenient for objects with
sharp edges but not sufficiently precise for vesicles

whose boundaries are very smooth. We will see in
Subsection 5.B that our symmetry assumptions re-
quire a fine determination of the body shape.
Furthermore, the Fourier method used to extract
the phase has a blurring effect on the object due to
the low-pass filtering. Active contour techniques
are iterative processes that attempt to minimize a
defined function and are much more suitable for ap-
plication with smooth boundaries. Starting from an
initial contour centered on the object, the successive
iterations deform the contour until the function is
minimized and the deformed contour fits the bound-
aries of the object. We used an active contour algo-
rithm based on the Mumford–Shah functional
minimization [45]. Our motivation for choosing the
active contour technique is guided by the following:
we know the position ðx0; y0Þ of the object and its ap-
proximate shape, around which we have cropped the
ROI. Thus, as an initial contour we can reasonably
choose a circle with a ray equal to 2=3 of the size
of the ROI. From the contour, we extract the matrix
Φðx; yÞ corresponding to the phase in each point of
the object and having null values outside the object.
The error on the segmentation of the borders of the
objects is estimated to be about 2% of the object
width. This error is estimated by comparing the
segmented shape obtained on ten different vesicles
(of different sizes) to their width and height obtained
manually.

The optical path length eðx; yÞ of the body is then
defined by

eðx; yÞ ¼
Φðx; yÞλ

2π
; ð6Þ

where λ is the wavelength of the illumination
source (635nm).

4. Objectives and Experimental Description

The techniques described in the previous sections are
applied on vesicles under flow. The core of the experi-
mental device consists in a straight channel made by
soft lithography in a polydimethylsiloxane (PDMS)
piece glued to a glass slide. Except for a few dust par-
ticles in the PDMS, the whole system is homoge-
neous and transparent. Vesicles are prepared
following the electroformation method [46]. They
are made of a dioleoylphosphatidylcholine (DOPC) li-
pid bilayer enclosing an internal solution of sucrose
in water. Samples are diluted in a slightly hyperos-
motic external solution of glucose. In the following,
we consider a 80 μm × 80 μm channel of square cross
section in which the Poiseuille flow is controlled by
applying a pressure difference between the inlet
and outlet. The flow rate varies from around
3 × 10−4 to 10−2 μl=s. Vesicles flowing in this micro-
channel have a length between 20 and 40 μm and
a width between 10 and 30 μm. To measure how they
are deflated relative to a sphere, they are character-
ized by their reduced volume ν ≤ 1 defined by
ν ¼ V=V0, where V is the volume of the vesicle
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and V0 is the volume of the sphere of same surface as
the considered vesicle. The typical reduced volumes
are in the range 0:9 ≤ ν ≤ 1. According to the flow
rate, the vesicles flow at a velocity varying from
100 to 4000 μm=s.
The results presented in the next section have

been widely observed for vesicles whose size, reduced
volume, and velocity lie in the ranges presented
above. As demonstrative examples, we focus on
two typical vesicles, whose characteristics are
summarized in Table 1.

5. Results

A. Specific Processing

Images are recorded at a frame rate of 24 frames=s
with an exposure time of 200 μs. On every recorded
hologram, the complex amplitude (intensity and
phase) is computed and the processing sequence de-
scribed in Section 3 is applied (best focus determina-
tion, phase compensation, and segmentation). The
ROI, centered on the vesicle, is given by hand;
further processing steps are performed automati-
cally to obtain, for each occurrence of the object,
the matrix hðx; yÞ corresponding to the thickness of
the object at each point and null values outside
the object. We observed that, only a few micrometers
away from the vesicle, the phase in the external so-
lution is not influenced by the passage of the vesicle;
therefore we can consider the refractive index n1 of
the external solution to be constant, and the result-
ing background phase can be approximated by a
quadratic phase map.

B. Experimental Demonstration

For every frame, we can consider the optical path
length e of the vesicle given by Eq. (6), which is also
defined by

eðx; yÞ ¼ 2hðx; yÞΔnðx; yÞ: ð7Þ

2hðx; yÞ is its real thickness, while Δnðx; yÞ ¼
n2ðx; yÞ − n1 is the refractive index difference be-
tween the internal and the external solutions and
n2ðx; yÞ is the mean value along the z axis of the local
index n2ðx; y; zÞ.
In the most general case, one has to deal with two

unknown functions of x and y, namely, hðx; yÞ and
Δnðx; yÞ, of which only the product is known. There-
fore, to determine them, one needs additional as-
sumptions or information to extract relevant data
from Eq. (7).
An important simplification of the problem is ob-

tained when one considers a straight channel with
a square cross section. In this case, when the vesicle

is centered in the channel, its transverse cross sec-
tions can be assumed to be as thick as wide for sym-
metry reasons.

For each cross section defined by its xi along the
longitudinal axis, one can thus consider the profile
eðxi; yÞ=2. Two such profiles for vesicle 1 are shown
in Fig. 3. For every value of xi, the path length profile
is well fitted by half an ellipse: eðxi; yÞ=2 ¼
αðxiÞ½RðxiÞ

2
− y2�1=2:

In particular, the square shape of the channel cross
section has no footprint on the vesicle shape. This
was expected, since the flow in the central part is
quasi axisymmetric [47] and the elasticity of the
membrane also tends to favor an axisymmetric
shape. Then, we can consider that the profile
hðxi; yÞ is a half-circle, hðxi; yÞ ¼ ½RðxiÞ

2
− y2�1=2, and

therefore that the scaling factor αðxiÞ is equal to
Δnðxi; yÞ, which is then y independent.

The variations of ΔnðxÞ as a function of x are
shown in Fig. 4 for vesicle 1 for three different velo-
cities (189, 916, and 4006 μm=s). Each curve is ob-
tained by averaging over ten different positions in
the channel to decrease the noise, whose importance
will be discussed later.

One can clearly observe a gradient from back to
front inside the vesicle, which increases with the flow
rate. To our knowledge, this is the first experimental
observation of this phenomenon, which was not pre-
dicted theoretically. The uncertainties inherent to
the method should therefore be discussed. We first
focus on those specific to the nonoptical part (that
is, the channel) in order to evaluate those associated
with the optical setup.

A first source of error is associated with the uncer-
tainties in the determination of the width and thick-
ness of the channel. The latter was determined by
measuring the thickness of the channel mold with
a profilometer, of precision �100nm. Within this er-
ror, the thickness was found to be constant all along
the channel.

As one can see in Fig. 2, the edges of the channel
are not totally straight because of the quality of the
lithography mask. This leads to uncertainties in the
width of �3 μm. This could introduce a variation of
around 5% of the scaling factor of the cross section.
Under the (unrealistic) assumption that the vesicle
completely reproduces this deviation from the sym-
metry, this leads to a maximum error of 5% in the
determination of Δn.

Second, the measurement can be altered by some
inhomogeneities in the field of view, such as dust
trapped in the PDMS or floating around the vesicle.
This alteration can be estimated by comparing
measurements made at different positions in the

Table 1. Characteristics of the Vesicles Presented for Demonstration

Inner Solution Outer Solution Size Reduced Volume

Vesicle 1 300mM sucrose 350mM glucose 24 μm× 30 μm 0.96
Vesicle 2 300mM sucrose 370mM glucose 32 μm× 40 μm 0.99
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channel. The related error (standard deviation in
this set of measures) has been estimated to less than
10%. This error drops to a minimum value of 1%
when averaging is performed over a few dozen
frames. This value, which can be estimated by con-
sidering two equivalent passages of the vesicle,
can be considered the one associated with the optical
device. Note that this is also the error associated
with the pixelization of the signal in the Oxy plane;
no other source of error has been identified.

Consequently, the variations of Δn with x and the
flow rate can be trusted. This gradient is directly
linked with a gradient in the sugar concentration
C2. The corresponding variations are of a few milli-
molar concentrations [48], to be compared with the
mean value hC2i, which is around 300mM. Note that
it would be practically impossible to measure such

Fig. 3. Half optical width eðx0; yÞ=2 along two cross sections lo-
cated at two different positions x0 along the longitudinal axis of
vesicle 1. Inset, location of these cross sections on the compensated
phase image of the vesicle. Solid curves show the fits with a half-
ellipse.

Fig. 4. Evolution of the index ΔnðxÞ along the longitudinal axis of the vesicle for three different vesicle velocities (average over ten
measurements for each velocity, to get rid of the local inhomogeneities of the channel: for clarity, only one typical error bar is shown
on each curve). x ¼ 0 corresponds to the rear of the vesicle, which is moving from left to right. The right-hand part of the figure shows
the corresponding shapes given by the compensated phase image.

Fig. 5. Index gradient inside vesicle 2 doing a U-turn. The time
step between two curves is 1=24 s. During the 1=12 s corresponding
to the three curves shown, the vesicle has just reversed its fore-aft
shape but has only moved a few micrometers. Nevertheless, the
gradient inversion is clear. Note that each curve corresponds to
a single frame, and is thus noisier than the curves of Fig. 4.
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tiny variations of concentrations by techniques such
as light absorption or fluorescence intensity.
The existence of such gradients around a vesicle

while the concentration in the carrier fluid is homo-
geneous has never been reported in the literature.
Since the vesicle’s membrane is permeable to water
but not to big molecules such as sugar, the flow
through this membrane is induced by both osmotic
and hydrodynamic pressure. The hydrodynamic
pressure, which could be a motor for gradient crea-
tion through sugar advection, is generally much low-
er than the osmotic pressure difference induced by as
little as a 1mM concentration difference across the
membrane. It is thus generally considered that osmo-
tic pressure is the leading contribution and thus
tends to homogenize the concentration profiles. How-
ever, these considerations are generally based on a
quasi-static view of the problem, in which case the
notion of osmotic pressure is well defined. In this si-
tuation, membrane permeability measurements can
be easily carried out, for instance, by sucking a part
of a vesicle into a micropipette. The permeabilities
associated with the hydrodynamic and osmotic pres-
sure were shown to be roughly of the same order
[49,50]. However, Nardi et al., who studied the osmo-
tic-pressure-induced movement of a vesicle placed in
an externally imposed concentration gradient,
showed that a model based on such a quasi-static
view yields a drift velocity more than 3 orders of mag-
nitude lower than the measured one [51]. To our
knowledge, no theoretical model is available in the
literature to explain this. As noticed by Nardi
et al., in their experiments—as in ours—the vesicle
is placed in a dynamic situation for which the notion
of osmotic pressure is not well defined, or at least
cannot be as well decoupled from the hydrodynamic
pressure as in the quasi-static case. Moreover, the
membrane permeabilities can be modified by the
flow stress and may vary locally, since they depend
on the membrane tension [49], which is not uniform
along the flowing vesicle [52].
The understanding of how the solute species are

distributed around a moving vesicle is thus still an
open problem. Qualitatively, the existence of a gradi-
ent can be understood through general considera-
tions. The key feature in the fact that the vesicle
speed is lower than the flow speed in the middle of
the channel [30]: the vesicle is only partly pushed
by the flow, while a water stream still goes through
it. Therefore, inside the vesicle, sugar must be ad-
vected to the front, leading to a concentration gradi-
ent inside the vesicle. Simultaneously, due to water
permeation through the membrane, glucose concen-
tration inhomogeneities build up in a boundary layer
outside the vesicle. This leads to another gradient
near the membrane. The final result is given by
the sum of both gradients, whose relative weight is
controlled by the permeation laws across the mem-
brane, which to date are not known in such a dy-
namic case. Note that our analysis takes into
account the possible existence of a boundary layer

outside the vesicle. This layer must be thin, since
no modification of the phase is observed a few micro-
meters away from the vesicle. Thus the axisymmetry
assumptions that were made for a vesicle remain va-
lid for the vesicle and its surrounding layer.

It is also interesting to take advantage of the fast
acquisition time of the DHM to explore transient
states. An example is given in Fig. 5, where we show
the gradients inside vesicle 2 doing a U-turn because
of a flow reversal. We can see that the gradient
inversion is very fast and is well measured by our
technique.

6. Concluding Remarks

This paper describes a technique to measure concen-
tration profiles inside deformable transparent bodies
(vesicles) in microconfined flows at high frame rate.
We used a digital holographic microscope working
with a spatial partially coherent source created by
focusing a laser diode beam close to a rotating ground
glass. The use of partial coherence strongly reduces
the inherent coherent noise generated by the optical
defects of the experimental cell (microchannel) that
is not of high optical quality. By coupling the phase
information provided by interferometry and the refo-
cusing capability of digital holography, we can derive
the optical path length of vesicles everywhere in the
channel depth at a high frame rate (24 frames=s). To
cope with the vesicle velocities in the channel, we im-
plemented the Fourier method.

Several algorithmic methods have been coupled to
extract, from the recorded hologram, the thickness
matrix of the vesicle. We first seek the best focus
plane by using a specific criterion. The compensation
of the phase map allows us to avoid discontinuities
due to the periodicity of the phase map. Finally,
the segmentation extracts the vesicle from its back-
ground. By making simple physical symmetry as-
sumptions, we simplify the problem of precisely
measuring the refractive index difference between
the internal and the external solution. It has been
shown that our method makes it possible to measure
in a very reproducible way concentration profiles in-
side the flowing vesicle with a very good resolution.
Note that these profiles are measured in situ with no
specific preparation of the solutions, and the method
could be applied to bodies such as red blood cells
without taking the risk to modify their properties.
This technique also opens new perspectives for the
measurement of time-varying concentrations at
microscopic scales in objects moving in an unsteady
flow.
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