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Abstract—A widely recognized shortcoming of model predictive
control (MPC) is that it can usually only be used in applications
with slow dynamics, where the sample time is measured in seconds
or minutes. A well-known technique for implementing fast MPC
is to compute the entire control law offline, in which case the on-
line controller can be implemented as a lookup table. This method
works well for systems with small state and input dimensions (say,
no more than five), few constraints, and short time horizons. In this
paper, we describe a collection of methods for improving the speed
of MPC, using online optimization. These custom methods, which
exploit the particular structure of the MPC problem, can compute
the control action on the order of 100 times faster than a method
that uses a generic optimizer. As an example, our method com-
putes the control actions for a problem with 12 states, 3 controls,
and horizon of 30 time steps (which entails solving a quadratic pro-
gram with 450 variables and 1284 constraints) in around 5 ms, al-
lowing MPC to be carried out at 200 Hz.

Index Terms—Model predictive control (MPC), real-time convex
optimization.

I. INTRODUCTION

I N CLASSICAL model predictive control (MPC), the con-
trol action at each time step is obtained by solving an on-

line optimization problem. With a linear model, polyhedral con-
straints, and a quadratic cost, the resulting optimization problem
is a quadratic program (QP). Solving the QP using general pur-
pose methods can be slow, and this has traditionally limited
MPC to applications with slow dynamics, with sample times
measured in seconds or minutes. One method for implementing
fast MPC is to compute the solution of the QP explicitly as a
function of the initial state [1], [2]; the control action is then
implemented online in the form of a lookup table. The major
drawback here is that the number of entries in the table can grow
exponentially with the horizon, state, and input dimensions, so
that “explicit MPC” can only be applied reliably to small prob-
lems (where the state dimension is no more than around five).

In this paper, we describe a collection of methods that can be
used to greatly speed up the computation of the control action in
MPC, using online optimization. Some of the ideas have already
been noted in literature, and here we will demonstrate that when
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used in combination, they allow MPC to be implemented orders
of magnitude faster than with generic optimizers.

Our main strategy is to exploit the structure of the QPs that
arise in MPC [3], [4]. It has already been noted that with an ap-
propriate variable reordering, the interior-point search direction
at each step can be found by solving a block tridiagonal system
of linear equations. Exploiting this special structure, a problem
with state dimension , input dimension , and horizon takes

operations per step in an interior-point method,
as opposed to if the special structure were not
exploited. Since interior-point methods require only a constant
(and modest) number of steps, it follows that the complexity
of MPC is therefore linear rather than cubic in the problem
horizon.

We should mention here, that a popular method for reducing
the complexity of the MPC QP is by reformulating the QP en-
tirely in terms of the control inputs. In this case, the QP be-
comes dense (the structure of the problem is lost), and requires

operations per step in an interior point method. This
technique is often combined with a strategy known as move
blocking, where the input is assumed to be constant for fixed
portions of the horizon, and so the number of optimization vari-
ables is further reduced (see, e.g., [5] and [6]). This can work
well when the horizon is small, but we will see that even for
modest values of , this method will be slower compared with
a method that fully exploits the problem structure.

Another important technique that can be used in online MPC
is warm-starting [7], [8], in which the calculations for each step
are initialized using the predictions made in the previous step.
Warm-start techniques are usually not used in general interior-
point methods (in part because these methods are already so
efficient) but they can work very well with an appropriate choice
of interior-point method, cutting the number of steps required by
a factor of five or more.

The final method we introduce is (very) early termination
of an appropriate interior-point method. It is not surprising
that high quality control is obtained even when the associated
QPs are not solved to full accuracy; after all, the optimization
problem solved at each MPC step is really a planning exercise,
meant to ensure that the current action does not neglect the
future. We have found, however, that after only surprisingly
few iterations (typically between 3 and 5), the quality of control
obtained is very high, even when the QP solution obtained is
poor.

We will illustrate our methods on several examples: a me-
chanical control system, a supply chain problem, and a ran-
domly generated example. The mechanical control system ex-
ample has 12 states, 3 controls, and a horizon ;

1063-6536/$26.00 © 2009 IEEE

Authorized licensed use limited to: Stanford University. Downloaded on March 03,2010 at 23:34:55 EST from IEEE Xplore.  Restrictions apply. 



268 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 18, NO. 2, MARCH 2010

each MPC step requires the solution of a QP with 450 vari-
ables, 924 inequality constraints, and 360 equality constraints.
A simple, non-optimized C implementation of our method al-
lows each MPC step to be carried out in around 5 ms, on a 3
GHz PC, which would allow MPC to be carried out at around
200 Hz. For a larger example, with 30 states, 8 con-
trols, and horizon , each step requires solution of a
QP with over a thousand variables, and several thousand con-
straints; our method can be compute each MPC step in around
25 ms, allowing an update rate of 40 Hz. (Details of the perfor-
mance obtained will be given later.)

MPC can be used for several types of control (and also,
estimation) problems, including tracking problems, regulator
problems, and stochastic control problems; moreover, the
time-varying and finite-horizon versions of each of these can
be handled. In this paper we will focus on the infinite-horizon
time-invariant stochastic control problem, mentioning at the
end of the paper how the methods extend or apply to other
types of problems.

A. Related Work

Model predictive control goes by several other names, such
as rolling-horizon planning, receding-horizon control, dynamic
matrix control, and dynamic linear programming. It has been ap-
plied in a wide range of applications, including chemical process
and industrial control [5], [9]–[12], control of queuing systems
[13], supply chain management [14], [15], stochastic control
problems in economics and finance [16], [17], dynamic hedging
[18], and revenue management [19], [20].

For discussion of MPC from the point of view of optimal con-
trol, see [21]–[23]; for a survey of stability and optimality re-
sults, see [24]. For closed-form (offline) methods, see [1], [2],
and [25]. For dynamic trajectory optimization using optimiza-
tion methods, see [26].

Previous work that addresses efficient solution of the QPs that
arise in MPC includes [27]–[29], and [63]; for efficient methods
for large-scale MPC problems arising in chemical process con-
trol, see [30]–[32]. Efficient methods for robust MPC are ad-
dressed by [33]–[35]. The idea of using Newton’s method, ap-
plied to a smooth non-quadratic cost function can be found in
[36], [37].

II. TIME-INVARIANT STOCHASTIC CONTROL

A. System Dynamics and Control

In this section, we describe the basic time-invariant stochastic
control problem with linear dynamics. The state dynamics are
given by

(1)

where denotes time, is the state, is the
input or control, and is the disturbance. The matrices

and are (known) data. We assume
that , for different values of , are independent identically
distributed (IID) with known distribution. We let
denote the mean of (which is independent of ).

The control policy must determine the current input from
the current and previous states , i.e., we will have
a causal state feedback policy. We let
denote the control policy, so that

This is equivalent to the statement that the random variable
is measurable on the random variable . An
important special case is a time-invariant static state feedback
control, for which , where is
called the control function.

B. Objective and Constraints

We define the following objective:

(2)

where is a convex quadratic stage cost function,
with the form

Here,
, and are parameters, and we will assume

where denotes matrix inequality.
We also have state and control constraints, defined as a set of

linear inequalities

(3)

where , and are problem data,
and denotes vector (componentwise) inequality.

In many problems the objective and constraints are separable
in the state and controls. This means that , and that the
state and control constraints can be written separately, as

where, here, .
A further specialization is where, in addition, and are diag-
onal, and the state and control constraints consist of lower and
upper bounds

where and . We refer to
these as box constraints.

C. Stochastic Control Problem

The stochastic control problem is to find a control policy that
satisfies the state and control constraints (3), and minimizes
the objective (2). Several pathologies can occur. The sto-
chastic control problem can be infeasible: there exists no causal
state feedback policy for which the contraints hold for all
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(with probability one), and is finite. Our stage cost can be un-
bounded below (since it has linear terms and the quadratic part
need not be positive definite), so the stochastic control problem
can also be unbounded below, i.e., there exists a policy for which

. Our interest in this paper is to describe a method
for efficiently computing an MPC control policy (which is itself
only a heuristic suboptimal policy) and not the technical details
of stochastic control, so we will not consider these issues fur-
ther, and simply assume that the problem is feasible, with finite
optimal cost. See, e.g., [43] for more on the technical aspects of
linear stochastic control.

It can be shown that there is an optimal policy which has
the form of a time-invariant static state feedback control, i.e.,

. Unfortunately, the state feedack function
can be effectively computed in only a few special cases,

such as when there are no constraints and is Gaussian.

D. Steady-State Certainty Equivalent Problem

For future reference we describe the steady-state certainty-
equivalent problem, in which we assume that and have the
constant values and , and the process noise has constant
value equal to its mean . The dynamics equation becomes

the constraint becomes , and the objective be-
comes .

The steady-state certainty-equivalent problem is then

minimize

subject to

with variables and . This problem is a convex
QP and is readily solved. We will let denote an optimal value
of in the certainty equivalent problem.

In many cases the steady-state certainty-equivalent problem
has a simple analytic solution. For example, when , the
objective is purely quadratic (i.e., and are both zero), and

(which means satisfy the constraints), we
have .

E. Model Predictive Control

MPC is a heuristic for finding a good, if not optimal, con-
trol policy for the stochastic control problem. In MPC the con-
trol is found at each step by first solving the optimization
problem

minimize

subject to

(4)

with variables and .
Here, is the (planning) horizon, the function is
the terminal cost function, which we assume is quadratic

with , and is the terminal state con-
straint. There are many methods for choosing the MPC param-
eters , and ; see, e.g., [44]–[48].

The problem (4) is a convex QP with problem data

Let be optimal
for the QP (4). The MPC policy takes . The MPC
input is evidently a (complicated) function of the current
state , so the MPC policy has a static state-feedback form

. It can be shown that is a piecewise-
affine function, when the quadratic cost term is positive definite
(see, e.g., [1]).

We can give a simple interpretation of the MPC QP (4). In
this QP, we truncate the true cost function to a horizon steps
in the future, and we replace the current and future disturbances
(which are not yet known) with their mean values. We represent
the truncated portion of the cost function with an approximate
value function . We then compute an optimal trajectory for
this simplified problem. We can think of
as a plan for what we would do, if the disturbance over the next

steps were to take on its mean value. We use only the first
control action in this plan, , as our actual control. At time

, the actual value of becomes available to us, so
we carry out the planning process again, over the time period

. This is repeated for each time step.

F. Explicit MPC

In explicit model predictive control, an explicit form of the
piecewise-affine control law is computed offline. We com-
pute, offline, the polyhedral regions over which the control is
affine, as well as the offset and control gain for each region
[1], [2], [49]. The online control algorithm is then reduced to
a lookup table: the region associated with the current state
is first determined, and then the control law associated with that
region is applied.

This method is very attractive for problems with a small
number of states and controls, simple constraints, and a modest
horizon, for which the number of regions is manageable. For
other problems (say, with , and ) the
number of regions can be very large, so explicit MPC is no
longer practically feasible. (There is some hope that a good
control law can be obtained by simplifying the piecewise-affine
function , e.g., using the methods described in [50]–[52],
replacing it with a piecewise-affine function with a manageable
number of regions.)

Even when the number of regions is manageable (say, a few
thousand), it can still be faster to solve the QP (4), using the
methods described in this paper, rather than implementing the
lookup table required in explicit MPC. Furthermore, explicit
MPC cannot handle cases where the system, cost function,
or constraints are time-varying. On the other hand, the QP
(4) can be easily modified for the case where the matrices

and vary over time (we only
need to keep track of the time index for these matrices).
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III. PRIMAL BARRIER INTERIOR-POINT METHOD

In this section, we describe a basic primal barrier interior-
point for solving the QP (4), that exploits its special structure.
Much of this material has been reported elsewhere, possibly in
a different form or context (but seems to not be widely enough
appreciated among those who use or study MPC); we collect it
here in one place, using a unified notation. In Section IV, we
describe variations on the method described here, which give
even faster methods.

We first rewrite the QP (4) in a more compact form. We define
an overall optimization variable

and express the QP (4) as

minimize

subject to (5)

where

...
...

...
. . .

...
...

...

...
...

...
. . .

...
...

...

...
...

...
...

. . .
...

...
...

...

...

...

Evidently these matrices have considerable structure; for ex-
ample, is block tridiagonal. In special cases we can have even
more structure. When the problem is state control separable, for
example, is block diagonal.

A. Primal Barrier Method

We will use an infeasible start primal barrier method to solve
the QP [3, Ch. 11], [53]. We replace the inequality constraints
in the QP (5) with a barrier term in the objective, to get the
approximate problem

minimize

subject to (6)

where is a barrier parameter, and is the log barrier
associated with the inequality constraints, defined as

where are the rows of . (We take
if .) The problem (6) is a convex optimization problem
with smooth objective and linear equality constraints, and can
be solved by Newton’s method, for example.

As approaches zero, the solution of (6) converges to a so-
lution of the QP (5): it can be shown that the solution of (6) is
no more than suboptimal for the QP (5) (see, e.g.,
[3, Sect. 11.2.2]). In a basic primal barrier method, we solve a
sequence of problems of the form (6), using Newton’s method
starting from the previously computed point, for a decreasing
sequence of values of . A typical method is to reduce by
a factor of 10 each time a solution of (6) is computed (within
some accuracy). Such a method can obtain an accurate solu-
tion of the original QP with a total effort of around 50 or so
Newton steps. (Using the theory of self-concordance [3, Sect.
11.5], [54], one can obtain a rigorous upper bound on the total
number of Newton steps required to solve the QP to a given
accuracy. But this bound is far larger than the number of steps
always observed in practice.)

B. Infeasible Start Newton Method

We now focus on solving the problem (6) using an infeasible
start Newton method [3, Sect. 10.3.2]. We associate a dual vari-
able with the equality constraint . The opti-
mality conditions for (6) are then

(7)

where , and denotes the th row of . The
term is the gradient of . We also have the implicit
constraint here that . We call the primal residual, and

the dual residual. The stacked vector is called the
residual; the optimality conditions for (6) can then be expressed
as .
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In the infeasible start Newton method, the algorithm is ini-
tialized with a point that strictly satisfies the inequality con-
straints , but need not satisfy the equality constraints

, (thus, the initial can be infeasible, which is where
the method gets its name). We can start with any .

We maintain an approximate (with ) and , at each
step. If the residuals are small enough, we quit; otherwise we
refine our estimate by linearizing the optimality conditions (7)
and computing primal and dual steps for which

give zero residuals in the linearized approximation.
The primal and dual search steps and are found by

solving the linear equations

(8)

(The term is the Hessian of .) Once
and are computed, we find a step size using a
backtracking line search on the norm of the residual , making
sure that holds for the updated point (see, e.g., [3,
Sect. 9.2]). We then update our primal and dual variables as

and . This procedure is repeated
until the norm of the residual is below an acceptable threshold.

It can be shown that primal feasibility (i.e., ) will be
achieved in a finite number of steps, assuming the problem (6)
is strictly feasible. Once we have , it will remain zero
for all further iterations. Furthermore, and will converge to
an optimal point. The total number of Newton steps required
to compute an accurate solution depends on the initial point
(and ). This number of steps can be formally bounded using
self-concordance theory, but the bounds are much larger than
the number of steps typically required.

C. Fast Computation of the Newton Step

If we do not exploit the structure of the (8), and solve it
using a dense factorization, for example, the cost is

flops. But we can do much better by
exploiting the structure in our problem.

We will use block elimination [3, App. C]. Before we pro-
ceed, let us define , which is block
diagonal, with the first block , the last block and
the remaining blocks . Its inverse is
also block diagonal; we write it as

...
...

...
. . .

...
...

...

Solving (8) by block elimination involves the following se-
quence of steps.

1) Form the Schur complement and
.

2) Determine by solving .
3) Determine by solving .

The Schur complement has the block tridiagonal form

...
...

...
. . .

...
...

where

We can form as follows. First we compute the Cholesky
factorization of each of the blocks in , which requires

flops, which is order
. Forming is then done by backward and for-

ward-substitution with columns taken from and , and then
multiplying by the associated blocks in ; this requires order

flops. Thus, step 1 requires order
flops.

Step 2 is carried out by Cholesky factorization of , followed
by backward and forward-substitution. The matrix is block
tridiagonal, with (block) rows, with blocks. It can be
factored efficiently using a specialized method described below
for block tridiagonal matrices (which is related to the Riccati
recursion in control theory) [27]–[29], [55], [56], or by treating
it as a banded matrix, with bandwidth . Both of these methods
require order flops ([3], [4], [29]–[32], [55], [56]). Step 2
therefore requires order flops.

The Cholesky factorization of , where is lower
triangular, is found as follows. The Cholesky factor has the
lower bidiagonal block structure

...
...

...
. . .

...
...

where are lower triangular with positive diagonal
entries, and are general matrices. Directly from

we find that

Thus, we can find by Cholesky factorization of , then we
find by solving by forward substitution; then
we can find by Cholesky factorization of , and
so on. Each of these steps requires order flops.

The cost of step 3 is dominated by the other steps, since the
Cholesky factorization of was already computed in step 1. The
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overall effort required to compute the search directions and
, using block elimination, is order . Note that this

order grows linearly with the horizon , as opposed to cubicly,
if the (8) are solved using a generic method.

For special cases, further savings in complexity are possible.
For example, when the problem is state control separable, with
diagonal and , and box constraints, the matrix is diagonal.
In this case, the over all complexity is order flops,
which grows linearly in both and .

D. Warm Start

In a typical primal barrier method, we solve (6) for a de-
creasing sequence of values of . When we decrease and solve
(6) again, for the new value of , we can simply use the pre-
viously computed as the initial for the first Newton step.
This warm start method is extremely effective in reducing the
number of Newton steps required for each value of . (Indeed,
it is the key to the primal barrier method.) It can be proved, using
the theory of self-concordance, that when is decreased by any
constant factor, the total number of Newton steps required to
solve (6) to a given accuracy, starting from the previously com-
puted solution, is bounded by a polynomial of the problem di-
mensions. While the existence of such a bound is reassuring, its
value is much larger than the number of Newton steps actually
required, which is typically small (say, between 5 and 10) [3,
Sect. 10.3.3].

We can also use this warm start idea to initialize the first
time we solve (6), at time step , using the previously computed
trajectory for time step . Roughly speaking, in MPC we
compute the current action by working out an entire plan for the
next time steps. We can use the previously computed plan,
suitably shifted in time, as a good starting point for the current
plan.

We initialize the primal barrier method for solving (6) for
time step with the trajectories for and computed during
the previous time step, with and appended at the end. One
simple choice for and is and . Suppose at time
the computed trajectory is

We can initialize the primal barrier method, for time step , with

Assuming satisfies the equality constraints, so will , ex-
cept at the first and last time steps. If satisfies the inequality
constraints strictly, then so will , except possibly at the first
and last time steps. In this case, we can modify and so
that the inequality constraints are strictly satisfied.

Several other warm start methods can be used in special cases.
For example, let us consider the case with box constraints. We
can work out the linear control obtained using the associated
LQR problem, ignoring the constraints, or using the techniques
described in [44], and then project this trajectory a small dis-
tance into the feasible set (which is a box). This warm start ini-
tialization has the (possible) advantage of depending only on

, and not on the previous states or any controller state.

IV. APPROXIMATE PRIMAL BARRIER METHOD

In this section, we describe some simple variations on the
basic infeasible start primal barrier method described above.
These variations produce only a good approximate solution of
the basic MPC QP (5), but with no significant decrease in the
quality of the MPC control law (as measured by the objective ).
These variations, however, can be computed much faster than
the primal barrier method described previously.

A. Fixed

Our first variation is really a simplification of the barrier
method. Instead of solving (6) for a decreasing sequence of
values of , we propose to use one fixed value, which is never
changed. Moreover, we propose that this fixed value is not
chosen to be too small; this means that the suboptimality bound

will not be small.
For a general QP solver, using a single fixed value of would

lead to a very poor algorithm, that could well take a very large
number of steps, depending on the problem data, and in addition
only computes an approximate solution. We propose the use of
a fixed value of here for several reasons. First, we must re-
member that the goal is to compute a control that gives a good
objective value, as measured by , and not to solve the QP (5)
accurately. (Indeed, the QP is nothing but a heuristic for com-
puting a good control.) In extensive numerical experiments, we
have found that the quality of closed-loop control obtained by
solving the approximate QP (6) instead of the exact QP (5) is ex-
tremely good, even when the bound on suboptimality in solving
the QP is not small. This was also observed by Wills and Heath
[57] who explain this phenomenon as follows. When we sub-
stitute the problem (6) for (5), we can interpret this as solving
an MPC problem exactly, where we interpret the barrier as an
additional nonquadratic state and control cost function terms.

The particular value of to use turns out to not matter much
(in terms of Newton iterations required, or final value of
achieved); any value over a very wide range (such as a factor
of ) seems to give good results. A good value of can be
found for any particular application by increasing it, perhaps
by a factor of 10 each time, until simulation shows a drop in the
quality of control achieved. The previous value of can then
be used.

The idea of fixing a barrier parameter to speed up the approxi-
mate solution of a convex problem was described in [58], where
the authors used a fixed barrier parameter to compute a nearly
optimal set of grasping forces extremely rapidly.

A second advantage we get by fixing is in warm starting
from the previously computed trajectory. By fixing , each MPC
iteration is nothing more than a Newton process. In this case,
warm starting from the previously computed trajectory reliably
gives a very good advantage in terms of the number of Newton
steps required. In contrast, warm start for the full primal barrier
method offers limited, and erratic, advantage.

By fixing , we can reduce the number of Newton steps re-
quired per MPC iteration from a typical value of 50 or so for a
primal barrier method, to a value on the order of 5. (The exact
number depends on the application; in some cases it can be even
smaller.)
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B. Fixed Iteration Limit

Our second variation on the primal barrier method is also
a simplification. By fixing we have reduced each MPC cal-
culation to carrying out a Newton method for solving (6). In
a standard Newton method, the iteration is stopped only when
the norm of the residual becomes small, or some iteration limit

is reached. It is considered an algorithm failure when
the iteration limit is reached before the residual norm is small
enough. (This happens, for example, when the problem does
not have a strictly feasible point.) In MPC, the computation of
the control runs periodically with a fixed period, and has a hard
run-time constraint, so we have to work with the worst case time
required to compute the control, which is times the time
per Newton step.

Now we come to our second simplification. We simply choose
a very small value of , typically between 3 and 10. (When
the MPC control is started up, however, we have no previous tra-
jectory, so we might use a larger value of .) Indeed, there
is no harm in simply running a fixed number of Newton
steps per MPC iteration, independent of how big or small the
residual is.

When has some small value such as 5, the Newton
process can terminate with a point that is not even primal
feasible. Thus, the computed plan does not even satisfy
the dynamics equations. It does, however, respect the con-
straints; in particular, satisfies the current time constraint

(assuming these constraints are strictly
feasible). In addition, of course, the dual residual need not be
small.

One would think that such a control, obtained by such a crude
solution to the QP, could be quite poor. But extensive numerical
experimentation shows that the resulting control is of very high
quality, with only little (or no) increase in when compared to
exact MPC. Indeed, we have observed that with as low
as 1, the control obtained is, in some cases, not too bad. We do
not recommend ; we only mention it as an interesting
variation on MPC that requires dramatically less computation.

We do not fully understand why this control works so well,
even in cases where, at many time instances, the optimization
is terminated before achieving primal feasibility. One plausible
explanation goes back to the basic interpretation of MPC: At
each step, we work out an entire plan for the next steps, but
only use the current control. The rest of the plan is not really
used; the planning is done to make sure that the current control
does not have a bad effect on the future behavior of the system.
Thus it seems reasonable that the current control will be good,
even if the plan is not carried out very carefully.

It is interesting to note that when the algorithm does not fully
converge in iterations, the resulting control law is not a
static state feedback, as (exact) MPC is. Indeed, the controller
state is the plan , and the control does indeed depend (to
some extent) on .

C. Summary and Implementation Results

We have developed a simple implementation of our approx-
imate primal barrier method, written in C, using the LAPACK
library [59], [60] to carry out the numerical linear algebra
computations. Our current C implementation, available at

TABLE I
TIME TAKEN TO SOLVE EACH QP FOR RANDOMLY GENERATED EXAMPLES

http://www.stanford.edu/~boyd/fast_mpc.html, handles the
case of separable purely quadratic objective (i.e., )
and box constraints. We report here the timing results for 12
problems with different dimensions, constructed using the
method described in Section V-C, on a 3 GHz AMD Athlon
running Linux.

To be sure that the inputs computed by our method delivered
control performance essentially equivalent to exact MPC, we
simulated each example with exact MPC, solving the QP ex-
actly, using the generic optimization solver SDPT3 [61], called
by CVX [62]. (The reported times, however, include only the
SDPT3 CPU time.) SDPT3 is a state-of-the-art primal-dual in-
terior-point solver, that exploits sparsity. The parameters
and in our approximate primal barrier method were chosen
to give control performance, as judged by Monte Carlo simula-
tion to estimate average stage cost, essentially the same as the
control performance obtained by solving the QP exactly; in any
case, never more than a few percent worse (and in some cases,
better).

Table I lists results for 12 problems. The column listing QP
size gives the total number of variables (the first number) and the
total number of constraints (the second number). We can see that
the small problems (which, however, would be considered large
problems for an explicit MPC method) are solved in under a mil-
lisecond, making possible kiloHertz control rates. The largest
problem, which involves a QP that is not small, with more than
a thousand variables and several thousand constraints, is solved
in around 26 ms, allowing a control rate of several tens of hertz.
We have solved far larger problems as well; the time required
by our approximate primal barrier method grows as predicted,
or even more slowly.

We can also see that the approximate barrier method far out-
performs the generic (and very efficient) solver SDPT3, which
only exploits sparsity. Of course the comparison is not entirely
fair; in each call to SDPT3, the sparsity pattern must be detected,
and a good elimination ordering determined; in contrast, in our
code, the sparsity exploitation has already been done. (Indeed
we can see this effect: for the problem with ,
and , the time taken by SDPT3 is actually lower than
for , since SDPT3 chooses to treat the former problem
as sparse, but the latter one as dense.) The numbers make our
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Fig. 1. Oscillating masses model. Bold lines represent springs, and the dark
regions on each side represent walls.

point: Generic convex optimization solvers, even very efficient
ones, are not optimized for repeatedly solving small and modest
sized problems very fast.

V. EXAMPLES

In the next section, we present three specific examples: a
mechanical control system, a supply chain, and a randomly gen-
erated system. We compare the performance of our fast approx-
imate MPC method with exact MPC, and give timing specifica-
tions for the two cases which our current C implementation can
handle.

A. Oscillating Masses

The first example consists of a sequence of six masses con-
nected by springs to each other, and to walls on either side, as
shown in Fig. 1. There are three actuators, which exert tensions
between different masses. The masses have value 1, the springs
all have spring constant 1, and there is no damping. The controls
can exert a maximum force of , and the displacements of
the masses cannot exceed .

We sample this continuous time system, using a first order
hold model, with a period of 0.5 (which is around 3 times faster
than the period of the fastest oscillatory mode of the open-loop
system). The state vector is the displacement and
velocity of the masses. The disturbance is a random
force acting on each mass, with a uniform distribution on

. (Thus, the disturbance is as large as the maximum
allowed value of the actuator forces, but acts on all six masses.)
For MPC we choose a horizon , and separable quadratic
objective with .
We choose using a heuristic method described in [44]. The
problem dimensions are and .
The steady-state certainty equivalent optimal state and control
are, of course, zero.

All simulations were carried out for 1100 time steps, dis-
carding the first 100 time steps, using the same realization of
the random force disturbance. The initial state is set to
the steady-state certainty equivalent value, which is zero in this
case. We first compare exact MPC (computed using CVX [62],
which relies on the solver SDPT3 [61]) with approximate MPC,
computed using a fixed positive value of , but with no itera-
tion limit. Exact MPC achieves an objective value
(computed as the average stage cost over the 1000 time steps).
Fig. 2 shows the distributions of stage cost for exact MPC and
for approximate MPC with , and . For

, the control performance is essentially the same as for
exact MPC; for , the objective is less than 3% larger
than that obtained by exact MPC, and for , the objective
is about 18% larger than exact MPC.

Fig. 2. Histograms of stage costs, for different values of �, for oscillating
masses example. Solid vertical line shows the mean of each distribution.

To study the effect of the iteration limit , we fix
, and carry out simulations for ,

and . The distribution of stage costs is shown in
Fig. 3. For and , the quality of control
obtained (as measured by average stage cost) is essentially the
same as for exact MPC. For , in which only one
Newton step is taken at each iteration, the quality of control is
measurably worse than for exact MPC, but it seems surprising
to us that this control is even this good. For , primal
feasibility is attained in 5% of the steps, while for ,
primal feasibility is attained in only 68% of the steps, and for

, primal feasibility is attained in 95% of the steps.
It is apparent (and a bit shocking) that primal feasibility is not
essential to obtaining satisfactory control performance.

For this example, a reasonable choice of parameters would
be and , which yields essentially the same
average stage cost as exact MPC, with a factor of 10 or more
speedup (based on 50 iterations for exact solution of the QP).
The control produced by and is very
similar to, but not the same as, exact MPC. Fig. 4 shows ,
the displacement of the first mass, and , the first control,
for both exact MPC and fast MPC. The state trajectories are
almost indistinguishable, while the control trajectories show a
few small deviations.

Our simple C implementation can carry out one Newton
step for the oscillating masses problem in around 1 ms. With
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Fig. 3. Histograms of stage costs, for different values of � , with � �

�� , for oscillating masses example. The solid vertical line shows the mean
of each distribution.

Fig. 4. Simulation of oscillating masses example with � � �� �� � �.
The solid curves show fast MPC; the dashed curves show exact MPC.

, our approximate MPC control can be implemented
with sample time of 5 ms. It follows that the MPC control can
be carried out at a rate up to 200 Hz.

Fig. 5. Supply chain model. Dots represent nodes or warehouses. Arrows rep-
resent links or commodity flow. Dashed arrows are inflows and dash-dot arrows
are outflows.

B. Supply Chain

This example is a single commodity supply chain consisting
of 6 nodes, representing warehouses or buffers, interconnected
with 13 uni-directional links, representing some transport mech-
anism or flow of the commodity, as shown in Fig. 5. Three of the
flows, represented by dashed arrows, are inflows, and beyond
our control; the remaining 10 flows, however, are the controls.
Two of these controls are outflows, represented in dashed-dotted
line type.

At each time step, an uncertain amount of commodity enters
the network along the three inflow links; the control law chooses
the flow along the other 10 edges, including the two outflow
links. The system state is the quantity of the commodity present
at each node, so . The state is constrained to sat-
isfy . The control is , each component of
which is constrained to lie in the interval . (Thus, each
link has a capacity of 2.5.) The disturbance is the inflow,
so . The components of are IID with exponential
distribution, with mean one. There is one more constraint that
links the controls and the states: The total flow out of any node,
at any time, cannot exceed the amount of commodity available
at the node. Unlike the constraints in the oscillating masses ex-
ample, this problem is not separable in the state and control. The
problem dimensions are , and .

The objective parameters are
. (Here denotes the vector with all

entries one.) This means that there is a storage cost at each node,
with value , and a charge equal to the flow on each
edge. The storage cost gives incentive for the commodity to be
routed out of the network through the outflow links and .
For this problem, the steady-state certainty equivalent problem
is not trivial; it must be computed by solving a QP.

For MPC control of the supply chain, we used a horizon
. In our simulations, we use initial state .

In this example, we find that with , our
approximate MPC gives essentially the same quality of control
as exact MPC. Fig. 6 shows and for both exact MPC
(dashed line) and approximate MPC (solid line). Evidently, the
controls and states for the two are almost indistinguishable.

Our current C implementation of the fast MPC method does
not handle coupled state input constraints, which are present in
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Fig. 6. Simulation of supply chain with � � ����� � � ��. Solid line:
Fast MPC, Dashed line: Exact MPC.

this example, so we cannot report the timing. (All the simula-
tions shown in this example were found using a MATLAB im-
plementation of the fast MPC method, which is slow for many
reasons.) We can, however, form a reasonable estimate of the
performance that would be obtained, based on the complexity
analysis given above and extrapolating from other examples.
Our estimate is that the fast MPC implementation would take
around 1.2 ms per Newton step, and so around 12 ms per solve.

C. Random System

Our third example is a randomly generated system, where the
entries of and are zero mean unit variance normal random
variables. We then scale so that its spectral radius is one, so the
system is neutrally stable. We have already given timing results
for this family of problems in Table I; here we consider a specific
problem, to check that out approximate solution of the QP has
little or no effect on the control performance obtained.

The particular example we consider has states and
controls. The constraints are box constraints:

. The disturbance has IID entries,
uniformly distributed on . (The constraints and dis-
turbance magnitudes were chosen so that the controls are often
saturated.) The cost parameters are

and we choose using the method described in [44].
For MPC we use a horizon of , with a randomly gener-
ated starting point .

As in the previous examples, we found that approximate
primal barrier MPC, with parameters and ,
yields a control essentially the same as exact MPC. A sample
trace is shown in Fig. 7.

Using our C implementation, we can carry out one Newton
step for this example in around 5 ms. With , our
method allows MPC to be implemented with a sample time of
25 ms, so control can be carried out at a rate of 40 Hz.

VI. EXTENSIONS AND VARIATIONS

Our discussion so far has focussed on the time-invariant infi-
nite-horizon stochastic control problem. Here, we describe how

Fig. 7. Simulation of random system with � � ������ � �. Solid line:
fast MPC; Dashed line: exact MPC.

the same methods can be applied in many variations on this
particular MPC formulation. First, it should be clear that the
exact same methods can be used when the system, cost func-
tion, or constraints are time-varying; we only need to keep track
of the time index in the matrices , and ,
and the vectors , and . The same infeasible-start Newton
method, and the same method for rapidly computing the Newton
step, can be used. All that changes is that these data matrices
(possibly) change at each time step. Other extensions that are
straightforward include multi-rate problems, or problems with
piecewise-linear or piecewise-constant inputs, or the addition of
a final state constraint (instead of our final state cost term).

The method can be applied to nonlinear systems as well, using
standard techniques. At each Newton step we simply linearize
the dynamics (using Jacobians or particle filter methods), at the
current value of , and compute the step using this linearized
model. (We would, however, carry out the line search using
the true primal residual, with nonlinear dynamics, and not the
primal residual in the linearized dynamics.) In this case, the data
matrices change each Newton step (as the linearization is up-
dated). We have not experimented much with applying these
methods to problems with nonlinear dynamics; we expect that a
larger number of iterations will be required to give good control
performance. Our ability to rapidly compute each Newton step
will be useful here as well.

We can use any smooth convex stage cost functions, with
little change. We can incorporate nonsmooth convex stage cost
functions, by introducing local variables that yield a (larger)
smooth problem (see, e.g., [3, Ch. 4]). These added variables
are “local”, i.e., interact only with , so their contribu-
tion to the Hessian will also be local, and the same methods can
be applied. One example is moving horizon estimation with a
Huber cost function, which gives a smoothing filter that is very
robust to outliers in process disturbance or noise [3, Sect. 6.1].
We can also add any convex constraints that are “local” in time,
i.e., that link state or control over a fixed number of time steps;
such constraints lead to KKT matrices with the same banded
form.

Authorized licensed use limited to: Stanford University. Downloaded on March 03,2010 at 23:34:55 EST from IEEE Xplore.  Restrictions apply. 



WANG AND BOYD: FAST MODEL PREDICTIVE CONTROL USING ONLINE OPTIMIZATION 277

VII. CONCLUSION AND IMPLICATIONS

By combining several ideas, some of which are already
known in MPC or other contexts, we can dramatically increase
the speed with which online computation of MPC control laws
can be carried out. The methods we have described complement
offline methods, which give a method for fast control computa-
tion when the problem dimensions are small. Combined with
ever-increasing available computer power, the possibility of
very fast online computation of MPC control laws suggests to
us that MPC can be used now, or soon, in many applications
where it has not been considered feasible before.

Much work, both practical and theoretical, remains to be
done in the area of fast online MPC methods. While our ex-
tensive simulations suggest that fast online MPC works very
well, a formal stability analysis (or, even better, performance
guarantee) would be a welcome advance.
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