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## ABSTRACT

It is shown that by using the simplest construction of discrete dipoles, the operation count for solving the Dirichlet problem of Poisson's equation by the capacitance matrix method does not exceed constant times $n^{2} \log n, n=1 / h$ for certain first and second order schemes of interpolating boundary conditions.

The Dirichlet problem for the Poisson equation is the following: Given a function $f$ and a function $g$, find a function $u$ such that

$$
\begin{aligned}
u_{x x}+u_{y y} & =f \quad \text { on } \Omega \\
u & =g \text { on } \partial \Omega .
\end{aligned}
$$

Here $\Omega$.is a simply connected domain with boundary $\partial \Omega$.
The problem has wide applications in electrostatics, elasticity, temperature distributions and plasma physics. Its solution by finite difference or finite elements methods have received considerable attention. It is known that if $\Omega$ is a rectangle, then fast Fourier transform methods are very efficient in solving the linear system of equations arising from finite difference or finite element discretizations.

There seems to be no such short cut to the solution of these equations when $\Omega$ is a general region. In many conventional methods, the operation count is usually proportional to $N^{3 / 2}$ ( $N$ is the number of mesh points in $\Omega$ ) while at least $N$ computer storage is required. These methods are therefore undesirable when N is very large. In this paper we describe an algorithm and prove mathematically that the operation count of this algorithm can be proportional to $N$ log $N$. While some versions of our algorithm also require at least $N$ computer storage, there is one version that requires less than $N / 3$ computer storage.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.

FAST POISSON SOLVERS ON GENERAL TWO DIMENSIONAL REGIONS

FOR THE DIRICHLET PROBLEM
A. S. L. Shieh

## 81. Introduction

Over the past ten years, very fast numerical methods have been developed to solve Poisson's or Helmholtz's equation on certain simple regions with Dirichlet, Neumann or periodic boundary conditions. See e.g. [2], [3], [8], [9], [12], [19] and [21]. These methods can only be used for regions and boundary conditions that allow for separation of the variables. Typical examples are Poisson's or Helmholtz's equations in Cartesian coordinates on rectangular regions with boundary conditions that do not change type along any of the sides of the rectangle. In these special cases, the operation count for solving the discrete problem is almost proportional to the number of mesh points.

The purpose of this paper is to establish similar results for the poisson equation on general regions. In this work we are only concerned with finite difference schemes of first and second order accuracy for the Dirichlet problem on simply connected bounded domains with smooth boundaries. A formal discrete potential theory motivated by the classical potential theory is incorporated into the so-called capacitance matrix method. It is shown that by using the simplest construction of discrete dipoles in our Ansatz, it is possible to have an algorithm the operation count of which is proportional to $N^{2} \log N$, where $h=1 / n$ is the mesh size. Some numerical results are given in section 9 and a brief survey of past work in this direction is given in section 8.

## §2. Certain results from classical potential theory.

We give only a very brief review of a few results of classical potential theory. for a detailed exposition see e.g. [10; , [14], [25] and [28]. We define the potential $V$ resulting from a charge distribution $f$ on a smooth boundary curve $\partial \Omega$ by

$$
V(x)=(1 / \pi) \int_{\partial \Omega} \rho(\xi) \log \pi d s(\xi) .
$$

Here $x=\left(x_{1}, x_{2}\right), \xi=\left(\xi_{1}, \xi_{2}\right)$ and $\pi^{2}=\left(x_{1}-\xi_{1}\right)^{2}+\left(x_{2}-\xi_{2}\right)^{2}$. The Green's function (1/2 2 ) $\log \pi$ which we shall denote by $G^{*}$ satisfies

$$
\Delta(1 / 2 \pi) \log r=\delta(x),
$$

where $\delta(x)$ is the delta function. Similarly the potential $W$ of a dipole density $\mu$ on $\partial \Omega$ defined by

$$
\begin{equation*}
{ }^{W}(x)=(1 / \pi) \int_{\partial \Omega} \mu(\xi) \partial G^{*} / \partial \nu_{\xi} d s(\xi) . \tag{2.1}
\end{equation*}
$$

We adopt here the convention that the normal direction of $\partial \Omega$ is towards the exterior of the region $\Omega$ in which we want to solve our problem.

The interior Dirichlet problem can be reduced to a Fredholm integral equation of the second kind if we make the double layer Ansatz as follows. Let

$$
u(x)=-(1 / 2 \pi) \iint_{\Omega} f(\xi) \log x d \xi+(1 / \pi) \int_{\partial \Omega} \mu(\xi) \partial G^{*} / \partial \nu_{\xi} d s(\xi)=u_{s}(x)+W(x) .
$$

for the solution of

$$
\begin{equation*}
-\Delta u=f, \quad x \in \Omega \tag{2.2}
\end{equation*}
$$

$$
\mathbf{u}=\mathbf{g}, \quad \mathbf{x} \in \partial \Omega
$$

It can be shown that the dipole density $\mu$ satisfy the following integral equation

$$
\begin{equation*}
\mu+(1 / \pi) \int_{\partial \Omega} \mu\left(\partial G^{*} / \partial \Omega_{\xi}\right) \mathrm{ds}=g-\left.u_{s}\right|_{\partial \Omega}=\tilde{g} . \tag{2.3}
\end{equation*}
$$

This is a well posed problem of the form

$$
\begin{equation*}
(\mathrm{I}+\mathrm{K}) \mu=\tilde{\mathrm{g}}, \tag{2.4}
\end{equation*}
$$

where K is a compact operator defined by the integral above.
If we instead attempt to use a single layer Ansatz for the Dirichlet problem we obtain a Fredholm integral equation of the first kind. It has the form

$$
V(x)=g-\left.u_{s}\right|_{\partial \Omega}, \quad x \in \partial \Omega,
$$

which is an ill posed problem.
To illustrate the distribution of the eigenvalues of the compact operator $K$ in equation (2.4), we study the case when $\Omega$ is an ellipse with
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$\gamma=(a-b) /(a+b)$ where $a$ and $b$ are the half axes of the ellipse. It is known (see egg. p. 135 of [25]) that $K=K^{T}$ and
$\lambda_{i}\left(K+K^{T}\right)=2 \gamma^{i-1} \quad, i=1,2, \ldots$.
On the other hand, both the interior and exterior Neumann problems can also be reduced to Fredholm integral equations of the second kind if we make the single layer Ansatz. The charge density $\rho$ for the exterior Neumann problem satisfies

$$
\left(I+K^{T}\right)_{\rho}=g^{*}
$$

for some suitably chosen function $g^{*}$ defined on $\partial \Omega$. The existence and uniqueness problems for the solution of equation (2.3) can therefore be determined from that of equation (2.4) and vice versa. Finally, we remark that the $G^{*}$ in equations (2.1) and (2.3) can be replaced by the Green's function on a sufficiently large rectangle with zero Dirichlet boundary conditions.

## §3. The capacitance matrix method

In this section we develop a similar, formal potential theory for the discrete problems arising from the original Dirichlet problem (2.2). See also Sections 3 and 4 of [29] for a similar discussion. We shall assume that uniform mesh sizes in both coordinate directions are used.

We replace the Laplace operator by the five-point formula. The fundamental solution ( $1 / 2 \pi$ ) $\log (1 / r)$, used in Section 2 , will be replaced by its discrete analogue, the discrete Green's function on the entire plane, which we shall denote by $G$. Properties and efficient methods of generating $G$ and its undivided differences will be studied in Section 4. An efficient method of computing $G v$ for arbitrary $N \times N$ vectors $v$ is also given in Section 4. We will denote by $B$ the matrix representing the five-point discrete Laplacian $h^{2} \Delta_{h^{\prime}}$ using undivided differences, on the entire plane. We then divide the set of mesh points into three disjoint sets $\Omega_{h}, \partial \Omega_{h}$ and $(C \Omega)_{h}$. The set $\partial \Omega_{h}$ contains all the irregular mesh points in $\Omega$, i.e. mesh points that do not have all four neighbours within the open set $\Omega$. $\Omega_{h}$ is the set of regular mesh points inside $\Omega$ and ${ }^{(C \Omega)_{h}}$ contains the remaining, the exterior mesh points.

We then set up the matrix equation
(3.1)
$A u=v$
that we are solving as follows. We use the same discretization formula for both A and B on $\Omega_{h} \cup\left(\mathrm{C} \Omega_{h}\right.$. For points in $\partial \Omega_{h}$, a linear combination of the discrete Laplacian and interpolation formulas of first or second order accuracy for the boundary conditions are used. The values of the solution at the exterior mesh points are always eliminated from the discrete Laplacian, centered at an irregular mesh point. This guarantees that $A$ is a reducible matrix with no couplings to the exterior mesh points from the irregular mesh points. If $P$ is a suitably chosen permutation matrix, then

$$
\text { PAP } P^{T}=\left[\begin{array}{cc}
{ }^{A} 11 & 0 \\
A_{21} & A_{22}
\end{array}\right]
$$

where $A_{1 . l}$ is the coefficient matrix for our discrete problem on $\Omega_{h} U \partial \Omega_{h}$. It is easily seen that the solution on $\Omega_{h} \cup{ }^{2} \Omega_{h}$ will not be influenced by either the solution or the data on $(c \Omega)_{h}$.

The matrix $A$ differs from $B$ by only $m$ rows where $m$ is the cardinal number of $\partial \Omega_{h}$. We can therefore write

$$
A=B+U W^{T}
$$

where the matrices $U$ and $W$ have $m$ columns. The matrix $U$ represents an extension operator. It maps any mesh function defined only on $\partial \Omega_{h}$ into a function on all mesh points. Its transpose, $U^{T}$, is a trace operator mapping any mesh function defined for all mesh points into its restriction to $\partial \Omega_{h}$. We easily verify that

$$
W^{T}=U^{T}(A-B)
$$

We now describe our method for solving the discrete problem (3.1). Guided by the continuous analog we make the Ansatz,

$$
\begin{equation*}
\mathbf{u}=\mathbf{G v}+\mathbf{G V} \mu \tag{3.2}
\end{equation*}
$$

The vector $G v$ satisfies $B G v=v$. The m-vector $\mu$ is determined by solving a system of $m \times m$ linear equations derived below. The mesh function $V^{\mu}$ should vanish on $\Omega_{h}$. Each column of the matrix $V$ represents a discrete dipole of unit strength. Let such a column corresponding to $P \in \partial \Omega h$ be regarded as a mesh function, denoted by $V^{T}(P)$. We require that $\left(1 / h_{\alpha}\right) v^{T}(P) u=[\partial u / \partial \nu](P)+O(h)$. Here $h_{\alpha}=h / \cos \alpha$ where $\alpha$ is the angle between the normal through the irregular mesh point $P$ and the closest coordinate axis. In particular, if that the western and northwestern neighbours of $P$ in ( $C \Omega)_{h}$, then
(3.3) $\left[V^{T} u\right](P)=u(P)-(1-\tan \alpha) u(w)-(\tan \alpha) u(N W)$.

We now use our Ansatz and compute the residual vector,

$$
\begin{align*}
A u-v & =\left(B+U W^{T}\right)(G F+G V \mu)-F v  \tag{3.4}\\
& =\left(V+U W^{T} G V\right) \mu+U W^{T} G F v
\end{align*}
$$

From the properties of $U$ and $V$, it follows that the residuals are zero for all, $x \in \Omega_{h}$. To derive a linear system of equations for the vector $\mu$ we multiply equation (3.4) by $U$. It is easy to verify that $U^{T} U=I_{m}$ and $U^{T} V=I_{m}$ Here $I_{m}$ is the m $\times_{m}$ identity matrix. We thus obtain

$$
\begin{equation*}
\left(I_{m}+w^{T} G V\right) \mu=-W^{T} G F \tag{3.5}
\end{equation*}
$$

This choice of $\mu$ make the residuals zero for all $x \in \partial \Omega_{h}$. Hence substitution of $\mu$ in equation (3.2) will provide us a solution on $\Omega_{h} \cup \Omega_{h}$ if equation (3.5) is solvable. Note that the residuals will in general not be equal to zero for all $x \in(C \Omega)_{h}$. The matrix on
the left-hand side of Equation (3.5) is the capacitance matrix $C$. We shall refer to Equation (3.5) as the capacitance ratrix equation.

In the special case when $v=U U^{T} v$, we can simply make the Ansatz $u=B^{-1} v \mu$. It is easily seen that the residua] Au-v, will again be zero at $x \in \Omega_{h}$. The capacitance matrix equation now becomes

$$
\begin{equation*}
\mathrm{C} \mu=\mathbf{u}^{\mathrm{T}} \mathbf{v} \tag{3.6}
\end{equation*}
$$

If Equation (3.6) is solvable, then $A u=v$ will also be zero on $\partial \Omega_{h}$. The solvability of Equations (3.5) and (3.6) will be discussed in Section 6.

We now describe our choices of difference equations at the irregular mesh points. We approximate the boundary conditions by interpolation schemes of first or second order accuracy, which we shall refer to as schemes $I a, I b$ and $I I$ respectively.

We start with Scheme II. Let $P \in \partial \Omega_{h}$ and $P *$ be its closest point on $\partial \Omega$. Let W, $E, N$ and $S$ be the western, eastern, northern and southern neighbours of $P$ on the mesh respectively. We assume that the local orientation of the boundary is such that either both $W$ and $N$ are in $(C \Omega)_{h}$ or only $W$ is in $(C \Omega)_{h}$. Assume that both $W$ and $N$ are in (CR) $h^{\text {. }}$ Let $d_{1}$ denote $h_{1} / h$ where $h_{1}$ is the distance, along a mesh line parallel with the $x_{1}$-axis, between the mesh point $P$ and the boundary $\partial \Omega$. Hence $d_{1} \in(0,1)$. The Dirichlet data at this point on $\partial \Omega$ is denoted by $u_{w}$. The values of $d_{2}$ and $u_{N}$ are similarly defined. We then approximate $u_{W}$ and $u_{N}$ by $(1 / 2)\left[\left(1+d_{1}\right) u(W)+\left(1-d_{1}\right) u(E)\right]$ and $(1 / 2)\left[1+d_{2}\right) u(N)+$ $\left.\left(1-d_{2}\right) u(S)\right]$ respectively. By combining the above with the five-point formula for the Laplacian and eliminating $u(W)$ and $u(N)$ between them, we obtain

$$
\begin{align*}
& 4 u(P)-\left[2 d_{1} /\left(1+d_{1}\right)\right] u(E)-\left[2 d_{2} /\left(1+d_{2}\right)\right] u(S)  \tag{3.6}\\
& =h^{2} f(P)+\left[2 /\left(1+d_{1}\right)\right] u_{W}+\left[2 /\left(1+d_{2}\right)\right] u_{N}
\end{align*}
$$

If only $W$ is in $(C \Omega)_{h}$, then we obtain
(3.7) $4 u(P)-\left[2 d_{1} /\left(1+d_{1}\right)\right] u(E)-u(N)-u(S)$

$$
=h^{2} f(P)+\left[2 /\left(1+\alpha_{1}\right)\right] u_{W}
$$

We now describe the two variants of Scheme $I$, namely Scheme Ia and Ib. In Scheme Ib, if both $W$ and $N$ are in $(C \Omega)_{h}$, we obtain

$$
\begin{equation*}
4 u(P)-u(S)-u(E)=h^{2} f(P)+u_{W}+u_{N} \tag{3.8}
\end{equation*}
$$

If only $W$ is in $(C S)_{h}$, we obtain
$2[4 u(P)-u(S)-u(E)-u(N)]=2\left[h^{2} f(P)+u_{W}\right]$.
The scaling factor 2 is largely artifical and is put in only for the convenience of theoretical estimates in Sections 5 and 6. In Scheme Ia, we seek to eliminate this scaling factor while retaining the theoretical convenience. We require that Equation (3.8) should be used regardless of whether both $W$ and $N$ are in $(C \Omega)_{h}$ or only $W$ is in $(C \Omega)_{h}$. The matrices $A_{11}$ for all the above three schemes are of positive type. Hence, the results in [4] or [13] apply and all these schemes are convergent.

There is an important alternative to the above approach. Instead of the discrete Green's function of the entire plane, we may use the discrete analog of the Green's function on a sufficiently large square $S$ with zero boundary conditions as our $G$ in equations (3.2) and (3.5). In this case $G=B_{D}^{-1}: A=B_{D}+U W^{T}$. Here $B_{D}$ denotes the matrix representing the discrete Laplacian $h^{2} \Delta_{h}$ on $S$ and zero boundary values on the grid points of as. The residual $A u-v$ will again be zero on $\Omega_{h} U \partial \Omega_{h}$ if $C=U^{T} A B_{D}^{-1} V$ is nonsingular.

Finally we come to the central question as to whether the capacitance matrix equation (3.5) is closely related to the Fredholm integral equation (2.2)? It is known (see e.g. [16]) that the conjugate gradient method converges superlinearly for Fredholm integral equations of the second kind. In our experiments we normally fail to observe superlinear convergence. To understand this fully, we split up the matrices $C$ into two parts as follows.

$$
\mathrm{C}=\mathrm{B}_{\mathrm{h}}+\mathrm{K}_{\mathrm{h}} .
$$

The matrices $B_{k}$ are defined by

$$
\begin{align*}
B_{h}(P, Q) & \equiv C(P, Q), & & \text { if } d(P, Q) \leq \sqrt{h}  \tag{3.10}\\
& \equiv 0, & & \text { otherwise } .
\end{align*}
$$

They are therefore the near diagonal parts of $C$; and the matrices $K_{h}$ are the remaining parts, the off diagonal parts of $C$.

It will be shown in Section 6 that for Schemes La and Ib, and, after a suitable scaling, for schemes II, the matrices $K_{h}$ are closely related to the compact integral operator $K$ in Equations (2.2) or (2.3). The matrices $B_{h}$, however, will not in general be formal approximations to the identy operator. In fact, the algebraic row sums of $B_{h}$ need not always be equal to one.

It is, however, shown in [16] that for operator equations with symmetric positive definite operators of the form $B+K$ with $B$ symmetric positive definite and $K$ symmetric compact, the conjugate gradient method will converge linearly with asymptotic rate of convergence governed only by the spectral condition number of $B$. We therefore proceed to study the special condition numbers of $B_{h}$ in Section 5 and the distribution of singular values of $K_{h}$ and $C$ in Section 6. We shall show in Section 7 that the asymptotic convergence of the conjugate gradient method for solving the capacitance matrix equations will depend essentially on the spectral condition number of $B_{h}$.

We now discuss briefly two different methods of implementing our algorithm and the operation count involved. We use the conjugate gradient method to solve

$$
C^{T} C \mu=C^{T} b
$$

where $b$ denotes the right hand side of the capacitance matrix equation. The solution $u$ is then computed from (3.2). In the first method, we generate the capacitance matrix explicitly. Assume that the $G$ in equations (3.2) and (3.5) is the discrete Green's function on the entire plane. Because of translational invariance it is only necessary to compute $G$ with the second parameter fixed at the origin. It is shown in section 4 that only one call of fast Poisson solved on a sufficiently large rectangle is needed to generate $G$ and only two calls of a similar solver is needed to compute the final solution and the right hand side $b$. The operation count of the algorithm is therefore constant $N^{2} \log N$ $+2 C_{0} m^{2}+O(m)$ where $C_{0}$ is the number of iterations needed to achieve a certain accuracy. If the $G$ in equation (3.5) is $B_{D}^{-1}$, it is desirable to use the second method where the solution $\mu$ is computed by an iterative implicit method first appearing in [15]. The operation count for computing $\mu$ is proportional to $C_{0}\left(m+m_{1}\right) N$, where $m$ is the number of nonzero entries in the matrix $V$ provided that a special fast solver is used in the process. See section 4 of [31] for details. It will be shown in section 7 that $C_{0}$ cannot exceed constant $\log m$ if $G=B_{D}^{-1}$ is used in (3.5) for all domains with sufficiently smooth boundaries and that $C_{0}$ is uniformly bounded in some special cases if the discrete Green's function on the entire plane is used in (3.5). The total operation count of our algorithm therefore does not exceed constant $N^{2} \log N$.
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54. Properties and fast generation of G, the discrete Green's function on the entire plane, and the efficient computations of $G v, G V \mu$ and $W^{T} G V$.

A discrete fundamental solution of the five-point Laplacian $\Delta_{h}$ with respect to the origin is a mesh function $\gamma$ that satisfies

$$
\Delta_{h} \gamma(\mu h)=\left\{\begin{array}{ccc}
h^{-2} & \text { if } & \mu=0  \tag{4.1}\\
0 & \text { if } & \mu \neq 0
\end{array}\right.
$$

where $\mu$ has integer components $\mu_{1}$ and $\mu_{2}$.
Clearly $\dot{\gamma}$ is unique up to an arbitrary linear function. The constants involved will be chosen so that we have a proper discrete analog of the logarithmic potential. The resulting discrete fundamental solution will then be our discrete Green's function $G$.

It is established in [27] that if $g(x, s)$ denotes

$$
\begin{equation*}
(2 / \pi) \int_{0}^{\pi}[1-\cos (s \lambda) \exp (-|r| \mu)] / \sinh \mu d \lambda \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\cos \lambda+\cosh \mu=2 \tag{4.3}
\end{equation*}
$$

$$
\mu / \lambda \rightarrow 1 \text { as } \mu \rightarrow 0
$$

then the function $G$ defined by

$$
\begin{equation*}
\mathrm{G}(\mathrm{rk}, \mathrm{sh})=(1 / 4) \mathrm{g}(x, 5)+(1 / 2 \pi) \log \mathrm{h}-(1 / 4 \pi)\left(\log 8+2 \gamma_{1}\right) \tag{4.5}
\end{equation*}
$$

is the desired Green's function of the entire plane. Here $\gamma_{1}$ is the Euler's constant; $r$ and $s$ integers and $h$ is the mesh size.

It is shown in [27] that

$$
\begin{equation*}
g(r, r)=(4 / \pi)[1+1 / 3+\ldots+1 /(2 r-1)], \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
g(r, s)=(1 / \pi) \log \left(s^{2}+r^{2}\right)+(1 / \pi)\left(\log 8+2 \gamma_{1}\right)+o(1 / r) \tag{4.8}
\end{equation*}
$$

$g(0,0)=0, \quad g(0,1)=1$

$$
\begin{equation*}
g(r, s)=g(s, r)=g(-s, r)=g(s,-r), \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
g(x, s)-g(x, t)=(1 / \pi) \log \left[\left(r^{2}+s^{2}\right) /\left(t^{2}+r^{2}\right)\right]+o(1 / r) \tag{4.9}
\end{equation*}
$$

We have found it necessary to obtain sharper estimates for the remainder term in (4.10) when $t=s+1$ and a similar estimate for $g(r+1, s)-g(r, s)$.

Theorem 4.1. Let $r, s$ and $t$ be nonnegative integers with $r \geq 8 ; s=t-1$. Then (4.11a): $G(r h, s h)-G(r h, t h)=(1 / 4 \pi) \log \left[\left(s^{2}+r^{2}\right) /\left(t^{2}+r^{2}\right)\right]+R_{1}(r, s)+R_{2}(r, s)+R_{3}(r, s)$, where
(4.11b)

$$
\begin{array}{ll}
(4.11 b) & R_{1}(r, s) \equiv(1 / 24 \pi) \int_{0}^{\infty}\left(\lambda^{2}-r \lambda^{3}\right) \sin [(s+1 / 2) \lambda] \\
(4.11 c) & R_{2}(r, s) \equiv-(1 / 2 \pi) \int_{0}^{\infty}\left\{\left[(1 / 30) \lambda^{4}+(7 / 96) r^{\lambda^{5}}+(1 / 288) r^{2} \lambda^{6}\right] \cdot e^{-r \lambda} \sin [(2 s+1) \lambda / 2]\right\} d \lambda \\
(4.11 d) & \left|R_{3}(r, s)\right| \leq(0.27) r^{-1} e^{-1.35 r^{2 / 3}+(167) r^{-7}}
\end{array}
$$

Proof. We have

$$
\left(\pi,^{\prime} 2\right)[g(r, s)-g(r, t)]=\int_{0}^{\pi}[\cos (t \lambda)-\cos (s \lambda)] e^{-r \mu}[\sinh \mu]^{-1} d \lambda
$$

and it is known that

$$
\int_{0}^{\infty}[\cos (t \lambda)-\cos (s \lambda)] e^{-r \lambda} \lambda^{-1} d \lambda=(1 / 2) \log \left[\left(s^{2}+r^{2}\right) /\left(t^{2}+r^{2}\right)\right]
$$

Since
(4.12) $\int_{\pi}^{\infty}|\cos (t \lambda)-\cos (s \lambda)| e^{-r \lambda} \lambda^{-1} d \lambda<(2 / \pi) r^{-1} e^{-r \pi}$,
it suffices to estimate

$$
\int_{0}^{\pi}[\cos (s \lambda)-\cos (t \lambda)]\left[e^{-r \lambda} \lambda^{-1}-e^{-r \mu}(\sinh \mu)^{-1}\right] d \lambda
$$

The integrand in the above expression will be denoted by $J$. Let $\varepsilon=(1.5) r-1 / 3, r \geq 8$. We have
(4.13) $\int_{0}^{\varepsilon} J d \lambda=\int_{0}^{\varepsilon}[\cos (s \lambda)-\cos (t \lambda)] e^{-r \lambda}[2 \sin (\lambda / 2)]^{-1} F(\lambda) d \lambda$,
where
(4.14) $\quad F(\lambda) \equiv 2[\sin (\lambda / 2)] \lambda^{-1}-2 \sin (\lambda / 2)[\sinh \mu]^{-1} e^{(\lambda-\mu) r}$.

By (4.3) and (4.4), we have
(4.15) $\quad \sinh \mu=2[\sin (\lambda / 2)]\left[1+\sin ^{2}(\lambda / 2)\right]^{1 / 2}$,
(4.16) $\quad e^{-\mu}=2-\cos \lambda-2[\sin (\lambda / 2)]\left[1+\sin ^{2}(\lambda / 2)\right]^{1 / 2}$.

It is easily verified that for $0 \leq \lambda \leq \varepsilon$,
(4.17) $e^{(\lambda-\mu)}=1+(1 / 12)\left(\lambda^{3}+\lambda^{5}\right)+(1 / 288) \lambda^{6}+c_{1}(\lambda) \lambda^{7}$,
with $\left|C_{1}(\lambda)\right| \leq 0.035,0 \leq \lambda \leq 1$. Hence,

$$
e^{(\lambda-\mu) r}=1+(1 / 12)\left(r \lambda^{3}+r \lambda^{5}\right)+(1 / 288) r^{2} \lambda^{6}+c_{2}(r, \lambda)
$$

Here $\left|C_{2}(r, \lambda)\right| \leq(0.04) r \lambda^{7}+(0.01) r^{2} \lambda^{8}+(0.001) r^{3} \lambda^{9}$. Therefore, $F(\lambda)=(1 / 12)\left[\lambda^{2}-r \lambda^{3}-(7 / 8) r \lambda^{5}\right]-(1 / 30) \lambda^{4}-(1 / 288) r^{2} \lambda^{6}+C_{3}(r, \lambda)$. Here $\left|C_{3}(r, \lambda)\right| \leq(0.01) \lambda^{6}+(0.051) r \lambda^{7}+(0.0104) r^{2} \lambda^{8}+(0.001) r^{3} \lambda^{9}$.

Hence,

$$
\begin{equation*}
\int_{0}^{E} J d \lambda=2 \pi\left[R_{1}(r, s)+R_{2}(r, s)\right]+Z_{1}(r, s)+Z_{2}(r, s) \tag{4.18}
\end{equation*}
$$

where (4.19)
(4.19)

$$
\begin{aligned}
\left|z_{1}(r, s)\right| & <\int_{0}^{\infty} e^{-r \lambda} c_{3}(r, \lambda) d \lambda \\
& <1047 r^{-7}
\end{aligned}
$$

(4.20) $\left|z_{2}(r, s)\right|<(1 / 6) r^{-1} e^{-1.5 r^{2 / 3}}$.

It remains to estimate $\int_{\varepsilon}^{\pi} J d \lambda$.
Clearly,
(4.21)
$\left|\cdot \int_{\varepsilon}^{\pi} J d \lambda\right| \leq \int_{\varepsilon}^{\pi}\left(e^{-r \lambda}+e^{-r \mu}\right) d \lambda$.
It can be shown that $e^{-\mu}$ us a decreasing function of $\lambda$ for $0<\lambda<\pi$. See egg. p. 33 of [33]. It is also shown there that
(4.22)

$$
\begin{aligned}
\mathrm{e}^{-g / \mu}<\mathrm{e}^{-0.76}, & \lambda & =0.8 \\
<e^{-0.91}, & \lambda & =1 \\
<e^{-1.07}, & \lambda & =1.2 \\
<e^{-1.31}, & \lambda & =\pi / 2 .
\end{aligned}
$$

By (4.17),

$$
e^{-\mu}=e^{-\lambda}\left(1+c^{*}(\lambda) \lambda\right),\left|c^{*}(\lambda)\right|<0.1,0<\lambda<0.8,
$$

so that

$$
\mathrm{e}^{-\mathrm{r} \mu} \leq \mathrm{e}^{-0.9 \lambda x}, \quad 0<\lambda<0.8
$$

Hence,

$$
\int_{0.8}^{\pi} e^{-r \mu} d \lambda<(0.32) e^{-0.76 r}
$$

and
(4.23)

$$
\int_{\varepsilon}^{\pi}\left[e^{-r \mu}+e^{-r \lambda}\right] d \lambda<(2.15) r^{-1} e^{-1.35 r^{2 / 3}}-r^{-1} e^{-\pi r}
$$

By combining (4.12), (4.19), (4.20) and (4.22), we see that

$$
\begin{equation*}
2 \pi\left|R_{3}(r, s)\right| \leq 2.3 r^{-1} e^{-1.35 r^{2 / 3}}+1047 r^{-7} \tag{4.24}
\end{equation*}
$$

The theorem then follows from (4.5), (4.13), (4.18)-(4.21) and (4.23-(4.24).
Theorem 4.2. Let $r, s$ and $t$ be nonnegative integers with $r \geq 8 ; t=r+1$. Then (4.25a) $G(r h, s h)-G(t h, s h)=(1 / 4 \pi) \log \left[\left(r^{2}+s^{2}\right) /\left(t^{2}+s^{2}\right)\right]+s_{1}(r, s)+s_{2}(r, s)+s_{3}(r, s)$,
where
(4.25b)
(4.25c)
(4.25d)

$$
\begin{gathered}
s_{1}(r, s)=\int_{0}^{\infty}(1 / 24 \pi)\left[\lambda^{2}-r \lambda^{3}+\lambda^{2} e^{-\lambda / 2}\right] e^{-(r+1 / 2) \lambda} \cos s \lambda(s \lambda) \\
s_{2}(r, s)=-\int_{0}^{\infty}(1 / 2 \pi)\left[(1 / 30) \lambda^{4}+(7 / 96) r \lambda^{5}+(1 / 288) r^{2} \lambda^{6}+(1 / 12) \lambda^{4} e^{-\lambda / 2}\right] \\
\cdot e^{-(r+1 / 2) \lambda} \cos s \lambda(s \lambda) \\
\left|s_{3}(r, s)\right| \leq(1.9) r^{-6}+(206) r^{-7}+(0.5) r^{-1} e^{-1.35 r^{2 / 3}} .
\end{gathered}
$$

Proof. We have

$$
(\pi / 2)[g(r, s)-g(t, s)]=\int_{0}^{\pi}\left[e^{-t \lambda}-e^{-r \lambda}\right] \lambda^{-1} \cos (s \lambda) d \lambda+\int_{0}^{\pi} J^{*} d \lambda
$$

where

$$
j^{*} \equiv \cos (s \lambda)\left[e^{-t \mu}(\sinh \mu)^{-1}-e^{-t \lambda} \lambda^{-1}-e^{-r \dot{\mu}}(\sinh \mu)^{-1}+e^{-r \lambda} \lambda^{-1}\right]
$$

It is known that
(4.26) $\int_{0}^{\infty}\left[e^{-t \lambda}-e^{-r \lambda}\right] \lambda^{-1} \cos (s \lambda) d \lambda=(1 / 2) \log \left[\left(r^{2}+s^{2}\right) /\left(t^{2}+s^{2}\right)\right]$
clearly,
(4.27) $\int_{\pi}^{\infty}\left|e^{-t \lambda}-e^{-r \lambda}\right| \lambda^{-1} d \leq(1 / \pi) x^{-1} e^{-r \pi}$.

It therefore suffices to estimate $\int_{0}^{\pi} J^{\star} d \lambda$. Let
(4.28)

$$
J^{*}=J_{1}^{*}+J_{2}^{*}
$$

where
(4.29)
$J_{1}^{\star} \equiv \cos (s \lambda)\left[e^{-r \lambda} \lambda^{-1}-e^{-r \mu}(\sinh \mu)^{-1}\right]\left(1-e^{-\mu}\right)$,
(4.30)

$$
J_{2}^{*} \equiv \cos (s \lambda)\left[e^{-\mu}-e^{-\lambda}\right] e^{-r \lambda} \lambda^{-1}
$$

Let $\varepsilon \equiv(1.5) r^{-1 / 3}$. By (4.16),

$$
\left(1-\mathrm{e}^{-\mu}\right)\left[2 \sin (\lambda / 2]^{-1}=-\sin (\lambda / 2)+\left[1+\sin ^{2}(\lambda / 2)\right]^{1 / 2} \leq 1\right.
$$

But

$$
-\sin (\lambda / 2)+\left[1+\sin ^{2}(\lambda / 2)\right]^{1 / 2}=e^{-/ 2}+b_{1}(\lambda) \lambda^{3}
$$

where

$$
\left|b_{1}(\lambda)\right| \leq 1 / 12, \quad 0 \leq \lambda \leq \varepsilon
$$

Hence, by (4.14)

$$
\begin{equation*}
\int_{0}^{E} J_{1}^{*}=\int_{0}^{\varepsilon} \cos (s \lambda) e^{-(r+1 / 2) \lambda} F(\lambda)+E_{1}(r, s) \tag{4.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|E_{1}(r, s)\right| \leq \int_{0}^{\infty}(1 / 12) \lambda^{3} F(\lambda) e^{-r} d \lambda \leq(5.84) r^{-6}+364 r^{-8}+10^{5} r^{-10} \tag{4.32}
\end{equation*}
$$

By (4.17),
(4.33)

$$
\int_{0}^{\varepsilon} J_{2}^{\star}=\int_{0}^{\varepsilon}\left[(1 / 12)\left(\lambda^{2}+\lambda^{4}\right)+(1 / 288) \lambda^{5}+c_{1}(\lambda) \lambda^{6}\right] \cos (s \lambda) e^{-t \lambda} d \lambda
$$

with $\left|C_{1}(\lambda)\right| \leq 0.035$. It is easily seen (see also p. 38 of [30]) that

$$
\begin{equation*}
\left|\int_{\varepsilon}^{\pi} J^{\star} d \lambda\right| \leq r^{-1} e^{-(1.5) r 2 / 3}+(2.15) r^{-1} e^{-1.35 r 2 / 3}-r^{-1} e^{-r \pi} \tag{4.34}
\end{equation*}
$$

The theorem easily follows from (4.19), (4.20) and (4.26-(4.34).

Theorems 4.1 and 4.2 provide accurate estimates for distant values of the undivided differences of $G$. One can use these estimates as Dirichlet conditions for a fast Poisson solver to generate all the values that are needed to set up the capacitance matrix $C$. One can also use integer arithmetic as in [27] to construct a table of values of $G$ for $r, s \leq 7$. See e.g. Table II on p. 292 of [27] or Table I on p. 41 of [30]. By using the above tables and Theorems 4.1 and 4.2 , we obtain the following.

Theorem 4.3. Let $r$ and $t=s+1$ be positive integers. Then

$$
\begin{equation*}
G(s h, r h)-G(t h, s h)=(1 / 4 \pi) \log \left[\left(s^{2}+r^{2}\right) /\left(t^{2}+r^{2}\right)\right]+R(a, r) \tag{4.35}
\end{equation*}
$$

where
(4.36)

$$
|R(s, r)|<(0.34) \min \left\{s^{-3}, r^{-3}\right\}
$$

Moreover,
(4.37)

$$
\max \left\{\sum_{r=2}^{7} \max |R(s, r)|, \sum_{s=2}^{7} \max _{r \leq s}|R(s, r)| \sum_{s=r}^{7} \max |R(s, r)|\right\} \leq 0.01
$$

We next investigate the monotone behavior of the undivided differences of $G$ in certain directions. Let

$$
\begin{aligned}
G_{x}(i, j) & \equiv G((i+1) h, j h)-G(i h, j h) \\
G_{Y}(i, j) & \equiv G(i h,(j+1) h)-G(i h, j h)
\end{aligned}
$$

By the five-point formula and symmetry,

$$
\begin{array}{ll}
G_{X X}(i-1, j)=G_{Y Y}(i, j-1) & i \neq 0 \text { or } j \neq 0 \\
2 G_{X}(0, j)=-G_{Y Y}(0, j-1) & j \neq 0 \tag{4.39}
\end{array}
$$

Theorem 4.4 Let $r$ and $s$ be nonnegative integers. Then $G_{x}(s, r), G_{y}(s, r),-G_{x y}(s, r)$ and $G_{Y y}(1, r)-G_{Y y}(0, r)$ are always positive; and $G_{x x}(s-1, r)$ is always nonnegative for $r \geq s$.

Proof. Except for the result on $G_{X x}(s-1, r)$, the proof for all the other results are similar. We first estimate the values of the expression for $s=0, r>8$ using Theorem 4.1 or 4.2. By symmetry, the results hold for $s \geq 8, r=0$ as well. We then verify with the aid of Table II on p. 292 of [27] that the same results hold for $s=0, r \leq 8$ and $s \geq 8, r=0$. Since the five point formula is satisfied at all points $r h$ and $s h$ with $r>0$ and $s>0$, an application of discrete maximum principle immediately. yields the desired result.

The proof for $G_{x x}(s-1, r)$ is as follows. By symmetry and (4.38), we note that

$$
G_{x x}(s, r) \equiv 0 \text { for } s=r
$$

By syminetry,

$$
G_{X X}(s-1, r)=2 G_{x}(0, r) \quad \text { for } \quad s=0
$$

An application of the discrete mayimum principle therefore completes the proof of the theorem. This concludes our discussion for undivided differences of $G$. We now proceed to obtain better estimates for the remainder terms in (4.8) and (4.9).

The following theorem is an immediate consequence of (4.8) and some well known result of asymptotic series. See also p. 325 of [5].

Theorem 4.5 Let $r$ be any positive integer. Then

$$
\begin{equation*}
G(r h, r h)=(1 / 4 \pi) \log \left(2 r^{2} h^{2}\right)+(1 / 48 \pi) r^{-2}+R^{7} \tag{4.40}
\end{equation*}
$$

where
(4.41)

$$
\left|R^{\prime}\right| \leq(7 / 1920 \pi) r^{-4}
$$

Theorem 4.6 Let $r>s ; r$ and $s$ are nonnegative integers. Then

$$
\begin{equation*}
G(r h, s h)=(1 / 4 \pi) \log \left[\left(s^{2}+r^{2}\right) h^{2}\right]-(1 / 24 \pi)\left(r^{2}+s^{2}\right)^{-1}+(1 / 3 \pi) r^{2} s^{2}\left(r^{2}+s^{2}\right)^{-3}+L(r, s) \tag{4.42}
\end{equation*}
$$

where

$$
\begin{equation*}
|L(r, s)| \leq(2.51 / \pi) r^{-4}+(154 / \pi) r^{-6}+(1 / \pi) \log r e^{-1.35 r^{2 / 3}} \tag{4.43}
\end{equation*}
$$

Proof. As in the proof of Theorem 4.1, we have
$\int_{0}^{\varepsilon} J d \lambda=\int_{0}^{\varepsilon}[\cos (s \lambda)-\cos (t \lambda)] e^{-r \lambda}[2 \sin (\lambda / 2)]^{-1} F(\lambda) d \lambda$.
Here $\varepsilon=(1.5) r^{0}-1 / 3, \quad t$ may be any nonnegative integer. It can be shown that
$[2 \sin (\lambda / 2)]^{-1} F(\lambda)=(1 / 12)\left(\lambda-r \lambda^{2}\right)-(11 / 144) r \lambda^{4}-(43 / 1440) \lambda^{3}-(1 / 288) r^{2} \lambda^{5}+L_{1}(r, \lambda)$.
Here $\left|L_{1}(r, \lambda)\right| \leq(0.012) \lambda^{5}+(0.06) r \lambda^{6}+(0.012) r^{2} \lambda^{7}+(0.0012) r^{3} \lambda^{8}$. But

$$
\int_{0}^{\infty} e^{-a x} x^{n} \cos (b x) d x=r!\left[(a-i b)^{n+1}+(a+i b)^{n+1}\right] / 2\left(a^{2}+b^{2}\right)^{n+1}
$$

Hence,
(4. 44)

$$
\int_{0}^{\infty} e^{-r \lambda} \cos (s \lambda)(1 / 12)\left(\lambda-r \lambda^{2}\right)=-(1 / 12)\left(r^{2}+s^{2}\right)^{-1}+(2 / 3) r^{2} s^{2}\left(r^{2}+s^{2}\right)^{-3}=(1 / 24) r^{-2}
$$

when $r=s$.
We also have

$$
\begin{equation*}
(1 / 72) \int^{\infty}\left[11 r \lambda^{4}+(43 / 10) \lambda^{3}+(1 / 2) r^{2} \lambda^{5}+144\left|L_{1}(r, \lambda)\right|\right] e^{-r \lambda} d \lambda \leq 5 r^{-4}+308 r^{-6} \tag{4.45}
\end{equation*}
$$

Since $|\sinh \mu|^{-1} \leq \lambda^{-1}$ for $\lambda \leq 1$, we have

$$
\left|\int_{\varepsilon}^{\pi} J d \lambda\right| \leq \int_{\varepsilon}^{\pi} \lambda^{-1}\left(e^{-r \lambda}+e^{-r \mu}\right) d \lambda
$$

But $e^{-\mu} \leq e^{-0.9 \lambda}, 0<\lambda \leq \varepsilon$. Hence,

$$
\begin{align*}
\left|\int_{\varepsilon}^{\pi} \pi d \lambda\right| & \leq 2\left(e^{-1.5 r^{2 / 3}}+e^{-1.35 r^{2 / 3}}\right)\left|\int_{\varepsilon}^{\pi} \lambda^{-1} d \lambda\right|  \tag{4.46}\\
& \leq(2 / 3) \log r\left[e^{-15 r^{2 / 3}}+e^{-1.35 r^{2 / 3}}\right]
\end{align*}
$$

By combining (4.40), (4.41), (4.44)-(4.46) and using the technique in the proof of theorem 4.1 to estimate the remaining remainder terms, we see that Theorem 4.6 holds.

Theorem 4.6 also provides a means of generating $G(r h, s h)$ by means of a fast poisson solver on a rectangle using the first three terms on the right hand side of Equation (4.42) as approximations for distant values of the Dirichlet data.

We now describe an efficient method developed in [24] of computing Gv for any vector $v$ defined on a square mesh $S_{h} \supset \Omega_{h}$, with boundary mesh $\partial S_{h}$. Let $U_{S}$ and $U_{\partial S}$ denote the extension operators from $S_{h}$ and $\partial S_{h}$ respectively to all mesh points that are defined the same way as $U$. We are actually computing $U_{S}^{T} G U_{S} . v$. We first solve the system of equations

$$
\begin{aligned}
\mathrm{U}_{\mathrm{S}}^{\mathrm{T}} \mathrm{~S}_{\mathrm{S}} \phi & =\mathrm{v} \text { on } \mathrm{S} \\
\phi & =0 \text { on } \mathrm{S}
\end{aligned}
$$

for the potential $\phi$. We then extend $\phi$ by zero to all mesh points. We represent $\phi$ as (4.47)

$$
\phi=G U_{S} v+G U_{\partial s}
$$

where $\rho$ is an unknown vector defined on the mesh points on $\partial S$ to be determined. It is easy to see that

$$
\rho=\mathrm{U}_{\partial S^{\mathrm{T}}}^{\mathrm{B} \phi}
$$

The vector $U_{S}^{T} G U_{\partial S}{ }^{\rho}$ can easily be computed by one fast Poisson solver on $S$ with $U_{\partial S}^{T} \mathrm{GU}_{\partial S}{ }_{s}^{\rho}$ as the Dirichlet data on $\partial_{S}$. Because of the sparsity of the vector $U_{\partial S}$, the Dirichlet data can be computed at a cost of constant $N^{2} . U_{S}^{T} G U_{S} v$ is then computed from (4.47).

We now describe a method of computing all three of the vectors Gv, Gvj and $W^{T} G v$ using only two calls of fast Poisson solvers. This may appear to be impossible since $W^{T} G v$, the right hand side of the capacitance matrix equation, must be determined first and the computation of Gv alone requires two calls of fast Poisson solvers. We can, however, first compute and store the vectors $\varphi$ and $\rho$ in equation (4.47). Clearly,

$$
w^{T} G V=w^{T} \phi-w^{T} G U_{\partial S} \rho
$$

But we need only to compute $\mathrm{GU}_{\partial S} \rho$ at those mesh points that $W^{T} G v$ is defined. Hence, the computation of $W^{T} \mathrm{GU}_{\partial S^{\rho}}$ requires only constant $n^{2}$ operations. On the other hand, $\mathrm{GU}_{\partial S^{\rho}}$ and GUM can be computed simultaneously with one call of fast Poisson solver with $U_{\partial .5}^{T} G\left(U_{\partial S}{ }^{\rho+}\right.$ U $)$ as
the Dirichlet data on $S$. Hence our algorithm of computing all three of the vectors $W^{T} G v$, GU $\mu$ and $G v$ requires only calls of fast Poisson solvers plus constant times $n^{2}$ operations.

In the methods described so far, a fast solver on $2 \mathrm{~N} \times 2 \mathrm{~N}$ mesh points is needed to generate the discrete Green's function or its undivided differences on $\mathrm{a} N \times \mathrm{N}$ mesh $\mathrm{S}_{\mathrm{h}}$. An alternative method is to first generate the undivided differences of $G$ on $a \quad N / 2 \times N / 2$ mesh using a fast solver on $N \times N$ mesh points. The values on the remaining mesh points of $S_{h}$ are computed by using (4.11) and (4.25). An accuracy of eight decimal digits is guaranteed by Theorems 4.1 and 4.2 if $N \geq 60$. A somewhat less accurate but easier to program method is to generate the values of $G$ on $a \operatorname{N} / 2 \times N / 2$ mesh and compute the values on the rest of $S_{h}$ by using (4.42) and (4.43). An accuracy of five decimal digits is guaranteed by Theorem 4.6 if $\quad \mathrm{N} \geq 60$.

We shall assume in the next two sections that the $G$ used in the capacitance matrix equation is the discrete Green's function on the entire plane. The main results in sections 5 and 6, however, will also hold if $G=B_{D}^{-1}$ is used in equations (3.2) and (3.5). See section 5 of [31] for a discussion in this respect.
5. Spectral bounds of $B_{h}$.

We shall show in this section that $B_{h}$ is uniformly well conditioned in the spectral
norm as $h \rightarrow 0$. The following well known lemma is crucial to the proof of our main result.
Lemma 5.1. Let the symmetric part of a matrix $A$ satisfy

$$
\left(A+A^{T}\right) / 2 \geq \delta I, \quad \delta>0
$$

Then

$$
A^{T} A \geq \delta^{2} I
$$

Theorem 5.1.

$$
\begin{array}{ll}
(0.25) I \leq B_{h}^{T} B_{h} \leq(7.29) I & \text { for scheme I.a } \\
(0.25) I \leq B_{h}^{T} B_{h} \leq(13.7) I & \text { for scheme I.b } \\
(0.04) I \leq B_{h}^{T} B_{h} \leq(5.57) I & \text { for scheme II }
\end{array}
$$

for all sufficiently small $h>0$.
Proof. We shall first prove that the following holds for scheme Ib.

$$
\begin{gather*}
I \leq B_{h}+B_{h}^{T} .  \tag{5.1}\\
\text { Let } B_{s} \equiv B_{h}+B_{h}^{T} . \text { We shall show that } \\
\min _{P \varepsilon \partial \Omega_{h}}\left\{B_{S}(P, P)-\sum_{Q \varepsilon \partial \Omega_{h}, Q \neq P}\left|B_{S}(P, Q)\right|\right\} \geq 1 \tag{5.2}
\end{gather*}
$$

so that (5.1) holds because of a well known Gerschgorin theorem. The inequality

$$
I \leq B_{h}^{T} B_{h}
$$

will then follow from Lemma 5.1.
Let $P \in \partial \Omega_{h}$. Assume that the local orientation of the boundary near $P$ is such that for any point $P^{\prime} \in \partial \Omega_{h}$ in that neighbourhood, either $W^{\prime}$ and $N^{\prime}$, the western and northern neighbours of $P^{\prime}$, are both in ${ }^{(C \Omega)}{ }_{h}$ or $W^{\prime}$ alone is in $(C \Omega)_{h}$. Let $\alpha_{p}$, be the angle $\leq \pi / 4$ that the normal through $P^{\prime}$, makes with the $x_{1}$ axis in the east-west direction. By (3.5) and (3.9), we have, for $P \neq Q$,

$$
\begin{equation*}
B_{h}(P, Q)=2\left[G\left(W_{P} ; W_{Q}\right)-G\left(W_{P} ; Q\right)\right]+2 \tan _{P}\left[G\left(W_{P} ; N W_{Q}\right)-G\left(W_{P} ; W_{Q}\right)\right] \tag{5.3}
\end{equation*}
$$

if $P$ has only one neighbour in $(C \Omega)_{h}$. Here $Y_{p}$ denotes the immediate neighbour on the mesh for any point $P$ in the $Y$ direction. Similar expressions to (5.3) are easily obtained when $N_{P}$ is also in $(C \Omega)_{h}$ or when $P \equiv Q$. If $P \equiv(j h, k h), Q \equiv$ ( $\mathrm{mh}, \mathrm{nh}$ ), then because of translational invariance, $G(P ; Q) \equiv G(|j-m| h,|k-n| h)$.

Assume that $0<\alpha_{p}<\pi / 4$ and that $\left(\partial \Omega_{h}\right)_{10 c}$, which denotes a subset of $\partial \Omega_{h}$ that contains a $\sqrt{h}$ neighbourhood of $P$, can be partitioned into blocks as follows. Let

$$
\begin{aligned}
& I_{0}=\left\{(0, h), \ldots,\left(0, M_{1} h\right)\right\} \\
& I_{k}=\left\{\left(k h, M_{k} h+h\right), \ldots,\left(k h, M_{k+1} h\right)\right\}, k=1, \ldots, K_{1}, \\
& I_{k}=\left\{\left(-k h,-M_{-(k-1)} h_{i} \ldots,\left(-k h,-M_{-k} h+h\right)\right\}, k=1, \ldots, K_{2} .\right.
\end{aligned}
$$

Then,

$$
\left(\partial \Omega_{h}\right) \text { loc }={\underset{K}{=}=-K_{2}}_{\mathrm{U}_{1}} I_{k}!P \in I_{0}
$$

Note that $M_{k}-M_{k-1}$ gives the number of points in $I_{k-1}, k=1, \ldots, K_{1}$ while $M_{-k}-M_{-(k-1)}$ gives the number of points in $I_{-k}, k=1, \ldots, K_{2} ; M_{0} \equiv 0$.

Let $P_{j}$ denote the point with $x_{2}$-coordinate $j h$. From (5.3) and Theorem 4.3, it is easily verified that $\sum_{Q \neq P}\left|B_{S}(P, Q)\right|$ will remain essentially unchanged for sufficiently smooth $\partial \Omega$ if $\tan \alpha_{Q}$ is replaced throughout by $\tan \alpha_{P}$. Let $a \equiv \tan \alpha_{P}$. Let $P \equiv P_{i}$ and $G(i, j) \equiv G(i h, j h)$. We shail assume that $P \neq P_{M_{i}}$ unless otherwise stated: We easily verify that for $P_{j} \in I_{0}$.
(5.4) $\quad B_{S}(P, P)=3+a$,
(5.5) $\quad B_{s}\left(p, P_{j}\right)=-4(1+a) G_{x}(0,|i-j|), \quad j \neq i, j \neq M_{1}$,
(5.6) $\quad B_{S}\left(P, P_{M_{1}}\right)=-2(1+a) G_{x}\left(0, M_{1}-i\right)+(1-a) G_{Y x}\left(0, M_{1}-i\right)$.

By (4.39), we see that for $P_{j} \in I_{0}$,
(5.7)

$$
\begin{aligned}
& \sum_{i \neq j} B_{s}\left(P, P_{j}\right)=-2(1+a)\left[2 G_{y}(0,0)-G_{y}\left(0, M_{1}-i\right)-G_{y}(0, i-1)\right] \\
&+2(1+a) G_{x}\left(0, M_{1}-i\right)+(1-a) G_{Y x}\left(0, M_{1}-i\right)
\end{aligned}
$$

For $P_{j} \in I_{k}, k=1, \ldots, K_{1}$, we have
(5.8) $\quad B_{s}\left(P, P_{j}\right)=2(1+a) G_{Y y}(k, j-i-1), \quad j \neq M_{k+1}$
(5.9)
(5.10)

$$
\begin{aligned}
& B_{s}\left(P_{,} P_{j}\right)=(1+a) G_{Y y}(k, j-i-1)+(1-a) G_{Y x}(k, j-i), j=M_{k+1} \\
& \sum_{P_{j} \in I_{k}} B_{S}\left(P, P_{j}\right)=-2(1+a)\left[G_{y}\left(k_{1} M_{k}-i\right)-G_{Y}\left(k, M_{k+1}-i\right)\right]-(1+a) G_{Y Y}\left(k, M_{k+1}-i-1\right) \\
& +(1-a) G_{y x}\left(k, M_{k+1}^{-i)}\right.
\end{aligned}
$$

By Theorem 4.4, we see that each $\mathrm{B}_{\mathrm{s}}\left(\mathrm{P}_{\mathrm{K}} \mathrm{P}_{\mathrm{j}}\right), \mathrm{j} \neq \mathrm{i}, \mathrm{j} \leq_{\mathrm{K}_{1}} 1$, is negative. Hence

$$
\begin{align*}
& \sum_{k=1}^{K_{1}} \sum_{j} I_{k} B_{s}\left(P, P_{j}\right)= 2(1+a)\left[G_{Y}\left(1, M_{1}-i\right)+\sum_{k=1}^{K_{1}} G_{Y x}\left(k, M_{k+1}-i\right)\right]  \tag{5.11}\\
&-(1-a) \sum_{k=1}^{1} G_{Y x}\left(k, M_{k+1}^{-i)+(1+a) \sum_{k=1}^{K} G_{Y y}\left(k, M_{k-1}-i-1\right)}\right. \\
&<2(1+a) G_{Y}\left(1, M_{1}-i\right)
\end{align*}
$$

Similarly,
(5.12)

$$
\sum_{k=1}^{K} \sum_{P_{j} \in I-k}\left|B_{S}\left(P_{i} P_{j}\right)\right|<2(1+a) G_{Y}(1, i-1)+(1-a) G_{y}(0, i-1)
$$

By combining (5.7), (5.11) and (5.12), we see that

$$
\begin{equation*}
\sum_{i \neq j}\left|B_{S}\left(P, P_{j}\right)\right|<4(1+a) G_{Y}(0,0)+(1-a) G_{Y}(0, i-1)<\left(5+3 a G_{Y}(0,0)=5 / 4+3 / 4 a\right. \text {. } \tag{5.13}
\end{equation*}
$$

Here we have used (4.5), (4.6) and Theorem 4.4. Hence, by (5.4) and (5.13), we see that (5.2) holds for $P \in I_{0} P \neq P_{M_{1}}$.

The proof for $\mathrm{P} \equiv \mathrm{P}_{\mathrm{M}_{1}}$ is quite similar and is sketched as follows.

$$
\begin{align*}
& B_{S}(P, P)=2+2(1-a) G_{x y}(0,0) .  \tag{5.14}\\
& P_{j} \in I_{0, j \neq i}\left|B_{s}\left(P, P_{j}\right)\right|=(1+a)\left[G_{y}(0,0)-G_{y}\left(0, M_{l}-1\right)\right]+(1-a)\left[G_{x}(0,1)-G_{x}\left(0, M_{l}\right)\right] ;  \tag{5.15}\\
& \sum_{k=1} \sum_{P_{j} \in I_{k}}\left|B_{s}\left(P, P_{j}\right)\right|=(1-a)\left[G_{x}(0,0)+\sum_{k=1}\left\{G_{x x}\left(k-1, M_{k+1}-M_{1}\right)-G_{y x}\left(k, M_{k+1}-M_{1}\right)\right\}\right]  \tag{5.16}\\
& +(1+a)\left[G_{y}(1,0)+\sum_{k=1}\left\{G_{y x}\left(k, M_{k+1}-M_{1}\right)+G_{y y}\left(k, M_{k+1}-M_{1}-1\right)\right\}\right] ; \\
& \sum_{k=1} \sum_{P_{j} \in I-k}\left|B_{s}\left(P_{i} P_{j}\right)\right|=(1+a)\left[G_{y}\left(1, M_{1}\right)+\sum_{k=1}\left\{G_{y x}\left(k, M_{1}+M_{k}\right)+G_{y y}\left(k, M_{1}+M_{-k}-1\right)\right\}\right]  \tag{5.17}\\
& +(1-a)\left[G_{x}\left(1, M_{1}\right)+\sum_{k=1}\left\{G_{x x}\left(k, M_{1}+M_{-k}\right)-G_{Y x}\left(k-1, M_{1}+M_{-(k-1)}-1\right)\right\}\right] .
\end{align*}
$$

By (4.38) and Theorem 4.4, we see that

$$
\begin{equation*}
\sum_{k=1} \sum_{P_{j} \in I_{k}}\left|B_{s}\left(P, P_{j}\right)\right| \leq(1-a) G_{x}(0,0)+(1+a) G_{y}(1,0) . \tag{5.18}
\end{equation*}
$$

Similarly, by using the identity (5.20), we have

$$
\begin{equation*}
\sum_{k=1} \sum_{P_{j} \in I_{-k}}\left|B_{s}\left(P_{i}, P_{j}\right)\right| \leq(1+a) G_{y}\left(1, M_{1}\right)+(1-a)\left[G_{x}\left(1, M_{1}\right)-G_{y x}\left(0, M_{1}-1\right)\right] \tag{5.19}
\end{equation*}
$$

(5.20) $\quad G_{Y Y}\left(k, M_{1}+M_{-k}-1\right) \equiv G_{Y Y}\left(k+1, M_{1}+M_{-k}-1\right)+G_{Y X}\left(k, M_{1}+M_{-k}-1\right)-G_{Y X}\left(k, M_{1}+M_{-k}\right)$.

Hence,
(5.21) $\sum_{k=1}\left|B_{S}\left(P, P_{j}\right)\right| \leq 2 G_{x}(0,0)+2 G_{x}(0,1)+a G_{y}\left(1, M_{1}\right)$.

By combining (5.14) and (5.21), we have

$$
\begin{equation*}
B_{s}(P, P)-\sum_{i \neq j}\left|B_{s}\left(P, P_{j}\right)\right| \geq 2+2(1-a) G_{x y}(0,0)-2 G_{x}(0,0)-2 G_{x}(0,1)-a G_{y}\left(1, M_{l}\right) . \tag{5.22}
\end{equation*}
$$

Clearly, the right hand side of (5.22) attains its maximum at $a=0$. Hence, (5.2) holds for $\mathrm{P} \equiv \mathrm{P}_{\mathrm{M}_{1}}$. The proof for other choices of P is similar and will not be repeated. We note that we have assumed that $B_{s}(P, Q) \neq 0$ for any $Q \in\left(\partial \Omega_{h}\right)_{l o c}$. This assumption will not affect our estimate (5.2) because each $B_{S}(P, Q)$ is either zero or negative for $P \neq Q$.

Finally we remark that the schemes Ia and Ib described in this work are essentially dual to the schemes I.N.a and I.N.b described in [31] in the following sense. If we maintain that $a \equiv \tan \alpha_{p}$ does not change its value for the entire row or column of $B_{h}$
corresponding to $P$, then $B_{h}(P, Q)$ is the same for both schemes $I a$ and I.N.a. or for both . schemes Ib and I.N.b. Therefore we refer the reader to [31] for the proof of Theorem 5.1 for schome I.a. We now proceed to prove the following inequality for scheme II.

$$
\begin{equation*}
\min _{P}\left|B_{S}(P, 1)-\int_{Q \neq \mathrm{P}}\right| 1_{S}(1,(0) \mid\} \div 0.41 \tag{5.23}
\end{equation*}
$$

Let $P \in \partial \Omega_{h}$. We assume the same local configuration of irregular mesh points near $P$ as before. By (3.5) and (3.7), we have for $d_{2} \geq 1, P \neq Q$,

$$
\begin{equation*}
B_{h}(P, Q)=-G_{x}\left(W_{P} ; W_{Q}\right)-e_{1} G_{x}\left(E_{P} ; W_{Q}\right)+a\left[G_{y}\left(W_{P} ; W_{Q}\right)+e_{1} G_{y}\left(E_{P} ; W_{Q}\right)\right] \tag{5.24}
\end{equation*}
$$

where
(5.25) $\quad e_{1} \equiv\left(1-d_{1}\right) /\left(1+\alpha_{1}\right), a \equiv \tan \alpha_{p}$.

Here $G_{x}(\cdot ; \cdot)$ and $G(\cdot ; \cdot)$ denote the forward undivided differences in the $x_{1}$ and $x_{2}$ direction with respect to the second variable of any mesh function $G$ respectively. A similar expreswion involving $e_{2}$ which is similarly defined or a constant one should be added respectively to the right hand side if $d_{2}<1$ or if $P \equiv Q$. Let $e_{l j}$ and $e_{2 f}$. denote the corresponding $e_{1}$ and $e_{2}$ respectively.

$$
\text { Let } p \equiv p_{i} . \text { We first estimate } \sum_{|i-j| \geq 3}\left\{\left|B_{h}(P, P)\right|+\left|B_{h}^{T}\left(P, P_{j}\right)\right|\right\}
$$

Let $B_{h}^{*}(P, Q)$ be defined by Equation (5.24) with $G$ repiaced by its continuous analog which we shall denote by $G^{*}$. $B_{h}^{T^{*}}(P, Q)$ is similarly defined. By (5.24) and (5.25); we have for $d_{2}>1$ and $\mathrm{P} \neq \mathrm{Q}$

$$
\begin{align*}
{ }_{B_{h}}^{*}(P, Q) & =\left[2 /\left(1+d_{1}\right)\right]\left[-G^{*}\left(W^{*} ; Q\right)+(1-a) G^{*}\left(W^{*} ; W_{Q}\right)+a G^{*}\left(W^{*} ; N W_{Q}\right)\right]+R_{W E}  \tag{5.26}\\
& \left.=\left[2 / 1+d_{1}\right)\right]\left[G^{*}\left(W^{*} ; W^{\prime}\right)-G^{*}\left(W^{*} ; Q\right)\right]+R_{W E}+R_{Q}
\end{align*}
$$

where

$$
\begin{align*}
\mathrm{R}_{\mathrm{WE}} \equiv & {\left[\partial /\left(1+d_{1}\right)\right]-1 \sum_{k=2}^{\mathrm{n}-1}\left(h^{k} / k!\right)\left[\left(d_{1}-1\right)^{k}+\left(d_{1}+1\right)^{k}\right] }  \tag{5.27}\\
& \left.\left.\cdot\left[\left(\partial / \partial x_{1}\right)^{k}\left\{-G^{*}(\cdot ; Q)+(1-a) G^{*}\left(\cdot ; W_{Q}\right)+a G^{*}\left(\cdot ; N W_{Q}\right)\right\}\right]\left(W^{*}\right)\right]\right\} \\
& + \text { nth order remainder term. } \\
R_{Q} \equiv & {\left.\left[h^{2} a(1-s) /\left(1+d_{1}\right)\right]\left\{a\left[\left(\partial / \partial x_{2}\right)^{2} G^{*}\left(W^{*} ; \cdot\right)\right]\left(N W_{0}\right)+(1-a)\left[\left(\partial / \partial x_{2}\right)_{G}^{2}\left(w^{*} ; \cdot\right)\right]\left(N W_{1}\right)\right\}\right) } \tag{5.28}
\end{align*}
$$

Here $W^{*}$ is the point were the Dirichlet data $U_{W}$ is given. $W^{\prime}$ is a point on the mesh line connecting $W_{Q}$ and $\mathrm{NW}_{Q}$ and at a distance ah from $W_{Q} . N W_{O}$ and $\mathrm{NW}_{1}$ are respectively points that can be anywhere on the mesh lines between $W^{\prime}$ and $W_{Q}$ and between. $W^{\prime}$ and $N W_{0}$. We shall assume that $d_{20}$, the analoque of $d_{2}$ for the point 0 , is also qreater than 1 . In that case, we have a similar expression for $B_{h}^{T^{*}}(P, Q)$ as that in (5.26).
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We now proceed to estimate $B_{h}^{T^{*}}(P, Q)+B_{h}^{*}(P, Q)$. It is easily verified that if $P, Q$ are two points on $\partial \Omega$ with $d(P, Q) \leq h^{\gamma}, D<\gamma \leq 1$ and ta is the tangent at $Q$ to $\partial \Omega$, then

$$
\mathrm{d}(\mathrm{P}, \mathrm{ta}) \leq\left(\mathrm{K}_{\max }+o(1)\right) \mathrm{h}^{\partial \gamma} .
$$

Here $K_{\text {max }}$ is the maximum absolute value of the curvatures of $\partial \Omega$. Hence, without loss of generality, we may assume that $W^{*}$ lies on the tangent to $\partial \Omega$ through $Q^{*}$, the point where the normal through $Q$ intersects with $\partial \Omega$ and vice versa. Let $r$ denote $d\left(W^{*}, Q\right)$ and $r^{\prime}$ denote $d\left(W^{*}, W^{\prime}\right)$. It is easily seen that $r^{\prime} \geq r$ if $d\left(Q^{*}, Q\right) \leq h\left(l+a^{2}\right) / 2$. We separate our discussion into four cases. The first case is when $r^{\prime}>r$ and $d\left(P, P^{*}\right)<h\left(1+a^{2}\right) / 2$. The maximum of $\log \left(r^{\prime} / r\right)$ then occurs when $Q$ coincides with $Q^{*}$. In this case, $r^{\prime 2}-r^{2}=\left(1+a^{2}\right) h^{2}$. Hence, if $P \equiv P_{i}, Q \equiv P_{j}, i \neq j$, then

$$
0 \leq G^{*}\left(W^{*} ; W^{\prime}\right)-G^{*}\left(W^{*} ; Q\right) \leq(1 / 4 \pi)|j-i|^{-2}
$$

By (5.28),

$$
\begin{aligned}
& -(1 / 8 \pi)|i-j|^{-2} \leq R_{Q} \leq 0 ; \quad \text { if } j>i \\
& -(1 / 8 \pi)|i-j-1|^{-2} \leq R_{Q} \leq\left[a\left(1-a^{2}\right) / \sqrt{2}\left(1+d_{1}\right) \pi\right]\left(1+a^{2}\right)^{-3 / 2}|j-i-1|^{-3} ; \quad \text { if } \quad i>j
\end{aligned}
$$

Similarly, by' (5.27),

$$
\left(1+d_{1}\right)\left|R_{W E}\right| \leq(2 / \pi)|j-i|^{-4}
$$

Hence, for $|j-i| \geq 3$,

$$
\begin{align*}
\left(1+d_{1}\right)\left|B_{h}^{*}(P, Q)\right| & \leq(1 / 2 \pi)|j-i|^{-2}+(1 / 5 \pi)|j-i-1|^{-3}+(2 / \pi)|j-i|^{-4}, \quad \text { if } i>j ;  \tag{5.29}\\
& \leq(1 / 2 \pi)|j-i|^{-2}+(2 / \pi)|j-i|^{-4}, \quad \text { if } j>i
\end{align*}
$$

Since $d\left(P, P^{*}\right)<h\left(I+a^{2}\right) / 2$, the estimate for $B_{h}^{T^{*}}(P, Q)$ is the same as that given in
(5.29). Hence,

$$
\begin{equation*}
\left|B_{h}^{T^{*}}(P, Q)\right|+\left|B_{h}^{*}(P, Q)\right| \leq(1 / \pi)|j-i|^{-2}+(4 / \pi)|j-i|^{-4}+(1 / 5 \pi)|j-i-1|^{-3} \tag{5.30}
\end{equation*}
$$

The second case is when $r \leq r^{\prime}$ and $d\left(P, P^{*}\right)<h\left(1+a^{2}\right) / 2$. Let $d_{1 Q}$ denote $d\left(Q^{*}, Q\right) / h$. Then $d_{1 Q} \geq 1 / 2$. Hence by (5.29),

$$
\begin{aligned}
\left|B_{h}^{T^{*}}(P, Q)\right| & \leq(1 / 3 \pi)|j-i|^{-2}+(2 / 15 \pi)|j-i-1|^{-3}+(4 / 3 \pi)|j-i|^{-4}, \quad \text { if } j>i ; \\
& \leq(1 / 3 \pi)|j-i|^{-2}+(4 / 3 \pi)|j-i|^{-4}, \quad \text { if } i>j .
\end{aligned}
$$

On the other hand, the maximum of $\log \mathrm{r} / \mathrm{r}^{\prime}$ occurs when $Q^{*}$ coincides with $W_{2}$. In this case, $r^{2}-r{ }^{2}=\left(1-a^{2}\right) h^{2}$. Hence,

$$
\begin{aligned}
G^{*}\left(W^{*} ; W^{\prime}\right)-G^{*}\left(W^{*} ; Q\right) & \leq(1 / 4 \pi)\left[\left(1-a^{2}\right) /\left(1+a^{2}\right)\right]|j-i|^{-2}, \quad \text { if } j>i ; \\
& \leq(1 / 4 \pi)\left[\left(1-a^{2}\right) /\left(1+a^{2}\right)\right]|j-i-a|^{2}, \text { if } i>j ;
\end{aligned}
$$

and

$$
\begin{align*}
\left|B_{h}^{*}(P, Q)\right| & \leq[(1 / 2 \pi)+(1 / 8 \pi)]|j-i|^{-2}+(2 / \pi)|j-i|^{-4} \quad \text { if } \quad j>i ;  \tag{5.31}\\
& \leq(1 / 2)|j-i|^{-2}+(1 / 8 \pi)|j-i-1|^{-2}+(2 \pi)|j-i|^{-4}, \quad \text { if } \quad i>j
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \left.\left|B_{h}^{T^{*}}(P, Q)\right|+\left|B_{h}^{*}(P, Q)\right|<[(1 / 3 \pi)+(1 / 2 \pi)+(1 / 8 \pi)]|j-i|^{-2}+(4 / 3 \pi)\right]|j-i|^{-4}  \tag{5.32}\\
& +(2 / 15 \pi)|j-i-1|^{-3}, \quad \text { if } j>i \text {; } \\
& \leq[(1 / 2 \pi)+(1 / 3 \pi)]|j-i|^{-2}+(1 / 8 \pi)|j-i-1|^{-2} \\
& +[(4 / 3 \pi)+(2 / \pi)]|j-i|^{-4} \text {, if } \quad i>j \text {. }
\end{align*}
$$

The third case is when $r<r^{\prime}$ and $d\left(P, P^{*}\right) \geq h\left(l+a^{2}\right) / 2$. The estimate for $\left|B_{h}^{*}(P, Q)\right|+$ $+\left|B_{h}^{T^{*}}(P, Q)\right|$ is the same as that for the second case.

The fourth case is when $r>r^{\prime}$ and $d\left(p, P^{*}\right) \geq h\left(1+a^{2}\right) / 2$. Both $d_{1}$ and $d_{1 Q}$ are not
less than $1 / 2$. Therefore by (5.31) and the above observation,

$$
\begin{align*}
\left|B_{h}^{T^{*}}(P, Q)\right|+\left|B_{h}^{*}(P, Q)\right| \leq & (2 / 3 \pi)|j-i|^{-2}+(1 / 12 \pi)|j-i|^{-2}  \tag{5.33}\\
& +(1 / 12 \pi)|j-i|^{-2}+(8 / 3 \pi)|j-i|^{-4} .
\end{align*}
$$

By comparing (5.30), (5.32) and (5.33), we see that

$$
\begin{aligned}
\max \left|B_{h}^{T^{\star}}(p, Q)\right|+\mid B_{h}^{*}\left(P, Q|\leq(1 / \pi)| j-\left.i\right|^{-2}+(4 / \pi)|j-i|^{-4}+(1 / 5 \pi)|j-i-1|^{-3} \text { if } j>i\right. \\
\leq(1 / \pi)|j-i|^{-2}+(1 / 8 \pi)|j-i|^{-2}+(1 / 5 \pi)|j-i-1|^{-3}+(4 / \pi)|j-i|^{-4}
\end{aligned}
$$

Hence, if $d_{2}, d_{2 Q}>1$, then

$$
\begin{aligned}
& \sum_{|j-i| \geq 3} \mid B_{h}^{T *}\left(P, P_{j}\left|+\left|B_{h}^{*}\left(P, P_{j}\right)\right| \leq(1 / \pi) \sum_{k=3}\left\{2 / k^{2}+8 / k^{4}+2 / 5 k^{3}+1 / 8 k^{2}\right\}\right.\right. \\
& \leq 0.328
\end{aligned}
$$

Similarly, it can be shown that if both $d_{2}$ and $d_{2 Q}$ are not greater than 1 , then

$$
\begin{equation*}
\sum_{|j-i| \geq 3}\left|\mathrm{~B}_{h}^{\mathrm{T}^{*}}\left(\mathrm{P}_{1} \mathrm{P}_{\mathrm{j}}\right)\right|+\left|\mathrm{B}_{h}^{*}\left(\mathrm{P}, \mathrm{P}_{\mathrm{j}}\right)\right| \leq 0.677 \tag{5.34}
\end{equation*}
$$

By Theorems 4.1-4.3 and Table I on p. 41 of [30],

$$
\sum_{|i-j| \leq 3}\left\{\left|B_{h}\left(P, P_{j}\right)-B_{h}^{*}\left(p, P_{j}\right)\right|+\left|B_{h}^{T}\left(P, P_{j}\right)\right|\right\} \leq 0.04
$$

Hence

$$
\begin{equation*}
\sum_{|j-i| \geq 3}\left\{\left|B_{h}\left(P, P_{j}\right)\right|+\left|B_{h}^{T}\left(P_{,} P_{j}\right)\right|\right\} \leq 0.717 . \tag{5.35}
\end{equation*}
$$

It remains to estimate $B_{s}(P, P)-\sum\left|B_{s}\left(P, P_{j}\right)\right|,|i-j| \leq 2, i \neq j$. Without loss of generality, we may assume that both $d_{1}$ and $d_{2}$ are less than 1 . We shall assume that $P \equiv P_{i} \equiv P_{M_{1}}$ with $M_{1} \geq 3$ and $M_{2} \geq 5$. The case when $i \neq M_{1}$. can be treated in a similar manner. We have
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(5.36)

$$
B_{s}(P, P)=2+2(1-a) G_{x y}(0,0)+g_{0}(a)
$$

where

$$
g_{0}(a) \equiv 2 e_{1}\left[G_{x}(1,0)+G_{y}(2,0)\right]+2 e_{2}\left[G_{x}(0,1)+a G_{y}(1,1)\right]
$$

For any $P_{j} \in I_{0}, j \neq M_{1}$, we have

$$
B_{s}\left(P, P_{j}\right)=g_{1}(a, j)+g_{2}(a, j)
$$

where

$$
\left.\left.\left.\begin{array}{rl}
g_{1}(a, j) \equiv & G_{x y}(0, i-j)+a G_{y y}(0, i-j-1)-a G_{y}(1, i-j)-G_{x}(0, i-j) \\
g_{2}(a, j) \equiv & e_{1}\left[G_{x}(1, i-j)-a G_{y}(2, i-j-1)\right]
\end{array}\right)+e_{i j}\left[G_{x}(1, i-j)+a G_{y}(2, i-j)\right]\right) . a G_{y}(1, i-j-2)\right] .
$$

$$
\text { For any } P_{j} \in I_{1} \text {, we have }
$$

$$
B_{s}\left(P_{j} P_{j}\right)=g_{3}(a, j)+g_{4}(a, j)
$$

where

$$
\begin{aligned}
g_{3}(a, j) \equiv & -G_{x}(0, j-i-1)+a G_{y y}(1, j-i-1) \\
g_{4}(a, j) \equiv e_{1}\left[G_{y}(0, j-i)+a G_{y}(1, j-i)\right] & +e_{2}\left[-G_{x}(0, j-i+1)+a G_{y}(0, j-i+1)\right] \\
& +e_{i j}\left[G_{x}(2, j-i)-a G_{y}(3, j-i-1)\right]
\end{aligned}
$$

By Theorem 4.4, $g_{1}(a, j)$ is negative. It is easily verified that $g_{2}(a, j)$ is nonnegative for $0 \leq i-j \leq 2 ; \quad g_{3}(a, j)$ is negative for $a \leq 1 / 2$; and $g_{4}(a, j)$ is positive. Moreover, for $a \leq 1 / 2$,
(5.37)

$$
\begin{aligned}
& \sum_{i-j=1}^{2}\left|g_{1}(a, j)+g_{2}(a, j)\right|+\sum_{j-i=1}^{2}\left|g_{3}(a, j)+g_{4}(a, j)\right| \\
& <g_{0}(a)+\sum_{i-j=1}^{2}\left|g_{1}(a, j)\right|+\sum_{j-i=1}^{2}\left|g_{3}(a, j)\right|
\end{aligned}
$$

Hence, for $a<1 / 3, M_{1} \geq 3, M_{2} \geq 5$, we have from (5.37) that the following holds.
(5.38)

$$
\begin{aligned}
& B_{s}(P, P)-\sum\left\{\left|B_{s}\left(P, P_{j}\right)\right|, i \neq j,|i-j| \leq 2\right\} \\
& \geq 2+2(1-a) G_{x y}(0,0)+\sum_{i-j=1}^{2} g_{1}(a, j)+\sum_{j-i=1}^{2} g_{3}(a, j) \\
& \geq 2+2(1-a) G_{x y}(0,0)-G_{x}(0,0)-3 G_{x}(0,1)-G_{x}(0,2)+G_{x}(0 ; 3) \\
& \geq 1.17 .
\end{aligned}
$$

By considering all possible configurations of $P_{j}, i-j \leq 2, a \geq 1 / 3$, it can be shown that the constant 1.17 is always majorized by the left hand side of (5.38). It is easy to see that (5.38) also holds when $P_{i} \neq P_{M_{I}}$. Hence by (5.35), we see that (5.23) holds.

This established the lower spectral bounds of $B_{h}$ for all schemes. To complete the
proof of the theorem, we note that the spectral norm of $B_{h}^{T} B_{h}$ is majorized by $(1 / 2)\left(\left\|\mathbb{B}_{h}^{T}\right\|_{\infty}+\right.$ $\left.\left\|B_{h}\right\|_{\infty}\right)^{2}$. It therefore suffices to prove the following two inequalities

$$
\begin{array}{ll}
\left\|B_{h}^{T}\right\|_{\infty}+\left\|B_{h}\right\|_{\infty} \leq 7.4 & \text { if scheme } I . b \text { is used } \\
\left\|B_{h}^{T}\right\|_{\infty}+\left\|B_{h}\right\|_{\infty} \leq 4.72 & \text { if scheme II is used. } \tag{5.40}
\end{array}
$$

We first prove that (5.39) holds. Without loss of generality we may assume that
$P \in \partial \Omega_{h}$ has only one western neighbour $W$ in $(C \Omega)_{h}$ Let $P \equiv(0,0)$ and $P_{j} \equiv(x, y)$, be in:
$\partial \Omega_{h}$. Then $x=a y+b,|b| \leq(1+o(1)) h$ if $d\left(p_{1}, p_{1}\right)<\sqrt{h}$. And

$$
\begin{aligned}
B_{h}^{*}\left(P, P_{j}\right) & =-(1 / 2 \pi) \log \left[(x+h)^{2}+y^{2}\right]+(a / 2 \pi) \log \left[x^{2}+(y+h)^{2}\right]+[(1-a) / 2 \pi) \log \left(x^{2}+y^{2}\right) \\
& =(1 / 2 \pi)\left[2 h(x-a y)+(a-1) h^{2}\right] / r^{2}+R
\end{aligned}
$$

where $r=d\left(P, P_{j}\right)$ and $|R| \leq(1 / 2 \pi)\left[(2 x+h)^{2}+(2 y+h)^{2}\right] h^{2} / 2 r^{4}$. It is easily verified that (5.41) $\sum_{P \neq P_{j}}\left|B_{h}^{*}\left(P, P_{j}\right)\right| \leq 1.25 \quad$ if $|y| \geq 2 h$

By Theorems 4.1-4.3 and the Table I on p. 41 of [30],
$\mathrm{B}_{\mathrm{h}}(\mathrm{p}, \mathrm{P})=2-(1 / 2)(1-\mathrm{a}) ;$
(5.44)

$$
\begin{equation*}
\left|\sum_{y \mid<2 h}\right| B_{h}\left(P, P_{j}\right) \mid \leq 0.28+0.55 a / 2 ; \tag{5.42}
\end{equation*}
$$

$$
\begin{equation*}
|y| \geq 2 h\left|B_{h}\left(\mathrm{P}, \mathrm{P}_{j}\right)-\mathrm{B}_{\mathrm{h}}^{*}\left(\mathrm{P}, \mathrm{P}_{\mathrm{j}}\right)\right|<0.06 \tag{5.43}
\end{equation*}
$$

By (5.41)-(5.44),

$$
\sum\left|B_{h}\left(P_{f}, P_{j}\right)\right|<3.7
$$

It is easily seen that the above inequality also holds when $B_{h}$ is replaced by $B_{h}^{T}$. We have therefore completed the proof of (5.39).

$$
\text { Let } \begin{align*}
P & \equiv P_{i} . B y(5.36), \\
& \left|B_{s}(P, P)\right| \leq 2+2(1-a) G_{X Y}(0,0)+g_{0}(a) . \tag{5.45}
\end{align*}
$$

By (5.37) and (5.45),
(5.46)

$$
\begin{aligned}
& \sum_{|i-j| \leq 2}\left|B_{h}\left(P, P_{j}\right)\right|+\left|B_{h}^{T}\left(P, P_{j}\right)\right|<2+2 g_{0}(a)+2 G_{x}(0,0)+6 G_{x}(0,1) \\
& \leq 4
\end{aligned}
$$

By ( 5.35 ) and (5.46), we see that (5.40) holds.
6. Singular values of $K_{h}$ and $C$ :

We shall show that all except a few singular values of $C$ lie in the interval
$\left[d_{1}-\varepsilon, d_{2}+\varepsilon\right], \varepsilon>0$, where $d_{1}$ and $d_{2}$ are the spectral bounds of $B_{h}$. This is accomplished by first proving that the singular values of $K_{h}$ cluster around that of a compact operator $k$. Our main result then follows as an immediate consequence of a well known result in matrix theory which will be stated below as Lemma 6.8. We first need some definitions from modern analysis. Let $x$ denote a Banach space throughout this section.

Definition. A subset $S \subset X$ is sequentially compact if any sequence in $S$ contains a convergent subsequence with limit in $x$.

Definition. A family of operators $K_{n}$ on $X$ is collectively compact if the set $\left\{K_{m} f:\|f\|<1\right.$, $f \in X, m=1,2, \ldots\}$ is sequentially compact in $X$.

We shall first assume that either scheme I.a or scheme I.b is used. We start by constructing a family of operators $\left\{K_{m}\right\}$ from $\left\{K_{h}\right\}$ in the same way that is done in Section 5 of [32]. For completeness, we briefly sketch this construction in the following. Define $K_{m}: C[0,1] \rightarrow C[0,1]$ by

$$
\begin{equation*}
\left[K_{m}\right] f(t)=\sum_{j=1}^{m} k\left(t, t_{j}\right) f\left(t_{j}\right), \quad t_{j} \in[0,1] ; f \in C[0,1], \tag{6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
k\left(t, t_{j}\right)=k_{h}\left(P_{i}, P_{j}\right)+\left[\left(t-t_{i}\right) /\left(t_{i-1}-t_{i}\right)\right]\left[k_{h}\left(P_{i-1}, P_{j}\right)-k_{h}\left(P_{i}, P_{j}\right)\right], t_{i-1} \leq t \leq t_{i} \tag{6:2}
\end{equation*}
$$ $c[0,1]$ is the Banach space of continuous functions on $[0,1]$. The $t_{i}, i=1, \ldots, m$ are defined as follows. Let $\phi, \psi$ be a smooth parametrization of $\partial \Omega$. Then $\left(\phi\left(t_{i}\right), \psi\left(t_{i}\right)\right)$ is the closest point on $\partial \Omega$ to $P_{i} \in \partial \Omega_{h}$ which is on the normal through $P_{i}$. When $t$ is very close to 0 or 1 , the $k\left(t, t_{j}\right)$ in (6.2) should be adjusted slightly. See [32] for the details. We can construct by the same procedure a family of operators $\left\{K_{m}^{\prime}\right\}$ from $\left\{K_{h}^{T}\right\}$. Let $K_{s} \equiv K_{m}^{\prime} K_{m}$. Lemma 6.1. The nonzero eigenvalues of $K_{h}, K_{h}+K_{h}^{T}$ and $K_{h}^{T} K_{h}$ coincides with that of $K_{m}$, $K_{m}+K_{m}^{\prime}$ and $K_{S}$ respectivel ${ }^{\prime}$.

Proof: See e.g. Lemma 5.2 in [32].
Lemma 6.2. Let $P$ and $Q$ be two points in $\partial \Omega_{h}$ with $d(P, Q)=h^{\beta}, B \leq 1 / 2$. Let $P^{*}$ and $Q^{*}$ the closest points on $\partial \Omega$ to $P$ and $Q$ respectively. Then

$$
K_{h}(P, Q)=2\left[\partial G^{*} / \partial \nu_{Q^{*}}\right]\left(P^{*} ; Q^{*}\right) h \sec Q_{Q}+O\left(h^{2-2 \beta}\right)
$$

Proof: Essentially the same as that of Lemma 5.4 in [31].

Lemma 6.3. The families of operators $\left\{\mathrm{K}_{\mathrm{m}}\right\},\left\{\mathrm{K}_{\mathrm{m}}^{\prime}\right\}$ and $\left\{\mathrm{K}_{\mathrm{s}}\right\}$ are collectively compact on $\mathrm{c}[0,1]$. Proof: Essentially the same as that ci Lemua 5.5 in [32].
Lemma 6.4. $K_{m} f \rightarrow K f, K_{m}^{\prime} f \rightarrow K_{f}^{T}$ and $K_{s} f \rightarrow K^{T} K f$ for each $f \in C[0,1]$ where $K$ is the compact integral operator defined by

$$
(K f)\left(t_{P}\right)=2 \int_{\partial \Omega}\left[\partial G^{*} / \partial \nu_{Q}\right](P ; Q) f d s_{Q}
$$

where $P \equiv\left(\phi\left(t_{p}\right), \psi\left(t_{p}\right)\right.$.
Proof: Essentiaily the same as that of Lemma 5.6 in [32] .
In order for the above theorems to apply in the case when scheme II is used, we scale the matrix $K_{h}$ in that case as follows. The rows of $K_{h}$ that correspond to irregular mesh points that have one or two neighbours in $(C \Omega)_{h}$ are multiplied with $\left(1+d_{1}\right)$ or $\left(1+d_{1}\right)\left(1+d_{2}\right)\left(1+d_{1}+d_{2}\right)^{-1}$ respectively. It is easily verified that Lemmas 6.3 and 6.4 hold for scheme II if. $K_{m}$ is constructed from the scaled $K_{h}$. It will be shown after theorem 6.1 that such a scaling is not e-sential and our main results will hold even without it.

Lemma 6.5. Let $\left\{K_{n}\right\}$ be collectively compact on $X ; K_{n} f \rightarrow K f$ for each $f \in X$. Given $\varepsilon>0$, let $\mu_{i}$, with algebraic multiplicities $m_{i}, i=1, \ldots, N$ be the eigenvalues of $K$ with absolute values greater than or equal to $\varepsilon>0$. Then there exist. positive numbers $N^{*}$ and $\varepsilon^{*}<\varepsilon$ such that for all $n \geq N^{*}$ each $\varepsilon^{*}$ neighbourhood of $\mu_{i}$ contains exactly $m_{i}$ eigenvalues of $K_{n}$ while all the other eigenvalues of $K_{n}$ lie in an $\varepsilon$-neighbourhood of zero.
Proof: This is an immediate consequence of Theorem 4.8 on p. 65 of [1]. See also Chapter 4 of [30]. By combining Lemmas 6.1, 6.3, 6.4 and 6.5 , we easily have the following. Theorem 6.1 Given $\varepsilon>0$, there exists a positive integer $N$ such that for all $h>0$, all except $N$ singular values of $K_{h}$ lie in $[0, \varepsilon]$.

Lemma 6.6. Let $C=A B$, where $A, B$ and $C$ are arbitrary matrices with singular values $\alpha_{1} \geq \alpha_{2} \geq \ldots \geq \alpha_{m} \geq 0, \beta_{1} \geq \beta_{2} \geq \ldots \geq \beta_{m} \geq 0$ and $\gamma_{1} \geq \gamma_{2} \geq \ldots \geq \gamma_{m} \geq 0$ respectively, then

$$
\gamma_{i+j+1} \leq \alpha_{i+1} \beta_{j+1}, \quad i, j \text { positive integers. }
$$

Proof: See e.g. Exercise 28 on p. 89 of [23]. An immediate consequence of Lemma 6.6 is that Theorem 6.1 holds in the case when scheme II is used even if the matrices $C$ or $K_{h}$ are not scaled by the scaling described just before Lemma 6.5 .

Lemma 6.7. If $D=A+B$, where $A$ and $B$ are as in Lemma 6.6 , and $\delta_{1} \geq \delta_{2} \geq \ldots \geq \delta_{m} \geq 0$ are the singular values of $D$, then

$$
\delta_{i+j+1} \leq \alpha_{i+1}+\beta_{j+1}, \quad i, j \text { positive integers. }
$$

Proof: See e.g. Exercise 30 on p. 89 of [23].
Theorem 6.2 Let $d_{1}$ and $d_{2}$ be the spectral bounds of $B_{h}$. Then given $\varepsilon>0$, there exists a positive integer $N$ independent of $h$ such that all except $N$ singular values of $C$ lie in $\left[\alpha_{1}-\varepsilon, d_{2}+\varepsilon\right]$.
Proof: An immediate consequence of Lemma 6.7 and Theorem 6.1. See also Theorem 5.3 in [32]. In the following, $\|\|$ shall denote either the spectral norm of a matrix or the Euclidean norm of a vector. Lemma 6.8 Let $U^{\dot{*}}$ be the extension operator from $\Omega_{h} u \Omega_{h}$ ot all mesh points that is defined the same way as $U$. Suppose that $U^{* T} G V \mu \neq 0$ for any nonzero m-vector $\mu$ defined on $\partial \Omega_{h}$. Then $C$ is nonsingular. Moreover, if $\left\|U^{*} G V \mu\right\| \geq C_{1}\|\mu\| /\|A\|$ for any m-vector $\mu$ then $\left\|C^{-1}\right\| \leq \kappa\left(A_{11}\right) / C_{1}$, where $\kappa\left(A_{11}\right)$ is the spectral condition number of $A_{11}$ with respect to the norm || \|

Proof: Let $A u=v=U U^{T} v$ with $U^{T} v$ in the range of $C$ be the equation we are solving. From Section 3, we see that $u=G V \mu$ is a solution of $A u=v$ if $\mu$ satisfies Equation (3.6). Suppose $C$ is singular so that there exist two distince solutions $\mu_{1}$ and $\mu_{2}$ of Equation (3.6). Let $\mu_{0} \equiv \mu_{1}-\mu_{2}$. Then $A G V \mu_{0}=0$. Because of the reducible structure of $A, A_{11}{ }^{*} T_{G V} \mu_{0}=0$. This contradicts the assumptions that $A_{11}$ is nonsingular and $U^{* T_{T}} G V \mu_{0} \neq 0$. Moreover, if $\left\|\mathrm{U}^{*} \mathrm{~T}_{\mathrm{GV}} \mu\right\| \geq \mathrm{C}_{1}\|\mu\| /\left\|\mathrm{A}_{11}\right\|$, then
$\left\|A_{11}^{-1}\right\|\left\|U^{T} v\right\| \geq\left\|U^{* T} G V \mu\right\| \geq C_{1}\|\mu\| /\left\|A_{11}\right\|$.
The lemma easily follows.
Definition. A scheme of interpolating boundary conditions is said to be admissible if its corresponding coefficient matrix $A_{11}$ of the discrete problem is nonsingular and $\kappa\left(A_{11}\right) \leq$ constant $h^{-2}$.
Lemma 6.9 Let $C^{*}$ and $A^{*}$ denote respectively the capacitance matrix and the coefficient matrix of the discrete problem for a certain scheme of interpolating boundary conditions. Suppose that both $C^{*}$ and $A^{*}$ are nonsingulax. Then $C$ is nonsingular for any admissible scheme of interpolating boundary conditions. Moreover, if $\left\|C^{*-1}\right\| \leq c_{2}$ and $\left\|A^{*}\right\| \leq c_{3}\left\|A_{11}\right\|$, then $\left\|\mathrm{C}^{-1}\right\| \leq \mathrm{C}_{2} \mathrm{C}_{3} k\left(\mathrm{~A}_{11}\right)$.

Proof: rie first claim that if both $C^{\star}$ and $A^{*}$ are nonsingular, then there exists no $u \neq 0$ such that $U^{* T} T_{G Y}=0$. Suppose this is not so, then there exists a $\mu^{*} \neq 0$ such that
 $\mathrm{U}^{*} \mathrm{~T}_{\mathrm{V}}{ }^{*}=\mathrm{U}^{*} \mathrm{~T}_{\mathrm{AGV}}{ }^{*}=\mathrm{A}^{*} \mathrm{U}^{*} \mathrm{~T}_{\mathrm{GV} \mu}{ }^{*}=0$.

This proves our claim. By Lemma $6.8, \mathrm{C}$ is nonsingular. Suppose now that $\left\|\mathrm{c}^{*}-1\right\| \leq c_{2}$ and $\left\|A^{*}\right\| \leq c_{3}\left\|A_{11}\right\|$. Let $A u=v=U U^{T} v$. Clearly,

$$
\|\mu\| \leq\left\|c^{*-1}\right\|\left\|\mathrm{U}^{\mathrm{T}} \mathrm{v}\right\| \leq\left\|\mathrm{C}^{\star-1}\right\|\left\|A^{\star}\right\|\left\|\mathrm{U}^{\star} \mathrm{T} \mathrm{GV}\right\| \|
$$

Hence,

$$
\left\|U^{*} T_{G V \mu}\right\| \geq\|\mu\| / c_{2} c_{3}\left\|A_{11}\right\|
$$

The lemma easily follows from Lemma 6.8.
Definition $\Omega$ is said to be in $\mathcal{F}(\beta)$ if the associated integral operator $K$ defined by Equations (2.2)-(2.3) is such that $K+K^{T}>-\beta I$.

Lemma 6.10. All ellipses with thickness $b / a>1 / 3$ are in $b(1)$. Here $a$ and $b$ are respectively the major and minor axes of the ellipses.

Proof: An immediate consequence of (2.5).
Theorem 6.3 Let $G=B_{D}^{-1}$ be the discrete Green's function used in equations (3.2) and (3.5). Then the capacitance matrix $C$ is nonsingular and $\left\|C^{-1}\right\| \leq$ constant $h^{-q}$ for some positive integer $q$ independent of $h$.

Proof: It suffices to find a pair $\left\langle C^{*}, A^{*}>\right.$ that satisfies the hypothesis of lemma 6.9 . Assume that the difference equations are already preordered in such a way so that

$$
B=\left(\begin{array}{lll}
B_{11} & B_{12} & 0 \\
B_{21} & B_{22} & B_{23} \\
0 & B_{32} & B_{33}
\end{array}\right)
$$

where the first, second and last rows of $B$ in block form correspond to the coefficient matrices of the difference equations on $\Omega_{h}, \partial \Omega_{h}$, and $(C \Omega)_{h}$ respectively.

Suppose that in forming $A$ we use a zero order interpolation of Dirichlet data on $\partial \Omega$
at $\partial \Omega_{h}$ to obtain the equations on $\partial \Omega_{h_{1}}$. Partition $V, A$ and $G$ in the same way as $B$. We obtain
(6.3)

$$
V=\left(\begin{array}{c}
0 \\
v_{2} \\
v_{3}
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{ccc}
B_{11} & B_{12} & 0 \\
0 & I & 0 \\
0 & B_{32} & B_{33}
\end{array}\right)
$$

so that the capacitance matrix which we now denote by $C_{D}$ satisfies

$$
\begin{equation*}
C_{D}=G_{22} v_{2}+G_{23} v_{3} \tag{6.4}
\end{equation*}
$$

Let

$$
\dot{A}_{N}=\left(\begin{array}{ccc}
{ }^{B}{ }_{11} & B_{12} & 0 \\
0 & v_{2}^{T} & v_{3}^{T} \\
0 & B_{32} & B_{33}
\end{array}\right), \quad A_{1 N}=\left(\begin{array}{cc}
v_{2}^{T} & v_{3}^{T} \\
B_{32} & B_{33}
\end{array}\right)
$$

It is easily seen that $A_{l N}$ is the coefficient matrix of a discrete exterior Neumann problem, with the normal derivative approximated by the first order scheme described on p. 203 of [13]. Hence $A_{N}$ is nonsingular since both $B_{11}$ and $A_{1 N}$ are nonsingular and $A_{N}$ is reducible. Clearly,

$$
\begin{equation*}
A_{N}=B+U V^{T}-U U^{T} B \tag{6.5}
\end{equation*}
$$

Let $u_{N}$ be the solution of

$$
\text { (6.6) } \quad A_{N} u_{N}=f_{N}
$$

where $f_{N}$ is any mesh function that vanishes outside $\partial \Omega_{h}$. Suppose we make the Ansatz that

$$
\begin{equation*}
u_{N}=B^{-1} U \rho \tag{6.7}
\end{equation*}
$$

where $\rho$ satisfies
(6.8) $\quad U^{T} A_{N} B^{-1} U \rho=U^{T} f_{N}$.

By (6.5), (6.7) and (6.8), it is easily seen that (6.6) is satisfied. Let $C_{N} \equiv U^{T} A_{N} B^{-1} U$. It is clear that $C_{N}$ is nonsingular. By (6.4) and (6.5), we have

$$
C_{N}^{T}=D_{D}
$$

so that $C_{D}$ is nonsingular. Moreover, using an argument similar to the proof of lemma 6.8, we have

$$
\left\|c_{D}^{-1}\right\|=\left\|c_{N}^{-1}\right\| \leq h^{-q}
$$

for some positive integer $q$ independent of $h$. The Theorem easily follows.
Theorem 6.4 Let $\Omega \in \mathcal{F}(1)$. Assume that the $G$ in equation (3.5) is the discrete Green's function of the entire plane. Then $\left\|c^{-1}\right\| \leq$ constant $h^{-2}$ as $h \rightarrow 0$ for any admissible scheme of interpolating boundary conditions. Moreover, $\left\|C^{-1}\right\| \leq$ constant as $h \rightarrow 0$ if either scheme I.a or scheme I.b is used or if scheme II is used and $\Omega \in \mathfrak{F}(0.4)$.

Proof: Let $\Omega \in \mathfrak{F}(1)$. Assume that either scheme I.a or scheme I.b is used for interpolating the boundary conditions. $B y$ (5.1), $B_{h}+B_{h}^{T} \geq I$. By assumption, there exists an $\varepsilon>0$ such that $K+K^{T} \geq-I+\varepsilon$. By lemmas 5.1 and $6.3-6.5$, we see that for sufficiently small $h$,
$K_{h}+K_{h}^{T} \geq-I+\varepsilon / 2$. Hence, $C+C^{T} \geq \varepsilon / 2$ and. $\left\|c^{-1}\right\| \leq$ constant as $h \rightarrow 0$. Similarly, it can be shown that $\left\|c^{-1}\right\| \leq$ constant. if scheme II is used and $\Omega \in \mathcal{F}(0,4)$. By lemma 6.9, $\left\|c^{-1}\right\| \leq$ constant $\cdot h^{-2}$ for any admissible scheme of interpolating boundary conditions.
§7. Convergence of conjugate gradient iteration.
Let $b$ denote the right hand side of the capacitance matrix equation multiplied by $C^{T}$. Let $Q$ denote $C^{T} C$. We are concerned with solving $Q_{\rho}=b$ by the conjugate gradient method. Detailed exposition of the method can be found e.g. in [11], [16], [17], [18] and [26]. A brief description of the method plus a simple extension of the known results in the above references can be found in Section 6 of [32]. It will be assumed that the readers are familiar with the results in [32].

Let $\rho_{k}$ denote the vectors approximating the solution $\rho$ generated by the conjugate gradient process. Let $R$ denote the set of real numbers and $L_{m}$ denote the set of $m$ vectors. Let $Z=R^{2} \rightarrow R$ and $E: L_{m} \rightarrow R$ be defined respectively by

$$
\begin{aligned}
& Z(a, b)=\{(1-\sqrt{a}) /(1+\sqrt{a})\}^{b} \\
& E\left(\rho_{k}\right) \equiv(1 / 2)\left(\rho_{k}-\rho\right){ }^{T} Q\left(\rho_{k}-\rho\right)
\end{aligned}
$$

It is shown in [32] that the following holds.
Theorem 7.1 Let $K$ and $K_{l}$ be the spectral condition numbers of $Q$ and $B_{h} T_{h}$ respectively. Let $d^{*}$ and $d^{\prime}$ denote the smallest and largest eigenvalues of $B_{h}^{T} B_{h}$ resepctively. Then given $\varepsilon>0$, there exists a positive integer independent of $k$ and $h$ such that

$$
E\left(\rho_{k}\right) / E\left(\rho_{0}\right) \leq \min \left\{4 Z(\kappa, 2 k), 4 Z\left(K_{1}-2 \varepsilon / d^{\prime}, 2 k-2 N\right) X(\lambda)\right\}
$$

Here $x(\lambda)=\max _{d^{*} \leq \lambda \leq d} \quad \Pi\left|1-\lambda / \lambda_{i}\right|, i=1, \ldots, N$, where $\lambda_{i}, i=1, \ldots, N$ are the $N$ eigenvalues of $Q$ that lie outside of $\left[d^{*}-\varepsilon, d^{\prime}+\varepsilon\right]$. Corollary 7.1 Let $G=B_{D}^{-1}$ be used in equation (3.5). The number of iterations needed to reduce $E\left(\rho_{k}\right) / E\left(\rho_{0}\right)$ to a given accuracy can grow no faster than constant•log $m$ as $h+0$.
Proof. By Theorem 6.3, $|X(\lambda)| \leq h^{-k N}$, where $k$ is a constant independent of $h$. The corollary is therefore an easy. consequence of Theorem 7.1.
Corollary 7.2 Let $\Omega \in \mathcal{F}^{*}(\beta), \beta=1$ if either scheme I.a or I.b is used; $\beta=0.4$ if sheme II is used. Then the number of iterations needed to reduce $E\left(\rho_{k}\right) / E\left(\rho_{0}\right)$ to a given accuracy stays constant as $h \rightarrow 0$ if the $G$ in (3.5) is the discrete Green's function on the entire plane.

Proof. By Theorem 5.1 and Theorem $6.4, C$ is uniformly well conditioned in the spectral norm. The corollary is therefore an immediate consequence of Theorem 7.1.
§8 Survey of previous work on cabacitance matrix methods.
R. W. Hockney in [20] and [21] described a method of this type which can be used for the solution of the interior Dirichlet problem for Laplace's equation. His capacitance matrices are always positive definite symmetric. His method thus corresponds to a single layer Ansatz for the Dirichlet problem. Buzbee, Dorr, George and Golub used a similar method in [8]. They made the Ansatz

$$
u=B^{-1} v+B^{-1} \cup W \rho,
$$

when $B$ is nonsingular. Here $W$ is $a m \times m$ nonsingular metrix. The choice $W=I$ gives the Woodbury formula.

Proskurowski and Widlund introduced the double layer Ansatz in [29]. The algorithm used in their work differs from the one used here only in the discrete Green's function $G$ and the $\mathrm{W}^{\mathrm{T}}$ matrix. No theoretical analysis was presented in [29]. In [2]j the author analyzed the method for the Neumann problem. The algorithm used in [32] is similar to the one used by George in [15] which corresponds to solving the single layer Ansatz of the Dirichlet problem in an iterative imbedding fashion.

The results in this section were obtained on the CDC 7600 at Lawrence Berkelev Laboratory. The model problem is the Laplace equation on ellipses with $\gamma=(a-b) /(a+b)$, where $a, b$ are the' half axes. $E(u)=\left\|u-u^{*}\right\|_{0}$ where $u^{*}$ is the true solution of $-\lambda u=0$ on $\Omega, u=1$ on $\quad u$. The mesh size $h=1 / 32$. The number of iterations of the conjugate gradient method is denoted by. $n$. $N(R)$ denotes the normalized norm of the residuals which is the $L_{2}$ norm of the residual divided by the square root of points in $\Omega$. The numbers given for $E(u)$ are acturally upper bounds that describe the number of accurate digits only. The capacitance matrix is generated explicitly and the discrete Green's function on the plane is used in (3.5).

TABLE I

|  |  | Scheme | I.a | Scheme | r.b | Scheme | II |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n$ | $\gamma$ | $N(R)$ | $E(u)$ | $N(R)$ | $E(u)$ | $N(R)$ | $E(u)$ |
| 4 | 0.2 | - | - | - | - | $3.9-04$ | $1.0-03$ |
| 5 | 0.2 | - | - | - | - | $2.1-04$ | $1.0-03$ |
| 4 | 1 | $1.5-04$ | $1.0-03$ | $8.7-03$ | $1.0-02$ | $3.5-04$ | $1.0-03$ |
| 5 | 1 | $1.0-04$ | $1.0-03$ | $4.2-03$ | $1.0-02$ | $1.6-04$ | $1.0-03$ |

In Table $I$ we see that typically it takes four iterations to achieve three digits accuracy. The operation count of the conjugate gradient routine is therefore approximately $64 n^{2}$. The total operation count (not counting that of setting up the matrix c) is therefore approximately $5 n^{2} \operatorname{logn}+80 n^{2}$ for the Laplace's equation and $\operatorname{lon} n^{2} \log n+120 n^{2}$ for the Poisson equation.
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