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Fast Scene Change Detection using Direct Feature
Extraction from MPEG Compressed Videos

Seong-Whan Lee, Senior Member, IEEE, Young-Min Kim, and Sung Woo Choi

Abstract—In order to process video data efficiently, a video seg-
mentation technique through scene change detection must be re-
quired. This is a fundamental operation used in many digital video
applications such as digital libraries, video on demand (VOD), etc.
Many of these advanced video applications require manipulations
of compressed video signals. So, the scene change detection process
is achieved by analyzing the video directly in the compressed do-
main, thereby avoiding the overhead of decompressing video into
individual frames in the pixel domain.

In this paper, we propose a fast scene change detection algorithm
using direct feature extraction from MPEG compressed videos,
and evaluate this technique using sample video data. First, we de-
rive binary edge maps from the AC coefficients in blocks which
were discrete cosine transformed. Second, we measure edge ori-
entation, strength and offset using correlation between the AC co-
efficients in the derived binary edge maps. Finally, we match two
consecutive frames using these two features (edge orientation and
strength). This process was made possible by a new mathematical
formulation for deriving the edge information directly from the dis-
crete cosine transform (DCT) coefficients. We have shown that the
proposed algorithm is faster or more accurate than the previously
known scene change detection algorithms.

Index Terms—Direct feature extraction, discrete cosine trans-
form, edge information, MPEG compressed video, scene change
detection.

I. INTRODUCTION

W ITH rapid advances in communication and multimedia
computing technologies, accessing mass amounts of

multimedia data is becoming a reality on the information
superhighway. Video and text data are now equally used in
multimedia information. So the demand for various video ser-
vices—such as video on demand (VOD), digital library, etc.—is
rapidly increasing [1], [2]. As the amount and complexity of
video information grows, the need for more intelligent video
manipulating techniques becomes evident. For efficient video
storage and management, video segmentation using scene
change detection (cut detection) must be performed prior to all
other process [3], [4].
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Generally, video data consist of frame, shot and scene. Video
segmentation is a technique that divides video data into physical
units, generally called shots. A shot is a video segment that con-
sists of one continuous action. A shot usually consists of several
frames, while a scene can consist of several shots.

For scene change detection, a matching process between
two consecutive frames is required. Many researchers have
used the luminance pixel-wise difference or luminance or color
histogram difference to match two frames [5], however, lumi-
nance or color is sensitive to small change, so these features
produce false alarms. By contrast, humans can easily identify
some objects from their edge maps and edge maps which are
not sensitive to luminance or color change. We have derived
such binary edge maps as a representation of key-frames.
Two frames can then be compared by calculating a correlation
between their edge maps [6]. Therefore, in this paper, we used
edge information for the frame matching feature.

Due to the large amount of data, video sequences are often
compressed for efficient transmission or storage on-line.
However most current scene change detection algorithms
operate on uncompressed video sequences. Experiments show,
however, that in image/video decoding, approximately 40% of
CPU time is spent in inverse discrete cosine transform (IDCT)
even using available fast discrete cosine transform (DCT)
algorithms [7]. Therefore, these compressed video sequences
have to undergo computationally intensive processing steps to
be de-compressed, prior to the application of any scene change
detection algorithms [8].

In this paper, we propose a fast scene change detection
algorithm using direct feature extraction from MPEG com-
pressed videos. Overall, the proposed algorithm can be split
into three parts. First, we derive binary edge maps from the AC
coefficients in blocks which were discrete cosine transformed.
Second, we measure edge orientation, strength and offset using
the correlation between the AC coefficients in the derived
binary edge maps. Finally, we match two consecutive frames
using these two features (edge orientation and strength). In
Fig. 1, the shaded blocks are the most time consuming pro-
cesses. The proposed algorithm can extract edge information
directly from MPEG video data without the process of the
shaded blocks. Especially, we developed new formulas based
on mathematical analysis which give directly the edge infor-
mation such as orientation, strength and offset from the DCT
coefficients. Moreover, compared to the previously proposed
formulas [17], ours show better accuracy results.

This paper is organized as follows. In Section II, we review
previous works related to scene change detection. In Section III,
we explain the background for understanding this paper. In Sec-
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Fig. 1. Process of edge information extraction from MPEG compressed
images.

tion IV, we propose a new scene change detection algorithm. In
Section V, experimental results with various video data are an-
alyzed to evaluate the performance of the proposed algorithm.
Finally, conclusions and some directions for further researches
will be given in Section VI.

II. RELATED WORKS

Scene change detection is a method used to divide a video se-
quence into its elementary scene (generally called “shots”) and
is a common first step in video processing. Scene change detec-
tion algorithm can be divided into algorithm on uncompressed
video and compressed video.

Scene change detection algorithms for uncompressed
video data are further divided into pixel-based methods, local
area-based methods, and frame-based methods. For example,
the method using pixel-wise difference [5], the method using
local luminance histogram difference [9] and the method
using edge image difference[10], etc. Especially, Zabihet
al. [10] proposed an edge-based method, which detects the
appearance of intensity edges that are distant from edges in the
previous frame and appears to be more accurate at detecting
and classifying scene change detection points that are difficult
to detect with intensity histograms.

However, Zabihet al. [10] used methods for scene change
detection algorithm on uncompressed video. If the input video
data are in a compressed form, then they must first be decom-
pressed in their entirety and edge image information is then ex-
tracted from the Entire decompressed image. Since the algo-
rithms are already compute-intensive, additional computation
time is highly undesirable. A more effective approach is to de-
velop tools that can work directly on compressed representa-
tions [11].

Scene change detection algorithms for compressed video
data are divided into three categories; the DC image-based
method, the motion vector-based method and the DCT co-
efficient-based method. For example, the method using the
luminance histogram difference of DC images[13], [14], the
method using macro block types [15], and the method using
correlations of DCT coefficients [11], [12].

Yeo and Liu [13] proposed to detect scene changes on the DC
image of the compressed video data. The DC sequence is first
reconstructed using the approximation method prior to its use
in the identification of scene change detection. They discussed
successive pixel difference and color statistical comparison. The
successive pixels difference is sensitive to camera and object
motion. But because DC sequences are smoothed images of the

corresponding full images, they are less sensitive to camera and
object movements. Color statistical comparison is found to be
less sensitive to motion, but more expensive to be computed.
This approach is nonetheless very promising and produces the
best reported results.

Kobla and Doermann [15] proposed an algorithm for
detecting scene change points in MPEG compressed video
without performing expensive decoding computations. They
used the macroblocks (MB) of the P and B frames in MPEG
video and used the DCT information of I frames only for cases
where the MB information proves insufficient. This method
,however, also has a motion compensation problem in that
related information tends to be unreliable and unpredictable in
the case of gradual transitions.

Arman et al. [12] proposed segmenting JPEG video with a
difference metric based on the correlation between the DCT co-
efficients of consecutive frames. This approach is computation-
ally efficient. However, it dose not address gradual transition
and the experimental evaluation of the algorithm is not very suf-
ficient.

Zhanget al. [11] proposed the method using the pair-wise
difference of DCT coefficients. They have developed a novel
hybrid approach, which exploits the advantages of simpler dif-
ference metric to the comparison of DCT coefficients and mo-
tion information edcoded in MPEG data. Motion compensation
related information, on the other hand, tends to be unreliable
and unpredictable in the case of gradual transitions, resulting in
failure.

Sethi and Patel [14] used only the DC coefficients of I
frames of MPEG compressed video to detect scene changes
based on luminance histogram. Their algorithm works as
follows. First, I frames are extracted from the compressed
video streams. Second, the luminance histogram of I frames are
generated using the first DC coefficient. Finally, the luminance
histograms of consecutive frames are compared using one of
the three statistical tests (histogram comparison test).

III. B ACKGROUND

A. Meaning of AC Coefficients

MPEG video is specifically designed for compression of
video sequences. A video sequence is simply a series of pictures
taken at closely spaced intervals in time. Except for the special
case of a scene change, these pictures tend to be quite similar
from one to the next. Intuitively, a compression system ought
to be able to take advantage of this similarity [16]. MPEG uses
a two-dimensional eight point by eight point form of the DCT.
The 2-D DCT becomes

AC

(1)

where

for

for



242 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 2, NO. 4, DECEMBER 2000

AC AC AC AC AC

Fig. 2. The 2-D basis functions of the 8� 8 DCT.

Fig. 3. Zigzag ordering of DC and AC coefficients.

We will use the relationship between the pixels’ DCT coef-
ficients for the extraction of edge information. The coefficient
in the upper left corner of a DCT encoded block is called “dc
coefficient” and the others are called “ac coefficients.” The DC
coefficient represents the average of the original image and the
AC coefficients represent variations in gray values in certain di-
rection at a certain rate. For example, consider the coefficient

and . From (1), we have

AC (2)

AC (3)

which can be represented as

AC

(4)

AC

(5)

Equations (2)–(4) means that and essentially de-
pend on intensity differences in the horizontal and vertical direc-
tions, respectively. The 2-D basis functions are shown as 88
grayscale arrays in Fig. 2.
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Fig. 4. Reference block (P ), motion vectors, and original blocks.

Fig. 5. Ideal step edge model and physical meanings of AC coefficients in a block [17].

B. Extraction of AC Coefficients

MPEG divides the pictures in a sequence into three basic cate-
gories: I-picture, P-picture, and B-picture. Intra-coded pictures
or I-pictures are coded without reference to preceding or up-
coming pictures in the sequence. Predicted pictures or P-pic-
tures are coded with respect to the temporally closest preceding
I-picture or P-picture in the sequence. Bidirectionally coded pic-
tures or B-pictures are interspersed between the I-pictures and
P-pictures in the sequence, and are coded with respect to the
immediately adjacent I- and P-pictures either preceding, up-
coming, or both. Even though several B-pictures may occur in
immediate succession, B-pictures may never be used to predict
another picture [16].

1) Extraction From I Frames:Since I-pictures are coded
without reference to neighboring pictures in the sequence, we
can get the AC coefficients without using any other processes.
The de-correlation provided by the DCT permits the AC
coefficients to be coded independently of one another, and this
greatly simplifies the extraction process.

2) Extraction From P or B Frames:The decorrelation prop-
erty of the DCT is too colloquial applicable only to intra coded

TABLE I
MATRICESS AND S

pictures. Non-intra pictures are coded relative to a prediction
from another picture, and the process of predicting strongly
decorrelates the data. So we must consider nonintra blocks in
P- and B-frames.

Yeo [18] proposed a method that extracts DC and two AC
coefficients ( , ) from P- or B-frames. If one restricts
the summations in the evaluation of (6)–(8) for P- and B-frames
to be performed only over such that , then one
is essentially lowpass-filtering the anchor frame before motion-
compensation is carried out. Fig. 4 represent the relationship
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Fig. 6. Proposed ideal step edge model.

Fig. 7. Meaning of approximation for extracting AC coefficients (a single dimension).

between reference block and original blocks.

DCT DCT (6)

DCT DCT (7)

DCT (8)

where

DCT DCT

DCT DCT

DCT DCT

This image reconstruction is called a “dc2AC image.” If
we use (6)–(8), each coefficient requires a maximum of 256
multiplicatioins, but if we use (9), each coefficient requires a
maximum of only 12 multiplications. Therefore, we used this

approximate reconstruction method for the extraction of DC and
AC coefficients from P- and B-frames. Where, represent
the component of .

(9)

where

(10)

for . Here, and are the height and width of block
in Fig. 4, respectively; and are the coefficients of

matrices and . If we represent each block as an 88
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G (x)G (y) G (x)G (y)

Fig. 8. Meaning of approximation for extracting AC coefficients (two dimensions).

matrix, then we can describe it in the spatial domain through
matrix multiplication

(11)

Here, ’s are matrices of the following form:

or

Each is an identity matrix of size . There are four possible
locations for the subblock of interest: upper-left, upper-right,
lower-right and lower-left. The actions in terms of matrices are
tabulated in Table I.

IV. PROPOSEDSCENECHANGE DETECTIONALGORITHM

We can divide the proposed algorithm into direct edge infor-
mation extraction and scene change detection by comparing two
consecutive frames.

A. Direct Edge Information Extraction

MPEG—an international video compression standard—is
based on 8 8 DCT. The DCT coefficients in each 8 8
DCT-block are related to the luminance or chrominance of 8
8 pixels in the spatial domain. In particular, the DC coefficient
is the average of the luminance or chrominance signal of
all pixels within the 8 8 block, and the AC coefficients
essentially depend upon intensity differences in the vertical or
horizontal direction [(5) and (4)].

1) Ideal Edge Model in DCT Domain:Using the DCT co-
efficients directly, Shen and Sethi [17] proposed an ideal step
edge model and extracted areas and edges in a coded image. In
the model shown in Fig. 5, they considered an ideal step edge
cutting through a block of size 8, which is the standard size for
JPEG/DCT. They are interested in relating three kinds of edge
information: edge orientation, strength, and offset from center.

But the algorithm depends on experimental results and in-
tuition rather than on mathematical formulation. In this paper,

Fig. 9. Proposed edge extraction rule using the correlation between AC
coefficients.

we propose a new algorithm based on mathematical formula-
tion which extracts edge information directly from MPEG video
data. We consider orientation, strength and edge offset to be the
important components definining the edge shape. Fig. 6 shows
the proposed ideal step edge model., , means orientation,
offset and intensity value, respectively.

2) Approximation: We approximate by which is de-
fined by , . Fig. 7 shows ,

and , . If and are small enough, we can approxi-
mate by the following integral .

(12)
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Fig. 10. Proposed symmetry rules for calculating AC coefficients.

Fig. 11. Comparison of the method for detecting of edge orientation. (a) Real edge orientation versus detected edge orientation. (b) Performance of the proposed
metric (T4) against edge strength: 50, 100, 150, 200.

Figs. 7 and 8 represent the meaning of approximation
by . We will use only . In these cases, the
approximation of by is reasonable.The calcula-
tions in Section IV-B enable us to compute orientation ( ),
strength ( ) and offset ( ) from the coefficients, for case (2)
and case (3) in Fig. 9. Since coefficients are approximations
to AC coefficients, we will denote also by AC from now on.
Note that we use only , , , and . We
present different metrics of DCT coefficients to obtain accurate
edge orientation, strength and offset information:

B. Calculation of Coefficients: Approximation of AC
Coefficients

We divide the cases of edge configurations as in Fig. 9. By
exploiting the symmetry, it suffices to consider only two among

all the cases in Fig. 9, namely case 2) and case 3). The conditions
for the discrimination of the cases in Fig. 9 will be apparent,
after we calculate the orientation, the strength and the offset in
terms of the AC coefficients out linked in Section IV-C.

1) Case 1: (3) in Fig. 9:From Fig. 6(a) and (12), we have

(13)
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(14)

(15)

From (13), we have

(16)

(17)

From (14), we have

(18)

(19)

2) Case 2: (2) in Fig. 9:From Fig. 6(b) and (12), we have

(20)

Fig. 12. Overview of the proposed frame matching.

Fig. 13. Edge orientation and strength.

(21)

(22)
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Fig. 14. Examples of orientation histogram.
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Fig. 15. Examples of strength histogram.

From (20), we have

(23)

(24)

From (21), we have

(25)

(26)

C. Calculation of Edge Information

1) Case 1: (3) in Fig. 9:

• offset ( )
From (16) and (17), we have

(27)

(28)

(29)

• orientation ( )

TABLE II
VIDEO DATA FOR EXPERIMENTS

From (16)–(18), we have

(30)

• strength ( )
From (16)–(19), we have

(31)

2) Case 2: (2) in Fig. 9:

• offset ( )
From (22)–(25), we have

(32)

• orientation ( )
From (22)–(25), we have

(33)

• strength ( )
From (22)–(25), we have

AC
(34)
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(a)

(b)

(c)

Fig. 16. Examples of extracted edge image from MPEG video data. (a) Original images, (b) example of extracted edge image using the proposed method, and
(c) images which are filtered by the Sobel filter.

D. Symmetry Rules

From the results in Section IV-C, we can calculate the edge
information for the rest of the cases in Fig. 9. This is achieved
by using symmetry; for example, case 4) in Fig. 9 is obtained
by applying the transformation (d) in Fig. 10, followed by the
transformation (e) in Fig. 10. So, we need only to replace
by . Thus, for case 4), we have

• orientation ( )

(35)

• strength ( )

(36)

• offset ( )

(37)

Of course, and here should be interpreted appropri-
ately.

E. Comparison of Methods for Extracting Edge Information

We experimented with the proposed metric for extracting
edge orientation. The result is shown in Fig. 11. For comparison
purposes, we also show the edge orientation estimate for,

, , and . The proposed algorithm, provides the best
edge orientation estimate and has little to do with edge strength.
So, we use the proposed metric for extracting the accurate
edge orientation information. In Fig. 11, and represent

TABLE III
COMPARISON OF THEPROPOSEDMETHOD WITH THE OTHERS

TABLE IV
ACCURACY COMPARISON OFSCENE CHANGE DETECTION METHODS VIA

THE PRECISION AND RECALL PARAMETERS

the Sobel edge operator and the proposed metric, respectively.
and are defined by

(38)

(39)

F. Frame Matching Phase

If we use the proposed direct edge detection algorithm men-
tioned in previous section, we can match two consecutive frames
independent of luminance or color changes. Fig. 12 shows the
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Fig. 17. Comparison of experimental results on sample video via the precision and recall parameters: (a) precision parameter and (b) recall parameter.

overview of the proposed frame matching. In this paper, we di-
rectly extract edge information (orientation and strength) from
MPEG video data, and perform a comparison of two frames’ ori-
entation and strength histogram. Finally, we detect scene change
frames using comparison results. Fig. 13 shows the example of
the edge orientation and strength features.

1) Edge Orientation Histogram Comparison:The extracted
edge in 8 8 blocks have their own orientation. Therefore, we
can use edge orientation for frame matching. We can get the
edge orientation histogram difference for frame matching using
(40). means th frame, DOAH ( , ) means the dif-
ference of the angle histograms between theth frame and the

th frame, means the number of phases in the orienta-
tion histogram, and means th orientation histogram of
frame . Fig. 14 shows examples of the orientation histogram.

DOAH (40)

2) Edge Strength Histogram Comparison:The information
that we can extract from MPEG video data directly is not only
the edge orientation but also the edge strength. If we use only
the orientation histogram, the differences of edge orientation
histograms are sensitive to camera speed or camera rotation.
To improve this situation, our algorithm uses an edge strength
histogram. We can get edge strength histogram using (41)–(43).

and are the numbers of the horizontal and the vertical
blocks of a frame, respectively, is the number of groups into
which the vertical blocks are divided, and means the
edge strength of the th block of the th frame. Fig. 15
shows the examples of strength histograms. DOSH
represents the difference of strength histogram betweenth and

th frame.

(41)

(42)

TABLE V
SPEEDCOMPARISON OF THESCENECHANGE DETECTION METHODS

DOSH (43)

if

otherwise
(44)

where is the threshold.
3) Frame Matching Using Edge Orientation and

Strength: In this paper, we match two consecutive frames
using edge orientation and strength information. The offset
information is a very important component of an edge. So,
we perform frame matching using only edge orientation and
strength information which are derived in the previous section.
Equation (45) shows the weighted summation of orientation
and strength histogram. In (45), means th frame, DOF ( ,

) means the difference of theth and the th frames,
and means the weight .

DOF DOAH

DOSH (45)

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Environment

In order to evaluate the proposed scene change detection
algorithm using direct edge information extraction, we per-
formed our experiments using a Pentium II 350 MHz PC, under
the Windows NT 4.0 operating system. We used various video
data—Sitcom video data, News video data, and Documentary
video data—of which the types and sizes are shown in Table II.
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Fig. 18. Relationship between the precision and recall parameters. (a) News video data, (b) sitcom video data, (c) documentary video data, and (d) music video
data.

These video data were collected by the Optibase MPEG Fusion
System MPEG-1/2 Encoder. represents the number of
the total frames, represents the number of scene changes.

B. Experimental Results

The experimental results demonstrate the efficiency of the
proposed scene change detection algorithm. Fig. 16(a) are the
original images, Fig. 16(b) are the examples of the extracted
edge images directly from MPEG video data, and Fig. 16(c) are
the images which are filtered by the Sobel filter.

Table III shows the scene change detection results with exper-
imental video data in Table II using the method of feature-based
(FB) [10], the method of DC images (DC) [13], and the pro-
posed method (PM). The method using edge-based features in
the uncompressed domain proposed by Zabih, that is a very ac-
curate scene change detection algorithm, and the method using

DC image in compressed domain proposed by Yeo and Liu [13],
is very promising and produces the best results among the pre-
vious works.

In Table III, means the number of correct scene change
detections, means the number of missed scene detections,
and means the number of incorrectly detected scene
change detections. The method using DC images is very
sensitive to luminance and color change, so many false scene
change frames were detected when we used music video
data and documentary data. But the method using edge-based
feature and the proposed method are not sensitive to luminance
or color change.

Precision (46)

Recall (47)
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The performance is given in terms of precision and recall
parameters defined in (46) and (47). Table IV and Fig. 17
show performance comparisons of the scene change detection
methods via the precision and recall parameter and Fig. 18
represents the correlation between these precision and the
recall parameters.

Table V demonstrates the speed comparisons of scene change
detection methods. The method using the DC image and the pro-
posed method are performed using direct feature extraction in
the compressed domain, therefore these methods are faster than
the method using the edge-based feature in the uncompressed
domain. The experiments show that the method using DC im-
ages and the proposed method are five to six times faster than
the method using edge-based features.

Two experiments demonstrate that the proposed method is not
only more accurate but also faster than the previously known
scene change detection algorithms such as FB and DC.

VI. CONCLUSION AND FURTHER RESEARCH

In this paper, we proposed a new scene change detection al-
gorithm using direct edge information extraction from MPEG
video data, and evaluated this technique using sample video
data. First, we derived binary edge maps from the AC coeffi-
cients in blocks which was discrete cosine transformed. Second,
we measured edge orientation, strength and offset using the cor-
relation between the AC coefficients in the derived binary edge
maps. Finally, we matched two consecutive frames using these
two features (edge orientation and strength). The accuracy of
the proposed algorithm was shown to be comparable to the ac-
curacy of the method using FB [10], and definitely higher than
the accuracy of the method using DC images [13]. The proposed
algorithm is comparable to the DC method in speed, and was
found to be five to six times faster than the FB method. This
was made possible by a new mathematical formulation for de-
riving the edge information directly from the DCT coefficients.

We are investigating the possibilities of developing gradual
scene detection methods and frame matching using global mo-
tion information. If the proposed method is augmented with
such additional machineries, then the overall scene change de-
tection algorithm is expected to be much improved.
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