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a b s t r a c t

One of the new features in the H.264/AVC encoder is the use of Lagrangian rate-distortion

optimization (RDO) method during mode decision at the macroblock level. The RDO

technique has been employed in H.264/AVC for intra-prediction mode selection to achieve

better coding efficiency. But the computational complexity of mode decision algorithm is

extremely high. To reduce the complexity of mode decision, we propose an efficient and

fast 4� 4 intra-prediction mode selection scheme. The proposed method reduces the

candidate of the prediction modes based on the correlation between neighboring blocks

and the sum of absolute transformed difference (SATD) between the original block and

the intra-predicted block. Firstly, the rank of each mode is obtained based on the SATD

value. Then, the candidate modes are further reduced by using the combination of rank

and most probable mode. The proposed method reduces the number of candidate mode

to either one or two. Simulation results demonstrate that the proposed mode decision

method reduces about 91% of mode decision time and 70% of total encoding time of intra-

coding with ignorable degradation of coding performance.

& 2008 Elsevier B.V. All rights reserved.

1. Introduction

H.264/AVC is the newest international video coding

standard of the Joint Video Team (JVT), formed by ISO/IEC

MPEG and ITU-T VCEG [6]. H.264/AVC has achieved a

significant improvement in coding efficiency compared to

previous standards. Among many new features in H.264/

AVC, inter- and intra-prediction modes are greatly

enriched using variable block sizes and various directional

prediction, respectively [4,9]. H.264/AVC uses rate-distor-

tion optimization (RDO) technique to get the best coding

result in terms of maximizing coding quality and mini-

mizing bit rates. This means that the encoder has to code

the video by exhaustively trying all the mode combina-

tions, including the different intra- and inter-prediction

modes. Therefore, the complexity and computation load of

video coding in H.264/AVC increase drastically. To reduce

the complexity, a number of researches have been made to

explore fast algorithms in motion estimation [2,4,17].

Several fast-mode decision approaches proposed in

[3,5,8,10,11,16] focused on how to eliminate unnecessary

modes. To find the best interpolation direction as the best

intra-mode, the information of the edge map of the whole

frame is proposed in [11]. The pixels along the direction of

local edges are similar values. In order to obtain the edge

information in the neighborhood of the intra-block to be

predicted, the edge map of the video picture is generated

by using Sobel edge operators. Each pixel in the video

picture will then be associated with an element in the

edge map, which is the edge vector containing its edge

direction and amplitude. A local edge direction histogram

is then established for each block. Based on the distribu-

tion of the edge direction histogram, only small numbers

of prediction modes are chosen for RDO calculation.
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The histogram cell with the maximum amplitude, and its

two adjacent cells, plus DC mode are chosen to take

part in RDO calculation. But this algorithm evaluates

every pixel in the whole frame and leads to high

computation complexity. In [13], the candidate modes

are reduced based on the sum of absolute transformed

difference (SATD) of different modes. However, remai-

ning modes should perform the RDO method. To reduce

the computational complexity further, in this paper,

we propose a fast-mode decision scheme for intra-4� 4

prediction in H.264/AVC. Natural video sequences

are highly spatially correlated. Hence the probability

of mode of upper or left block to be the best mode

of current block is high. Based on the combination of

SATD and most probable mode, the proposed method

reduces the number of candidate modes from nine to one

or two.

The remainder of this paper is organized as follows.

Section 2 provides the intra-mode search procedure for

H.264/AVC. In Section 3, we describe the reduction of

candidate mode based on SATD. Observations and the

proposed algorithm are introduced in Section 4. The

experimental results are presented in Section 5. Finally,

Section 6 concludes the paper.

2. Overview of 4� 4 intra-prediction

2.1. Intra-prediction

H.264 offers a rich set of prediction patterns for intra-

prediction, i.e. nine prediction modes for 4� 4 luma

blocks and four prediction modes for 16�16 luma blocks.

The latest H.264/AVC standard also defines 8�8 block

and also has nine prediction modes, which are the same as

those modes used in 4� 4 block. In the case of 4� 4

luminance block, the prediction block is defined using

neighboring pixels of reconstructed blocks. The prediction

block is calculated based on the samples labeled A–M as

shown in Fig. 1. For example, mode 2 is called DC

prediction in which all pixels (labeled a–p) are predicted

by (A+B+C+D+I+J+K+L)/8. Mode 0 specifies the vertical

prediction mode in which pixels (labeled a, e, i, and m) are

predicted from A, the pixels (labeled b, f, j, and n) are

predicted from B, and so on. The remaining modes are

defined similarly according to the different directions as

shown in Fig. 1.

2.2. Cost function for intra-4� 4 mode decision of H.264/

AVC

To take the full advantages of all modes, the H.264/AVC

encoder can determine the mode that meets the best RD

tradeoff using RDO mode decision scheme. The best mode

is the one having minimum rate-distortion (RD) cost and

this cost is expressed as

JRD ¼ SSDþ lR (1)

where, SSD is the sum of squared difference between the

original block and the reconstructed block. R is the true

bits needed to encode the block and l is an exponential

function [14,15] of the quantization parameter (QP). In

order to compute the RD cost for each mode, the same

operation of forward and inverse transform/quantization

and variable length coding is repetitively performed. All of

these processing explains the high complexity of RD cost

calculation. To reduce the complexity, H.264/AVC refer-

ence software [7] provides an SATD-based cost function:

JSATD ¼ SATDþ l1 � 4P (2)

where SATD is the sum of absolute transformed difference

between the original block and the predicted block. P is 0

for the most probable mode and 1 for other modes.

2.3. Most probable mode

The choice of intra-prediction mode for each 4� 4

luma block must be signaled to the decoder and this could

potentially require a large number of bits. For this reason,

the best mode is not directly encoded into the compressed

bit stream. Intra-modes for neighboring 4� 4 blocks are

highly correlated. For the current block, a mode is

predicted based on the modes of upper and left blocks.

This mode is defined as the most probable mode. The

most probable mode is inferred according to the following

rules [12]. If the left neighboring block or the up

neighboring block is unavailable, the most probable mode

is set to 2(DC). Otherwise, the most probable mode is set

to the minimum of the prediction mode of left neighbor-

ing block and up neighboring block.

3. Reducing the number of candidate modes

In general, exhaustive cost calculation for all possible

modes is required to find an RD optimal mode. However in
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Fig. 1. Labelling and direction of intra-prediction modes.
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some cases, we can ignore some modes that are almost

not used because they have a very little effect on encoding

efficiency. A good prediction should also produce a small

value of SATD [13]. The basic idea [13] is to rank all the

candidate modes using easy-to-compute SATD costs, and

then evaluate Lagrange RD costs only for the few best

modes decided by ranking. However, correlation between

neighboring blocks is not considered in [13]. When the

prediction modes of the top and left block are known, we

have a probability list of the mode to be chosen for the

present block. Table 1 shows the percentage of mode

distribution with QP ¼ 28. The mode that has the smallest

SATD value has rank 1 and the one that has highest SATD

value has rank 9. Rank of mode is obtained when the best

mode is not the same as the most probable mode. From

Table 1, we observed that about 96% (on average) modes

are either the most probable mode, mode with rank 1, or

mode with rank 2. Hence elimination of modes associated

with rank 3–9 has a very little effect on encoding

efficiency. However, the remaining modes should perform

RDO.

4. Proposed intra-mode detection algorithm

Based on the most probable mode and rank, three

different cases are described as follows.

Case 1: most probable mode is the mode associated with

rank 1

If the most probable mode and the mode with rank 1

are the same, there is high chance for the mode associated

with rank 1 to be the best intra-mode. To verify the above

observation, extensive experiments have been conducted

on different video sequences and at different QPs to find

out the statistics of coding modes in test video sequences.

One way is to examine the conditional probability of nine

different modes with different ranks given that the most

probable mode is the same as the mode with rank 1. This

is called conditional probability because the condition

‘‘most probable mode is the same as the mode with rank 1’’ is

given. In Fig. 2, X-axis represents the rank of mode and

Y-axis shows their corresponding conditional probability.

It is shown that conditional probability of the event ‘‘best

mode equal to mode with rank 1’’ is about 98%. Therefore, it

can be concluded that if the most probable mode is the

ARTICLE IN PRESS

Table 1

Percentage of mode distribution

Sequences Most probable mode Rank

1 2 3 4 5 6 7 8 9

Akiyo (QCIF) 73.03 20.14 4.09 1.51 0.60 0.29 0.16 0.10 0.05 0.02

Foreman (QCIF) 58.68 28.70 7.00 2.67 1.36 0.67 0.38 0.32 0.13 0.09

Stefan (QCIF) 56.21 24.91 8.31 4.27 2.51 1.65 1.04 0.60 0.36 0.15

Carphone (QCIF) 68.16 22.46 5.35 1.94 0.89 0.50 0.28 0.22 0.12 0.09

Claire (QCIF) 80.97 13.80 3.18 0.98 0.45 0.24 0.13 0.12 0.08 0.04

Container (QCIF) 79.80 13.04 3.65 1.53 0.78 0.50 0.31 0.19 0.12 0.09

Mobile (QCIF) 37.32 36.38 12.35 5.66 3.15 2.00 1.25 0.89 0.61 0.38

Salesman (QCIF) 53.33 31.98 7.67 3.19 1.55 0.99 0.56 0.41 0.22 0.10

Paris (CIF) 67.27 21.33 6.01 2.42 1.20 0.72 0.43 0.30 0.20 0.12

Tennis (CIF) 64.72 20.34 6.50 3.16 1.94 1.28 0.91 0.57 0.37 0.21

Tempete (CIF) 48.22 28.73 10.47 4.93 2.78 1.68 1.14 0.86 0.62 0.57

Fig. 2. Conditional probability of different video sequences based on

case 1: (a) QP ¼ 24 and (b) QP ¼ 32.
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mode with rank 1 then best intra-mode is the mode

associated with rank 1.

Case 2: most probable mode is the mode associated with

rank 2

In this case most of the modes are those associated

with either 1 or 2. Fig. 3 shows the conditional probability

of nine different modes with different rank. Here the

condition is the most probable mode is same as the mode

with rank 2. From Fig. 3, it is shown that only a small

number of modes are within rank 3–9. Hence we can

eliminate the modes associated with rank 3–9. Only two

modes are selected as candidate modes.

To reduce further computation, we have used thresh-

olding technique based on relative SATD values between

modes with rank 1 and 2. It is reasonable to say that if the

difference between the SATD value of mode with rank 1

and that of most probable mode (rank 2) is relatively

small, the probability of the most probable mode (rank 2)

to be the RDO mode is higher. The relative SATD value

between the most probable mode (rank 2) and the mode

with rank 1 is calculated as follows:

RSATDrank2!rank1

¼
SATDrank2 � SATDrank1

SATDrank2
� 100% (3)

where SATDrank2 and SATDrank1 are the SATD value of

mode with rank 2 and mode with rank 1, respectively. In

this case, the algorithm of the proposed mode decision

scheme is given as follows:

if ðRSATDrank2!rank1oT1Þ

Best mode ¼ Mode with rank2;

else Best mode ¼ Mode with rank1;

Now the factor is how to find out the threshold (T1) value.

In order to justify the proposed algorithm and to find out

the threshold value, we have done some experiments with

different video sequences at different QP values and

ARTICLE IN PRESS

Fig. 3. Conditional probability of different video sequences based on

case 2: (a) QP ¼ 24 and (b) QP ¼ 32.

Fig. 4. Variation of conditional error probability with threshold value T1
for case 2: (a) QP ¼ 10 and (b) QP ¼ 40.
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observed the accuracy of mode decision with different

values of threshold. By varying the threshold from 0 to

100, we have calculated the probability that a wrong

mode is chosen for the current block. This probability is

called as the conditional error probability. Here first

condition is the most probable mode is same as the mode

with rank 2 and another condition is the value of

threshold is given. Fig. 4 shows variation of the probability

of wrong mode decision with threshold value T1 for

difference video sequences at different QP factors. It is

shown that for all of the sequences, minimum error is

found with threshold value of around 15 and 20 at QP

values of 10 and 40, respectively. From this observation,

we found that threshold T1 does not significantly vary

with the type of video sequence and QPs. From similar

experiments of different QP factors, it is shown that

threshold values for minimum error are within the range

15–25 for all QP factors, and within this range, variation of

conditional error probability is very low. Hence the

threshold value T1 of this algorithm is any value within

the range 15–25.

Case 3: Most probable mode is the mode associated with rank

3–9

Fig. 5 shows the conditional probability of different modes

with the condition ‘‘Most probable mode is the mode associated

with rank 3–9’’. In this figure, the most probable mode is

represented as rank 0. It is clear that most of the modes are

within rank 0–2. Hence modes with rank 3–9 do not

significantly influence the RD performance. In order to further

reduce the complexity, we have used early termination

algorithms. If SATD of rank 2 is much larger than SATD of

rank 1, then probability of the event ‘‘Mode with rank 1 is the

best mode’’ is higher. The relative SATD between mode with

rank 1 and 2 is calculated in (3). It is reasonable to say that if

SATD of themodewith rank 1, 2, and themost probablemode

are more similar, the chance of the most probable mode to be

the best mode is higher. To measure similarity, we have used

the absolute deviation D of SATD values, which is defines as

D ¼
X

2

rank¼0

SATDrank � m
�

�

�

� (4)
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Fig. 5. Conditional probability of different sequences for case 3: (a)

QP ¼ 28 and (b) QP ¼ 36.

Fig. 6. Variation of conditional probability of the event ‘‘Most probable

mode is the best mode’’ with deviation.

Fig. 7. Threshold T3 of different quantization parameters.
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where m is the mean SATD of mode with rank 1, 2, and the

most probable mode. Rank 0 represents the most probable

mode.

To justify the above statement, variation of condi-

tional probability of the event ‘‘Most probable mode is the

best mode’’ with deviation is plotted in Fig. 6. From Fig. 6,

it is shown that higher the value of deviation, the

conditional probability is lower. The conditional prob-

ability is more than 80% within the deviation value

0–20. Algorithm of mode decision for case 3 is summar-

ized as follows:

if ðRSATDrank2!rank14T2Þ

Best mode ¼ Mode with rank1;

else ifðDoT3Þ Best mode ¼ Mode probable mode;

else Best mode ¼ Mode which has minimum RD

cost between mode with rank1 and 2;

In order to set the threshold T2 and T3, we have done

several experiments for three different types of video

ARTICLE IN PRESS
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sequences (akiyo, foreman, and stefan) with QCIF format

at different QP values. Akiyo, foreman, and stefan

represent the sequence with low, medium, and high

motion, respectively. By changing the threshold, we have

observed the RD performance. We observed that T2 is

quietly independent on both of the type of video sequence

and QP values and better RD performance was found at

T2 ¼ 35. Threshold T3 is also independent of the type of

video sequence but depends on the QP values. Fig. 7

shows the variation of selected threshold T3 with QP

values. A generalized threshold curve is thus formed by

averaging the threshold values of all three sequences for

each QP. By using the polynomial fitting technique, the

generalized threshold value T3 is approximated as follows:

T3 ¼ 5:41� 1:2QPþ 0:06QP2 (5)

The flow diagram of overall mode decision is shown in

Fig. 8. In this algorithm, RD calculation is required only in

a part of case 3.

5. Simulation results

To verify the performance of proposed mode decision

algorithm, different types of video sequences with QCIF and

CIF format were used. The test parameters are: CABAC is

enabled; number of frames is 100; Hadamard transform is

used; frame rate is 30; threshold T1 is 17; QPs are 28, 32, 36,

and 40. JM 9.6 reference software [7] was used for evaluation

of the encoding performance. The results are performed on a

Pentium IV 2.8-GHz personal computer with 1-GB random

access memory (RAM) and Microsoft Windows XP as the

operating system. The comparison results are produced

based on the average reduction of mode decision time

(DTm%), average reduction of total encoding time (DTe%), the

average PSNR differences (DPSNR), and the average bit rate

differences (DR%). PSNR and bit rate differences are calcu-

lated according to the numerical averages between RD

curves [1]. DTe% and DTm% are defined as

DTe% ¼
TeðorgÞ � TeðproÞ

TeðorgÞ
� 100% (6)

DTm% ¼
TmðorgÞ � TmðproÞ

TmðorgÞ
� 100% (7)

where Tm(org) and Tm(pro) denote the 4� 4 intra-mode

decision time of the JM 9.6 encoder and encoder with the

proposed technique, respectively. Te(org) and Te(pro) are the

total encoding time of original encoder and encoder with

the proposed method, respectively.

5.1. Experiments with all intra-frame sequences

In this experiment, all the frames are intra-coded. The

main profile is used for encoding. Only 4� 4 intra-

prediction method is used. Encoding was performed with

two different cost functions (JRD ¼ SSD+lR and

JSATD ¼ SATD+4l1P) of different video sequences. The

performance comparison between the original encoder,

and the proposed method and JSATD are tabulated in Table

2. In the case of JSATD the average PSNR reduction is about

0.25dB and average bit rate increment is about 7%,

whereas in our proposed method, the average PSNR

reduction is about 0.07dB and average bit rate increment

is about 2.24%. PSNR decrement and bit rate increment of

stefan and mobile are a little bit larger than other video

sequences. This is understandable because as shown in

Table 1, percentages of mode within rank 3–9 of these

sequences are a little bit larger as compared to other

sequences. The proposed algorithm saves about 91% of

ARTICLE IN PRESS

Table 2

Experimental results for all I frames

Sequence JSATD Proposed

PSNR

reduction

DPSNR (dB)

Bit rate

increment DR

(%)

DTe (%) DTm (%) PSNR

reduction

DPSNR (dB)

Bit rate

increment DR

(%)

DTe (%) DTm (%)

Akiyo (QCIF) 0.25 6.27 71.86 96.26 0.06 1.62 69.69 93.07

Silent (QCIF) 0.24 8.29 74.45 97.25 0.07 2.48 69.90 90.75

Foreman

(QCIF)

0.21 6.36 74.54 96.11 0.06 1.93 72.09 92.30

Carphone

(QCIF)

0.21 5.67 72.33 92.79 0.09 2.57 71.88 90.26

Stefan (QCIF) 0.35 8.22 75.56 96.54 0.11 2.74 70.28 89.59

Mobile

(QCIF)

0.34 7.74 78.52 96.25 0.13 2.88 71.97 89.59

Bus (CIF) 0.25 7.03 72.42 96.44 0.08 2.42 71.11 91.95

News (CIF) 0.22 5.74 71.29 96.19 0.03 0.86 69.71 93.16

Silent (CIF) 0.18 7.36 70.12 95.15 0.08 3.06 69.51 92.58

Average 0.25 6.96 73.45 95.88 0.07 2.24 70.68 91.47

Table 3

Percentage of evaluating two modes

Sequence Percentage (%)

Akiyo (QCIF) 13.92

Silent (QCIF) 21.56

Foreman (QCIF) 23.71

Carphone (QCIF) 17.87

Stefan (QCIF) 34.38

Mobile (QCIF) 40.60

Bus (CIF) 22.45

News (CIF) 13.02

Silent (CIF) 20.32
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mode decision time and 70% of total encoding time as

compared to JRD. In the proposed method RD cost

calculation is not required during case 1, case 2, and part

of case3. Hence, in these conditions, computation of DCT,

quantization, entropy coding, inverse quantization, and

inverse DCT has been saved. RD cost calculation of two

modes (mode with rank 1 and 2) is still necessary if

relative SATD is smaller than a threshold T2 and deviation

is larger than the threshold T3. But probability of

evaluating two modes is small, especially for low and

medium detail sequences, which are given in Table 3.

Hence the complexity of proposed method is quite similar

with JSATD . As shown in Table 2, for complex sequences

(stefan, mobile), the proposed algorithm reduces about

89% of mode decision time whereas JSATD reduces about

96% of mode decision time. However, RD performance of

the proposed method is much better as compared to JSATD.
The RD curves are given in Fig. 9. RD curve of the proposed

method is much closer to RD optimized curve and better

than JSATD for all type of sequences.

5.2. Experiments with IPPPP sequences

In H.264/AVC, macroblocks in P frames also use intra-

coding as the possible coding modes. Thus great time

saving is expected by using fast intra-coding algorithm for

these types of sequences. To evaluate performance of the

proposed method during inter-frame coding, several test

video sequences are used. In this experiment, the period

of I-frame is 5 and rate control is enabled. CABAC is used

as the entropy coding method in the case of main profile.

Eight different types of sequences are encoded with lower

and higher bit rate. Additionally, fast motion estimation

method is also used. The experimental results are

presented in Table 4. It can be seen that the proposed

approach has reduced the total encoding time by about

40% and 45% during encoding of baseline and main profile,

respectively. The PSNR reduction and bit rate increments

are very negligible.

5.3. Comparison with other methods

In this experiment, the proposed method is compared

with two different mode decision methods introduced in

[11,13]. PSNR and bit rate differences are calculated

according to numerical differences between RD curves

[1]. Complexity reduction is calculated as

Complexity reduction ð%Þ

¼
Tref � Tproposed

Tref

� 100% (8)

where Tref is the mode decision time of the method

presented in [11,13] and Tproposed is the mode decision

time of the proposed method. Positive values for PSNR and

bit rate differences indicate increments, and negative

values indicate decrements. The percentage of complexity

reduction is obtained by taking average of complexity

reduction of six different QPs (20, 24, 28, 32, 36, and 40).

From the comparison results in Table 5, it is shown that

our proposed method reduces the bit rate of about 0.66%

and increases the PSNR of about 0.03dB on average. We

can see that there is a slight coding improvement relative

to [11] for low and medium motion sequences. However,

for high motion sequences such as stefan and mobile, RD

performance of the proposed method is a little bit lower

than that of fast-mode decision method in [11]. But this

performance degradation does not affect the visual quality

significantly. For all types of sequences, the proposed

algorithm achieves a better complexity saving, which is

about 70%. Experimental results of the proposed method

compared to [13] are presented in Table 6. From Table 6,

we can observe that as compared to [13], the proposed

mode decision method reduces about 70% of mode
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Table 4

Experimental results for IPPPP sequences

Sequence Target rate

(kbps)

Baseline profile Main profile

PSNR reduction

DPSNR (dB)

Bit rate

increment DR

(%)

DTe (%) PSNR reduction

D PSNR (dB)

Bit rate

increment DR

(%)

DTe (%)

Akiyo (QCIF) 30 0.01 0.19 40.09 0.01 0.26 46.05

200 0.01 0.15 43.27 0.01 0.19 51.38

Foreman (QCIF) 30 0.03 0.61 37.44 0.02 0.03 44.94

200 0.04 0.13 40.15 0.03 0.20 48.33

Stefan (QCIF) 30 0.02 0.26 37.17 0.02 0.06 42.92

200 0.08 0.02 39.85 0.07 0.25 45.96

Silent (QCIF) 30 0.06 0.52 37.36 0.04 0.49 44.54

200 0.04 0.14 40.98 0.05 0.77 48.22

Carphone

(QCIF)

30 0.08 0.36 39.22 0.07 0.76 45.86

200 0.09 0.33 42.10 0.06 0.15 48.99

Tempete (CIF) 100 0.04 0.16 38.82 0.01 0.21 44.98

3000 0.03 0.26 43.07 0.03 0.01 49.85

Bus (CIF) 100 0.04 0.83 33.54 0.04 0.67 34.22

3000 0.03 0.25 38.86 0.03 0.19 38.05

Flower (CIF) 100 0.02 0.16 35.13 0.04 0.43 34.44

3000 0.06 0.28 39.03 0.04 0.61 39.08

Average 0.04 0.29 39.13 0.03 0.33 44.23
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decision time of intra-coding with ignorable degradation

of coding performance.

6. Conclusions

In this paper, an efficient SATD-based intra-mode

decision algorithm is proposed for H.264/AVC video

coding standard. This algorithm is motivated by the fact

that there is strong correlation between RDO cost and

SATD. Also natural video sequences are highly spatially

correlated. Hence the probability for mode of upper or left

block to be the best mode of current block is high. Based

on the combination of rank and most probable mode, the

proposed method reduces the number of candidate modes

from 9 to 1 or 2. The experimental results verified that the

proposed technique is suitable for intra-mode decision of

H.264/AVC. For RD performance very close to the

standard, the proposed scheme affords significant time

saving as compared to original H.264/AVC. The proposed

technique reduces mode decision time by 91% (on

average) and total encoding time by 70% during intra-

frame coding of H.264/AVC. During inter-frame coding the

proposed method saves about 45% of total encoding time

without significant performance degradation. The pro-

posed scheme is very relevant to low-complexity coding

system.
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Table 5

Rate-distortion and complexity performance as compared to fast mode

decision method [11]

Sequence

(QCIF)

PSNR

differences

Bit rate

differences (%)

Complexity

reduction (%)

Akiyo 0.04 �1.7 74.54

Silent 0.10 �2.3 77.32

Foreman 0.05 �0.4 70.72

Carphone 0.02 �2.4 73.64

Stefan �0.04 1.5 65.24

Mobile �0.01 1.3 61.65

Average 0.03 �0.66 70.50

Table 6

Rate-distortion and complexity performance as compared to fast mode

decision method [13]

Sequence

(QCIF)

PSNR

differences

Bit rate

differences (%)

Complexity

reduction (%)

Akiyo 0 0.10 78.31

Silent 0 0.15 63.75

Foreman �0.01 0.34 73.57

Carphone 0 0.17 75.03

Stefan �0.02 0.76 64.63

Mobile �0.02 0.40 59.16

Average �0.008 0.32 69.08
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