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ABSTRACT

This tutorial paper discusses the basic parameters
which determine the accuracy of timing measurements
and their effect in 3 practical application, specifi-
cally timing with thin- jurface barrier detectors.

The discussion focusses on properties of the detec-
tor, low-noise amplifiers, trigger circuits and time
converters. New material presented in this paper
in¢ludes bipolar transistor input stages with noise
performance superior to currently availahle FETs,
“noiseless" input terminations in sub-nanosecond pre-
amp*ifiers and methods using transmission iines to
uuple the detector to remotely mounted preamplifiers
Trigger circuits are characterized in terms of effec-
tive rise time, equivalent input noise and residual
jitter.

1. INTRODUCTION

Fast timing with semiconductor detectors is a
many-faceted subject, where the mul<itude of relevant
details can easily obscure the fact that the perfor-
mance of a) timing systems is determined by only a
few basic principles. The purpose of this tutorial
paper is to point out these principles snd demonstrate
how they apply to a specific situation. For clarity
this demonstration will be restricted to thin surface
ba-rier detectors. This choice is justified by the
fact that systems using these detectors not only pro-
vide the best time resolution currently being obtained
with semiconductor detectors, but that they also have
the potential for significant improvement.

A typical nuclear detector system usine surface
ba~rier detectors is the aE-E time-of-flignc tele-
scope. Figure 1 shows the basic configuration of
such a system: a thin transmission detector {aE) and
a stop detector (£) are spaced so that particles pas-
sing through the start detector traverse a distance s
before impinging on the stop detector. The time-of-
flight t between the two detectors is measured, which,
together with the energy E measured in the stop detec~
tor, permits calculation of the particle mass:

m-2iee (1
2

Experimental results! for a typical system are shown
in Fig. 2. In this measurement the thickness of the
sE detector was 24 pm, that of the E detector 58 um.
Mass resolution of 0.4 amu was obtained by a 19 cm
fiight path and an overall time resolution of 85 ps
FWHM. The relationship between aE and £ yields the
atomic number Z of the reaction products as shown in
the Z-spectrum {Fig. 2b}). Event by event sorting of
m according to bins in the Z-spectrum, corresponding
to individual atomic numbers A, yields unambiguous
identification of the reaction channeis (more than 20
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Fig. 1. Configuration of a sE-E Time-of-Flight (TOF)
Telescope.

in the example shown). Gating m with Z = 8, for ex-
ample, results in the mass spectrum of oxygen isatopes
(Fig. 2c).

Time resolution of 50 to 100 ps is heing obtained
routinely by several experimental groups.z' In order
to recognize and understand the limiting factors in
these measurements it is necessary to systematically
eva-uate the contributions of a)] compcnents in the
timing system.

2. SYSTEM COAPONENTS AND BASIC CRITERIA

The hasic semiconductor detector timing channe?
is shown in Fig. 3. Tts components a-e:

1. A detector, which praduces 3 current or vo'tage
pulse when a particle deposits energy in its sensi-
tive vo'ume.

2. A series of amplifiers, which present the appro-
priate impedance to the detector and amplify the
detector signal by an amount sufficienrt to drive the
trigger circuit.

3. A trigger (often called a discriminator}, which
furnishes a normalized lcgic pulse with a well defin-
ed time relationship to the fvariable) input sigra!
and ultimately to the physical cause of this signa?,
i.e. the particle impinging on the detector.
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Fig. 2. Total mass spectrum (a), Z-spectrum (b) and
mass spectrum for Z = 8 (c) taken with a AE-E TOF
telescope,

4, A time digitizer, which measures the time dif-
ference between the detector signal and a reference
channel, either a second detector - as in the TOF
telescope - or a fast buncher determining_the time
structure of a pulsed accelerator beam,’-/ Typically
this is a combination of a time-to-amplitude converter
{TAC) and an ADC.

Before investigating these individual components
in detail, we must estabiish the basi¢ criteria which
determine time resolution.
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Fig. 3. Basic components of a timing channel.
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Fig. 4. Parameters which determine time resclution,

If a noisy analog pulse is applied to a leading
edge trigger, (i.,e., a circuit producing a logic
pulse when the input signal exceeds 2 fixed tireshnld
level) the timing uncertainty can be obtained oy a
simple geometric transformation (Fig. 4a). Project-
ing the variance », of the momentary signal ampli-
tude on its rate orf' change dV/dt at the trigger thres-
hold ¥y yields the variance in time oy of the output
pulse, called “jitter".

%t T (HVT (2)
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where ¢; represents transit time differences in the
detector or associated electronics (residual jitter).
~n represents amplitude variations of any kind, not
only noise but also variations in pulse shape. If

ap is determined by noise alone it is equal to the

rms noise voltage. Multiplying the standard deviation
a1 by 2.35 yields the time resolution FWHM. Minimum
jitter results when the trigger threshold is set at
the point of maximum slope dV/dt of the pulse transi-
tion (Fig. 4b).

Qualitatively, this relationship shows that in-
creasing signat-to-noise ratio, decreasing rise time
and decreasing residual jitter lead to improved time
resolution. Furthermore, if o and (dvldt)v are accu-
rately measured, this equation provides a quIntitative
benchmark against which the characteristics of a de-
tector (st) or the electronics can be measured. This
is one of the most important tools in estimating the
capabilities of a timing system and its individual
companents.

3. THE OETECTOR

Electron-hole pairs are formed along the track of
the incident particle in proportion to the stopping
power of the detector material, The electrons and
holes are accelerated toward the positive and nega-
tive electrode respectively, attaining a velocity of

(a)

T - Eix

where T is the local electric field strength and u is
the mobility of the charge carriers. The mobility of
@lectrons u_ is roughly three times as large as the
mobitity of holes u.. Carrier mobility ig constant
at tow fields E < £.. where £, = 2.5 <107 ¥ cm~* for
electrons and E, = 7.5-1 3 v ca-! For holes in sili-
con at room temperature. Under thes cquit{cns

u_ = 1350 cam? v-1 ¢~ and yo = 480 cm@ y-1 -1, “at
high fields (E > 5-10% v em~1) carrier mobility becomes
inversely proportiona) to the electric field so that
the charge carriers attain a saturation velocity inde-
pendent of field strength, corresponding to a transit
time of 10 ps per um detector thickness.

Application of a reverse bias valtage vy to a
surface barrier or junction detector resuylts in a
depletion region of thickness

d = \'2 cu Yy

wherg  is the mability of the majority carriers, o
the resistivity and ¢ the dielectric constant of the
semicondurtor material. If d is sma'ler than the
thicknass D nf the semiconductor wafer {partial deple-
tignY the electric field distribution is

(5)

Efx) = 6}

(Fig. 53}. The maximum field strength at the junc-
tion 'x = 0) s

. b (7

The depletion depth and the maximum field strength
both increase with the squara root of the applied
bias voltage. The electric field ~ and therefore the
carrier drift velocity - decreases linearly towards
2ero at the end of the depletion region, leading to
long total collection times.

A more uniform field distribution results from
"overbiasing” the detector, that is applying a bias
voltage in excess of that required for total deple-
tion of the semiconductor wafer (d = D). The minimum
field strength in the depletion region then increases
to

€ )
mipn = T

D
where Vg is the bias voltage required for total de-
pletion. The field strength rises linearly toward
the front contact attaining a maximum value

¥

+ 1Y

3

Emax = Emin (8)

as shown in Fig. 5b. As a practical aid the abave
relationships expressed in technical units are com-
filed in the Appendix.
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Fig. 5. Electric field d:stribstion in a partially

depleted (a) and a tota 'v depleted detector (h}.

The motion uf & carrier wilth charge e 1n the de-
tector volume induces a change 1n the charge on the
detector electrodes at a rate

carrespond:ng to the curreat which wou'ld flow into an
externa' circuit with zern ympedance. Summing the
contributions as a functinn of time of all charges as
they mova from their respective positions along the
particle track to the correspnanding electodes yie'ds
the total! current pu'se. The induced charge is ab-
tained by integrating the signal current over the
collection time, with the interesting result for the
incremental induced charge

ax
80 = — (10}

d



where Q 1s the total charge produced by the ionizing
particle and ax/d is the fraction of the fstector
thickness which the charge has traversed. A pre-
cise calculation of the induced pulse shape must in-
clude the variation of ionization density aTong the
particle track, the electric field profile and the
velocity dependence of carrier mobility, which is
cumbersome but easily done with a computer. Howaver,
a quick estimate of the collection time can be made
by multiplying the thickness of the detector by the
average incremental collection tiTe {e.g., 15 ps/um
for electrons at (E =~ 2:10% v em~!}.

The following general conclusions can be drawn
“rom the preceding discussion:

1. High field strengths are required to reduce col-
lection time, i.e. increase dv/dt.

2. For a given depletion depth, the average field
strength w11l be higher in a detector fabricated from
tow resistivity material.

3, In order to obtain high field strengths throughout
its sensitive volume the detector must be overbiased.
The gr:ater the relative overbias Vy/Vp, the more
uniform the field profile will be,

4. The collection time in thin detectors is extremely
small, as low as 500 ps for 50 um depletion depth, for
example.

Confusion is widespread among experimenters re-
gqa~ding overbias and its effect on collection time.
Specifying overbias, i.e. the ratio of applied voltage
to depiation voltage by itself, only indicates the
r3tio of maximum to mraimum {non-zero) field strength
in the detector. Collection time -~ the more relevant
parameter fo- timing purpos - - is dependent on the
magnitude of the electric field, and this is the quan~
tity which should be considered.

Seleztion criteria for the optimum thickness of
the stop detector are not immediately clear. If tim-
ing is derived from the current pulse (see Section 4},
the thinnest possible detector {thickness equal to
particle range} will provide the maximum current as
indicated by Eg. 9. On the other hand, if the vo'tage
pJise, i.e. the current pulse integrated on the detes-
tor capacitance, is used the signal amplitude Vg is
datermined by the detector capacitance Cp

Sidt 0 (1)
Vo = S o 2 xp.p
3 [ [ =

in this case the signal amplitude will increase with
detector thickness fdecreasing capacitance}. Figure
5 illustrates the situaticn for two cases: 1) detec-
tor thickness equal to pa-ticle range (D = R}, and 2}
detector thickness equa) to five times particle range
{0 = 5R}. Equal field strength, uniform throughout
tne detector, 5 assumed in both cases. For D = R the
pazi amplitude of the current pulse ig is five times
35 large as for D = 5R. However, for the thicker de-
tectcr the voltage pulse has five times the amplitude
as rompared to the thinner detector and despite the
‘arger collection time still has o 20% larger rate of
change fdV/dt)psy. Figure 6b also illustrates that
tntal collection time will be smaller for a thick de-
teztor (D »> R} made of n-type, rather than p-type
mate~ial, since the major part of the pulse is due to
the faster carriers. However, as brought out in

Fig. fa, the portion of maximum slope dV/dt rather
than the total! collection time is relevant for timing
applications.

- e

Fig. 6 Current {(top} and charge or voltage pulse
shapes (pottom) for two detectors: one where the
detector thickness equals the range of the incident
particle (a), and one whers the detector thickness is
five times the range (b). i, and i_ denote the
current pulses due to holes and electrons, respec-
tively. ig is the total current pulse.

The seemingly obvious advantages of wusing the
current pulse for timing purposes tend to vanish when
2 practical system is considered. For example, the
attainable rise time is limited by the input time con-
stant Cp-R; of the detector capacitance and the input
resistance R; of the preamplifier. For a given value
of Ry the larger capacitance of the thin detector will
therefore compensate the advantage of the larger pulse
amplitude by increasing the rise time. As will be dis-
cussed in Section 4, current mode operation is imprac-
tical for thin, high capacitance detectors. There-
fore, the following discussion will focus on exploit-
ing the voltage pulse.

The best timing for the voltage pulse is obtained
on that portion of the transition where both electrons
and holes contribute to maximize dV/dt. Magnitude
and slope of this portion remains unchanged when the
detector thickness is increased beyond D = 3R (the
thickness where the collection times for electrons
and holes are equall, provided the field strength is
maintained at the same value. However, this invari-
ably is the practical timitation when selecting a
detector, For use as ~ detectors totally depleted
detectors of 50 to 200 um thickness usually offer the
best compromise between high field strength and low
capacitance. The thinner detectors usually allow
higher field strengths. Another Zrawback of using
too thick a detector arises when ‘he portion of maxi-
mum slope is so small, that it cannot be utilized due
to the pulse curvature introduced at the pulse origin
by multiple integration, which is the rule in fast
pulse systems.

High resistivity detectors operated with consider-
able overbias would provide the most uniform field
profile, but commonly available detectors of this type
generally cannot withstand the higher field strength,
breakdown usually occurring at the “"resistive® con-
tact. Detectors made of low resistivity material {~ =
100 to 1000 £ cm) require higher depletion voltages to
begin with, and with overbias will usui\ly sustain
minimum field strengths of 2:10% v Rr more_reli-
ably. Exceptional devices talerate 5-10% v cm-! or
more.



In the af transmission detector, range always
equals detector thickness, which is selected on the
basis of dynamic range in particle identification.

For timing considerations the aE detector should be
chosen as thick as possible, providing a larger signal
by virtue of both the increased energy loss and the
reduced capacitance.

As a general rule the area of the detector should
be chosen as small as can be justified, since the
capacitance directly affects the signal-to-noise
ratio. Charge collection is usuaily poor near the
periphery of the detector and a suitable aperture
should be used to block the outer millimeter or so.

The preceding discussion has emphasized processes
in the depletion region in determining pulse shape and
timing accuracy. As a next step. it is necesary to
consider the effect of the signal path and of imper-
fections in the detector.
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Fig. 7. Eauivalent circuit of a partially depleted
detector with preamplifier.

Figure 7 shows the egquivalent circuit of a par-
tially depleted detector. Charge collection and the
dep etion region are represented by a signal current
sonrce i.(t} and a shunt capacitance Cp on which
the signal voltage vg{t) is produced. The undeplet-
ed bulk silicon betwean the depleted volume and the
rgsistive contact is equivalent to a parallel RC
comhination Rg, CS' The resistance associated
with the rear contact is Rp and the inductance of
“he output connection Lec. The input impedance of
the preamplifier exhibigs a resistive and a capaci-
tive component R; and Cj.

The time constant RqCq is a material constant
niependent of bias voltaje

g = Rglg = rre (12)
which can be expressed numerically as
15 = 1.06-10-3 & (13)

where Tg is expressed in ns and o in R cm, The
equivalent impedance of this circuit is resistive for
frequencies w ¢ 1/7g, 2 conditon which is usually
fulfilied in practical situatinns. A series resis—
tance in the signal path forms an integrator with the
preamplifier input capacitance Cj, degrading the

ERo

obtainable rise time. This series resistance is in-
creased significantly over the DC value since the
charge induced on the electrode by the moving calumn
of collected charge is concentrated on a small area,
whose order of magnitude corresponds to the lateral
extent of the charge column. The diameter of this
column is determined by the initial ionization atang
the particle track and lateral diffusion during the
collection process. These values are not known ac-
curately, but seem to be of the nrder of 10 to 100 um.
The resuiting series rssistance commonly attains
values up to 103 to 109, even in low resistivity

(o = 109 2 cm) detectors. The integration time con-
stant RgC; resulting from 10 pF input capacitance,
for example, is then 10 to 100 s, typically an arder
of magnitude greater than the collection time of the
detector.

Obviously this series resistance chovld Le eli-
mirated and is one of the main reasons for using
totally depleted detectors in timing measurements.

Ancther reasan for avoiding partially cepleted
detectars stems from the non-uniform dopant concen-
tration tn the silicon ingots ‘rom which the detentor
siices are cut. The variation in resistivity can be
as high as 20% across the diameter cf the detector,
leading to a systematic variaiion in depletion depth
with correspending changes in field strength and col-
lection time over the detector area. The series re-
sistance of the bulk silicon layer also varies accord-
ingly. Measured data on these effects have been pub-
lished by Henschel, ot al. T, totally depleted
detector this relative varial on in field strength is
reduced in proportion to the app 1ed overbias.

The series resistance R¢ iniludes any reuistance
associated with the detector electrodes and the re-
sistance nf conr?it{ ns. Typice'ly, Re is not more
than a few ohms. 7. The series inductance Lg
is the inductance of the connrections, In conjunc-
tion with the input capacitance C; of tne preamp’i-
fier the series inductance forms a low pass f'lte~,
which can severe'y deqrade the signal rise tine. Tne
inductance due to a 1 cm length of 0.5 mm diamater
wire connecting the detector to a preamplifier with
10 pF input capacitance would by itself resutt in a
rise time of 1 ns. Obviously, detector assemh'ies
using a coiled spring contact shou'd not be used.
The series inductance can be reduced by using low
inductance capacitors (e.g. monolithic multilayer
chip capacitors) and ribhnr leads instead of thin
wires in the signal path,

Tre input LC circuit will also tend to ‘ring’ at
its resonant frequency un'ess it is damped suff-c-
iently by an equivalent series resistance, This can
be provided by the real part of the input impedance
of the input amplifier, which even for an FET is typ’
cally of the order of 107 I or less at high fregien-
cies. Obviously it wou'd be best to use an inpu
stage presenting an essentia’ly resistive load. Tais
cannot be achieved with conventional FET input stages,
but suitable alternatives will be presented in the
next section.

The variation of signa' propagation time on the
electrodes of the detector can also significantly
degrade time resplution, especially when large area
detectors are used. Sanderson, et, a'. have measured
a delay of 50 ps fo- particles impinging at a radius
of 4.5 mm with respect to the center of thg detector,
and a delay of 110 bs at a radivs of 7 mu.1? In-
creasing the resistive compnnent of the distributed
RLC transmission line formed by the electrodes by



making them extremely thin (< 10 ug/cm2 Au, for
example) will significantly increase the delay and

the dispersion, i.e. charges in rise time over the
detector area. The variation in delay is especially
pronounced when the low resistance connection to the
electrode is at only one point, rgther than a1gng the
wholé perimeter of the detector.13 A 40 ug/cme cir-
cular gold elecirode (as commonly used on commercially
available deteclors) with a low resistance contact made
along the entire circumference will exhibit a total
resistance of about one ohm 2nd seems to be a reason-
able compromise between a minimum dead layer and low
rgsistance. The effect of these changes in delay is
reduced for short flight paths between detectors, since
the loss of correlation between the positions of inci-
dence on the two detectors due to small angle scatter-
ing is reduced. In principle this sytematic deviation
could be corrected event by event if the position of
incidence were measured.

In the detection of heavy ions the charge coilec-
tion process is modified by the extremely high density
of charge formed along the particle trajectory. The
differential energy loss {corresponding to the Bragg
peak) is 0.3 MeV/um for a 0.8 Me¥ o particle, increas-
ing to 5 MeV/um for 90Ar at 50 Mey, 10 Mev/um for
8lr at 135 Mgy and 30 Mev/um for 238y at 1 Gev par-
ticle energy. These values should be compared to
0.4 ke¥/um energy loss for 1 MeV electrons, correspond-
ing to an increase by a factor of 103 to 105 for the
heayy ions over minimum ionizing particles. The re-
sulting charge density is so high that the electric
field in the detector volume cannot penetrate the plas-
ma column._ _Therefore, it initially expands by ambipolar
4iffusion,17 yntil the plasma is sufficiently dilute
for the electric field to penetrate it and act on the
charges. The collection process can be accelerated by
a sufficiently large electric field eroding the olasma
at the surface, thereby whittling it down.

We should therefore expect the “"plasma effect” to
manifest itself in two ways: 1) the signal induced
on the electrodes will be delayed, since the plasma
sheath remains neutral during the initial ambipolar
diffusion phase (plasma delay). 2} collection time
will increase due to the gradual erosion of the
plasma. Since the time required for the plasma to
dilute sutficiently for the external field to act on
the charges is subject to statistical uncertainties,
one should also expect a plasma jitter to be associ-
ated with the plasma delay, i.e. 2 degradation of
time resolution. A more detailed discussion of these
phenomena has been presented by Tove and Seibt, '8,

Despite the large number of papers published on
tie subject of plasma effects, there is little (if
any) reliable data on how they guantitatively affect
time resolution, This is due to the fact that very
¢ew investigators have adequately determined the char-
acteristics of their timing electronics. Excellent
data on plasma delays have been published by Henschel,
et a12D,€1  indicating @ constant value of 3 ns for
fission fragments and 1.4 ns for 6.1 Me¥ o particles
3+ low fields, At field strengths greater than
*0% v/em for fission fragements and 3-10° V/cm for
a'pha particles the plasma delay decreases with in-
creasing field strength as -l

The particle dependence of the plasma delay alters
the mass calibration of a time-of-fiight spectrometer.
How plasma deiay quantitatively affects time resolu-
tion is not known, In a recent experiment at the
Argonne Superconducting Heavy Ton Linac the author,

together iwith W. Heming, D. Kovar and R, Pardo measur-
ed 32 ps time resolution with 230 Mev 235i ions in

a closely spaced pair of detectors. Within the errors
of a few percent the measured resolution was determin-
ed sglely by the timing electronics, indicating an
upper limit of 10 ps for plasma jitter. Average field
strengths in the 27 um thick aE detector and }42 um
thick E detector were 1.1-10% V/cm and 2,0-10% V/cm,
respectively. The ratio of maximum to minimum field
strength was 1.3 in the 2E and 1.2 in the E detector,
ensuring a high field throughout the length of the
particle track.

The presence of plasma effects can be estimated
by observing the shape and rise time of the detector
pulse with increasing detector bias and comparing this
with the expected behavior for unretarded charge col-
lection. Measurements of this type indicate that
plasma effects are negligible for "1ight" heavy ions
with A ¢ 50 if the field strength E aIgng the particle
track is 2:10% ¥/om or more. E > 3-10° V/cm seems
to be adéquate up to A = 100, whereas field strengths
of 5 to 7-109 ¥/cm {or more?) are required for lead
and uranium jons. The latter fields are only obtaina-
ble with exceptional detectors, however, field stren-
gths of 2 to 3-10 v/em can be readily achieved.

At first glance it would appear that plasma eros-
ion could be accelerated if the electric field were
oriented perpendicular to the particle track, not
parallel as is_usually the case. As pointed out by
Tove and Seibtld this is irrelevant, since the high
conductivity of the plasma column will deform the
electric field, so that locally it wi'l auiomatice ™y
be oriented normal! to the surface of the plasma.

Plasma ernsion can also be accelerated by cooling
the detector. At a tield strenght of 10% vicm the
drift velocity nearly doubles when the detector is
cooled from 300 K to 77 X (the relative increase in
velocity is significantly greater at low fields).2?

It is doubtful whether this modest increase is rea'ly
worth the bother of cooling to liquid nitrcgen temper-
ature. On the other hand, it does show that there is
nol much to be gained in this regard by cooling the
detector by 20 or 30 degrees, as is often done.

In conclusion it can be said that, despite fre-
quent claims to the contrary, plasma effects are not
ihe main source of timing uncertainty for light- and
med ium-mass heavy ions - provided the basic rule of
having sufficient field strength along the particle
track is observed. 1In the highest resolution heavy
ion time-of-flight measurements done today, timing
Jjitter is determined by electronics.

4. AMPLIFIERS
A. General Comments

The first stage of the amplifier must provide the
proper load for the detector. It must also exhibit
Tow noise and sufficient gain, so that noise from
subsequent stages does not contribute significantly.
The rise time of the amplifier should correspond to
the maximum rate of change dV/dt of the detector
pulie, Increasing the bandwidth of the amplifier
increases the noise more than dv/dt. Decreasing the
bandwidth decreases dV/dt more rapidly than the
noise, which is propo~tional to the square root of
bandwidth, Restricting the low frequency response,
i.e. clipping, offers practically no advantage -
except in the presence of low frequency noise (e.q.
power line noise) - since a significant reduction in



noise bandwidth will tend to roll off the pulse
transition, degrading (dV/dt)may more than the
noise is reduced.*

B. Voltage vs Current Mode

In principie, it is possible to exploit either
the current pu’se or the voltage pulise of the detec-
tor for timiny purposes. The current pulse has the
fastest rise time - only dependent on the external
circuitry. The short collection times of thin detec-
tors also result in sufficiently large instantaneous
currents, The voltage pulse is formed by integrating
the current pulse on the detector capacitance. Its
~ise time is equal to the width of the current pulse
grd at first glance would seem to be inferior. Why,
then, is the voltage mode used almost exclusively?

The criteria for current and voltage mode opera-
tion are given in Fig. B, 1If the input time constant
formed by the detector capacitance and the input re-
sistance of the preamplifier t; = R;Cp s much smaller
than the collection time, the Jdetector capacitance will
discharge faster than charge is induced on it by the
collection process. The current into the input of the
preamplifier is then equal to the signal current due
tc movement of charge carriers in the detector- current
mode. f the input time constant R;Cp is large com-
pared to the collection time, the induced charge will
rema‘n on the detector capacitance and be transformed
ta 3 voltage ¥ = Q/C: vopltage mode.

The collection times in thin detectors are a few
nanoseconds or less. Tha input time constant for
currant mode operation would therefore have to be of
the order of 100 ps. fFor a 100 pF detector the input
cesistance must then be one ohm or less in the giga-
hertz range, Higher capacitance detectors are com-
mynTy used and would require even lower values of
input resistance. With present oay components it is
impossible to achieve such Tow values of input resis-
tanze at high frequencies. Therefore, in a system
Jsing thin, high capacitance detectors there is, for
377 practical purposes, no such thing as a current
sansitive preamplifer.

The following discussion will therefore be formu-
“ated in terms of input voltages. In the voltage
mode the detector can be considered as 2 low imped-
ance voltage source. For a given input eguivalent
naise vnltage, all situations with the same ratio of
detected energy ta detector capacitance will provide
the same signal-to-noise ratin.

€. Noise Sources

In the frequency ranae of interest here, the dom-
*nant nnise sources have a unifn-m spectral density,
i.e. they are "white". Furthermore, no complex pulse
shaping is vavalved: the passband of the amplifier is
essentially flat with an upper frequency cutoff.
Tharzfore, the noise ana'ysis can easily be performed
‘n the frequency domain.

$ThigTstatement is not valid if the pulse transition
is determined by only one integration time constant
where dV/dt is maximum at the origin t = 0. [n prac-
tice the transition is formed by multiple integration
leading to an initial curvature before the region of
mazimum slope is reached.

7;=R;Cp

Ty«tgoy —* i; =is CURRENT MODE

T;®teg —* i;<is  VOLTAGE MODE

_Jigdt

Co

Vo= g5

XBL 822-711:

Fig, 8, Criteria for current and vo'tage mode
operation.

The combined effect of al! input noise scurces can
be expressed by two parameters: an equivalent input
noise voltage e, and an equiva'ent input noise cur-
rent i,. as shown in Fig. 9. The noise current flows
through the source impedance . resulting in a noise
voitage in-Zg. This adds to tae equivalent input
noise voltage e,. resulting in the tota! equiva'ent
input noise voltage

e tot =,,en? v (inlg)? {14}

The main reason for using field effect transistors as
the input device in semiconductor detector preampli-
fiers is their extremely low equivalent input noise
current - mainly determined by the gate leakage cur-
rent which is typically six or more orders of magni-
tude less than the base current in bipolar transis-
tors. The relevant quantity, however, is the product
inZE: Tow capacitance detectors used with microsecond
peaking times {corresponding to low frequencies) ex-
hibit 3 high impedance Ig = Xr = l/uf and, converse'y,
high capacitance deteciors used with nanosecond peaking
times {corresponding to high frequencies) present a low
impedance, where the product i,-Ig may be negligible
compared to the equiva’ent input noise voltage e,. The
former situation corresponds to a typical high-resolu-
tion gamma or x-ray spectrometer, whereas the latter
represents a fast timing system as considered here.

The noise characteristics of field effect transistors
and hipotar transistors will therefore be examined.
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Fig. 9 Equivalent noise voltage e, and equivalent
necise current in are generalized parameters which
characterize noise pecformance of an amplifier for
any source impedance.

D. Noise in Field Effect Transistors

The dominant noise source in an FET is the ther-
mal noise associated with the channel resistance.
The equivalent inpgt ngise density (i.e. referred to
1 Hz bandwidth) i523,2

vp = GkT R, {15)
where
¢
Ry = 7 (1 *lE) {16)
Im 3¢

gn being the transconductance of the FET, Cgg the
gate source capacitance and C the total input capaci-
tance C; + C?. R, is the equivalent noise resis-
tance. The first term in Eq. 16 is the channel noise,
the second term represents channel noise fed back to
the gate. In the following discussion the equivalent
noise resistance will pe simplified to

Ro = 1 (17)
9m

since this does not modify the salient points to be
made.

The detector signa) is

Vg = {18)
Thz signal-to-noise ratio is given by
2
v 2
S. A (19
+
v, (C; *+ cp) 4T

The ratio gn/Cgg is determined by device geometry,
specifically by the ratio of gate width to gate length,
For a given "generation" of devices gp/Cgs w*1) there-
fore tend to be constant, Jf we substitute

K = const - {20)
Ces

|
in the equation for signal-to-noise ratio (19) we
obtain (assuming C;j = Cgg

v 2 C.

H KQ . il
o {21}
v, aKT it 0

which assumes its maximum value for €; = Cp reflect-
ing the fact that increasing C; decreases Qhe signat
and the noise in different proportions. It should be
emphasized that the matching condition €5 = Cp has no
profound significance fsuch as requiring equal sha~ing
of charge, for example). It is a trivial consequence
of the linkage ketween input capacitance and transcon-
ductance in an FET, A transistor vhich does not ful-
fi11 the matching condition may nevertheless be super-
for to one that does, because of a larger ratio gn/lgs.
High frequency devices tend to have tow input capaci-
tance, so that the matching condition cannot na ful-
filled for high capzcitance dtectors.

An FET with gy = 20 mS should exhibit a spectral
noise density of vy = 0.8 n¥//Hz. Wideband measure-
ments of U310 and ID203 Cevices yield vy ~ 1.6 ¥/~ Fz.
This discrepancy between theory and experiment is con-
sistent with other measurements.?d GaAs FETs have
high gp/Cgg ratios and seem promising. Measured noise
density is typically 1.0 to 1.3 n¥/ hz in the fre~
quency range 100 to 500 MHz, These devices provide
low noise figures in narrow band app‘ications (F =
0.7 dB} by virtue of their high input impedance wnich
allows a significant voltage step up in a 50 5 system.
GaAs FETs avsp tend to exhibit increasing noise at
frequencies below 500 MHz or so. A further disadvant-
age is their extreme susceptability to gate breakdown.

E. Noise in Bipolar Transistors

The significant high frequency noise sources in
a bigo!ar transistor input stage are shown in Fig,
10.25,26 R_ is the resistive part of the source im-
pedance Zg, with its associated noise generator
vp¢ = 8kTRg. The base spreading resistance ry' 23'so
has an associated noise generator vp? = 4kTr,‘. The
shot noise component of the base current Iy “is #pf =
2e Iy, where e is the electron charge. Zp.o is the in-
ternal base emitter impedance. The shat no?se associ-
ated with the collector current i.¢ = 2e [ must be
transformed to the input to yield the equivalent input
noise voltage

. . ?
v? o & try? #RY + 26 1y rp v 7)) -

122+

2
. (Zs+rh*‘b‘e)
Ze 1 ———
¢ 9 ‘pre

where the fraction in the 1ast‘term is the reciprocal
effective transconductance g,,,e'f of the transistor.
This term determ’ ws the frequency dependence of the
transistor noise. As a law freguency approximation,
using the relatio. hips gp = 1/rp and Ip = I = kT/ery
the collector term can be written 2kTrge, Often called
the "noise of the emitter resistance”. This is a mis-
nomer, since the dynamic emitter resistance ro does
not produce thermal noise {this fact will be exploited
later). This resistance per se is noiseless, the only
noise associated with it being due to the current flow



aver the potentiai barrier of the base-emitter diode,
i.e. shot noise. Misleadiag as 1. may be, the formu-
lation 2kTrp is useful as an estimate of this term

in comparison to the first. This last term can also
be formulated in terms of the internal base emitter
capacitance, since = Cyre “wy in the hybrid * model,
where wy is the transit frequency. This also yields

a matching condition between input capacitance ard
source capacitance, as for the FET.

I8 B22-8102

Noise sources in a bipolar transistor.

The problem in ;«aruating Eq. 22 is that the par-
ameters rp' and 9.€%f are ysually not spe;;fied for
the transistor of interest. However, g,€7' can readi-
1y be calculated from S_parameters, which a-2 usually
specified for high frequency devices. Tiw base spread-
ing resistance cen be determined from a noise figure

measyrement. Noise figure F is defned as
2
o.M, 23}
TRy

oftan expressed 'n dB, If the noise figure is known
fa- a given source resistance, £qs. 23 2nd 22 may be
used to determine the base spreading resistance.*

Applying this method tu & type BFT66 transistor
'F = 1.26 at 10 M4z and F = 1.4 at 500 MHZ) yields
7' = 6 L. For a capacitive source Cp with Rg =0 -
carresponding to a gr . detector - the terms of Eq. 22
weitlan in the same orger are then

vn? = 9.6:10°20 - 4.8-10-23 (5+%—)2 + 6.8-10°20
oCp

“ag second term due Lo the base shot cu~rent reases
with (=) necess lating the introduction of a lawer
cutoff freguer<y to optimize noise performance, In a
passband of 20-350 MH2 fadequate for a rise time of
ane nanosecond' the noise cotribution due te this
‘e~m is neg'igible fo- a detector capacitance Cp >

1IN0 pF. The spectra’ noise density is then

vp = 0.4 n¥IHZ

dnominated by the thermal noise associated with rp'
ant the cnllector shat notse.

Maasy~ements an actuyal civcuits provide the same
resyit, correspanding tn an equivalent input noise
vp = 7.5 w¥ 3t 350 MHz bandwidlh, i.e. 1 ns rise
“ime. Comparab's results are obtained with the de-
s ces BET97, BFOG9 ‘Siemens) and NE645 (NEC)**, where
the Yatter two are probahly the best devices currently
avaitaple fur this application. Equivalent input

*Tais Ts probably the most accurate for least
inaccurate) m '10d of determining ry* (Ref. 27).

nuise of G.5 -V over a 500 Mhz bandwidth has been
m. _sured on scveral BFQ69 scag.s wi:hout selecting
devices for low noise. Genera) selection criteria
wnen scanning data sheets for suitable transistors
are: high gain-bandwidth product (fy > 3 GHz), low
noise figure (F< 1 dB a) 500 MKr) and high dc cur-
rent gain, reoresentiny ithe th:-g, first and second
term in Eq. 27 respcctively.

In symmary, the preceding discussion has shown
that, contrary to wicdespread belief, b°polar transis-
yors are superior to field effect transistors (FETs)
vor fast timing with muderate ang high capacitance
detectors. Tnis is tru~ for current devices. Im-
provements in Gans FETs could snift the balance in
their favor. On tde other hand, improvements in
bipolar .ransistors are equ!ly probable. Currently,
performaice, ease of application and price certainly
favor bipolar transistors.

Now that amplifier noise levels have been deter-
mined, we can estimate the importance of detector
roise. The noise scurces associated with the detec-
tor are serics resistance, which we wi = assyme to be
smi 11 with respect to ry’, and shat novse §i.¢ = 2el,.
associated with the reverse junction current I.. Thrs
hes the same effect as the base current shot nnise in 3

ipolar transistor and s negligible for reverse junc-
cion currents up to severz” microa.s=res in a 100 pf
detector, Detector noise, tre-2fore, is nat a practi.
cal! problem in these applications, since moderats conl.
ing will reduce Yecakage currert *o acceptab’e leve's,
if necessary.

Four methods o de-iyong mote 4 twming ang an
energy $ig-a' from a2 Lami-and ,ct-c detector ece Shnar
in Fig. 1. & cha-ge serc *rve praamp’ifier is ae'’
suited for tim'ng «1th t¥ L, " « capaciten e detec-
tors, where co''ection t1vec aen “ong ‘Fig. 1la'. 1¢
the colection Lime axceet. the ~ige time of the pre-
amp?ifier there 15 N0 ~nrt A s<teg a mire complex
system: this 15 tne opt'ma - and most convenient -
configuration. Respanse t'me 0 a fast fstab'e’
charge sensitive peamp’i€er fu- ‘ow capacitane
detectors is about 5 ns, 1erreasing with detector
capacitance. Thir Jetectars m-th shurt co'lec?ran
times and high Capocitance require a hybrid approach,

Figure "Ib 15e5 3 Current sens tive preamp’ifizr
in series with tne detector. Sonre tne charge sens'-
tive preamplvfier does not exh Pt a 'ow mpedance at
high freouencies, a capacitor paralle! to its Sapyt is
required tc provide a fast sigma’ retuen path, As wis
explained in the discussion of current vs. vo'taae
mode this is usually not a practice” cornfiguraticn.

Figure !lc shows a high impedance vottage sens'-
tive preamp’ifier connected pa~2'lel t) a charge sen-
sitive preamplifier, This 15 feasible beca.sse of the
limited response speed nf the charge censitive 100p.
Charge is frrst inteqrated on tne detertor caparitanze
end the resu’ting va'tage pu'se sensed by the fast
voltage sencitive preamp'ifrer. As the charge sensi-
tive 'oop hecnmes active, charge is transferred from
the detector electrodes to the preamplifier‘s large
dynamic inpul capacitunce. The response time of the
charge sensitive amplifier therefore determines the

FIReTerence o a company or product name does not
imply approval or recommendation of the product by
the University of Californra or the U.S. Department
of Energy to the exclusion of others that may be
suitable.
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decay time Jf ti< voltage pulse. The input resis-
tance of the voliage preamplifier must be very large
so that il does not prematureiy discharge the detector
capacitance before the charge loop is active. For all
practiczl purposas this requirement dictates use of an
FET irput stage. A resistor in series to the inpui of
the charge sensitive amplifier isolates its quiescent
input capacitarce frum the fast channel. The thermal
noise of this resiscor can be short circuited at low
‘requencies by a shunt inductor {not shown) to reduce
1ts contribution to the charge sencitive channel. The
values of the resistor and indyctor are not critical,
although the inductor must have low resistance. A
voltage sensitive system which has fggnd widespread
use was published by Sherman, et al.

A transformer coup.ed system is shown in Fiy. 11d.
This can be either currcit or voltage sensitive. In
its originally published forme9 this circuit was
used to sense the current flowing into a charge sen-
sitive preamplifier, obviously limiting its effective-
ness. A voltage sensitive scheme will be presented
Tater.

a) b)
v, v,

K
in

et [ E

= q—%‘ t
Yy d)

t

€

c»cnI

Q: CHARGE SENSIYIVE PREAMP
V: VOLTAGE SENSITIVE FREAMP
l: CURRENT SENSITIVE PREAMP

X8, &22-513"

Fig. 11, Methods of de-iving an energy and a timing
s‘gna! from a detector.

The fast-sicw preamplifier concept combines a
chargioan? a voltage sensitive amplifier in one cir-
cut.3031 “the fast signa? is taken off at an early
stage of a charge sensitive preamplifier circuit where
bandwidth is stil! large. The voltage signa) builds
up in the open loop mode of amplifier operation and
decays with the response t'me of the charge loop.

This scheme is elegant and convenient to use. How-
ever, sinte the input stage must work well at both
low and high frequencies, it does require some Sesign

i
|
compromises not necessary in the hybrid scheme. It
15 often overlooked that this configuration requircs
a dual noise specification: equivalent noise charge
for the slow channe! and equivalent input roise voit~
age for the fast channel.
|

G. Resistively Terminated Systems

Ong widespread misconception is that it is neces-
sary tp mount the inpul stage of the preamplifier in
immediate proximity of the detector (“head mounted”
creamplifier}. Consider a transmission line coniected
to the detector and terminated at ts far end with 3
resistance equal to the Yine's surge impedance Z,.

The transmission *ine will then present a purely re-
sistive load Z, to the detector If the condition

T; = 2yl » gco" for voltage mode oparation is fu'l-
filled/ (F1g. 8) there will be no significant 1085 in
signal level due to the decay of a2 siqnal, Signal!
degradation, even in thin {~ 3 an diameter} coaxia’
catles, 1S no problem: the rise time of a one mater
length of cable is a few hundrad picoseconds, signa’
attenuptron is not more than a few percent. One argu-
ment often brove':t up against this scheme is that
"cables are noisy". This is a myth: the no‘se of *h2
cable can hardly be measured, Cables can introduce
ground loops, and pickup of external 5ignals can o7
significant if shield coverage s poor and connec-
tors are poorly mounted /check you- cadblasl, but these
praiLtems can be avaided. The advantage »fF this arran.
yement is that preamplifiers do aot hive 20 be mounted
in vacuum and can also be reptazes Qifck’y dyring an
expariment. One preamp’rfier car a'sc he eass’y used
with different detectors, OF rrirse, the inp,t condi.
tion T; >> % avy Tust be FutFrTved: ol - de-
tector -~ 1% Yine wmpedance ye'd *. s 10 rg,
which i§ sufficient far 3 1 ng ~iya *are,

Iwo methods of obtasning a ~egystrva inpyt mpad.
ance in a hybrid ynltage sensit-we syste. o to.nyt 2
significanl nofse pena™ty are shown n Fag, 12, 1=
Fig. 122 the series ~esistance ased ty 1s0’ate tha
fast input from the cha-ge sensitive preaw'ifier ‘cf,
Fig. 1c) is ecual to the Yine impecance. Its groind
return is provided by a capacitor at the charge 3ensd-
tive amplifier port, resulting ' 3 nigh frequency
termination. A value of 500 to 1000 p* for th's fa-
pacitor resuits in a gaod match over an adequate fre-
quency rarge. This capacitor does InZrease the ng se¢
in the charge sensitive channe®, which is tple-ad’e
in this applicatior since tne ene-gy -eso'ution f~-
heavy iong will sti'' oo limiter by processes in the
datector.32.33 [0 frequency the-ra® adise due 12
the termination resistor s short circutted by the
shunt inductor f{ = 10 to 20 uii'. The recistive term.
ination does increase noise in ths fast channal, How.
ever, its _equiva’ent noise recistance i< decreased by
a factor [Xp/iXe + RyY]?, wnere X- ¥s the reactance
of the detecto- and Ry the term'nation resistance. [a
most ¢ases the noise contr:bution dus tH the term-na.
tion i5 therefore neg'igibie comarec to the nnise of
the inpy® FXT. The fa.® amp'ifser mus” nave 2 'ow “n
put cap- rrce 1o 2void signti-cant degradation »f
rise time a1 \mpedance matching ‘10 pF = 45 . a2
350 MHz).

This simp » scheme is rot amenabe to bipolar in.
put stages. Furthermore, tn many situations the shunt
résistor would significantly degrade the extremely
good noise performance offered by bipoiar transistors,
The vo'tage seasilLive trancfarmer ccupled circuit
shown in Fia. 17b is free of these limitations., 4



fast preamplifier providing a wideband fixed termina-
tion is coupled to the detector through a transformer.
The transformer is designed for a Tower cutoff fre-
quency high enough to avoid appreciable coupling of
noise from thé fast to the slow channel. This being

a matched system (contrary to transformer coupled
circuits pubtished heretofore), 2 transmission line
transformer with excellent high;frsguency character-
istics (fmax = 1 GHz) can be used.3% The current
flowing from the detector through the transformer pri-
mary is integrated on the capacitor C. This charge

is subsequently transferred to the charge sensitive
preamptifier, | The remaining problem is how to design
3 low-noise fast amplifier with a well defined
resistive input impedance,

TERMINATED SYSTEMS
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Fig. 12 Terminated systems using a cable between
detector and preamplifier,

H. Cooled Terminations in 5 Amplifiers

The concept of "cooled terminations", i.e. essen-
tially noissless resistive loads correspondina to low
no‘se temperature. has been applied by Radeka 5 to
circuits where a 90° phase shift in the forward path
of a feedback loop transforms a feedback reactance to
a resistance at the amplifier input. However, ensur-
ing a 90° p..ase shift up to subnanosecond bandwidths
is practically impossible, Other schkemes have to be
applied here,

A circuit using a transformer as the feedback ele-
ment is ghuwn in Fig. 13. Published (and patented) by
Norton,3® this circuit ideally has neither losses
nor thermal noise associated with the feedback ele-
ment, hen;e the term “lossless" or “"noiseless” feed-
back,36.3 Obviously, the characteristics of the

transformer are crucial: its geometry must provide
low interwinding capacitance and a small leakage in-
ductance for good high frequency performanca. Core
Tosses must be low since any resistive component will
introduce additional noise. This is especially impor-
tant at‘high frequencies which determine the noise
bandwidth. The windings must also exhibit enough
self |n4uctlnce for adequate low frequency response.
A passband of 10 to 400 MHz has been obtained with a
voltage gain of three in a 50 @ circuit. The input
reflection coefficient is less than 15% throughout
the passﬁand. The circuit will handle 1nput levels
up to several hu~dred millivolts. Noise performance
equals ﬁhat of the transistor without feedback.

Z;=500
— O
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Fig. 13. A circuit using a transformer as 2 “noise-
less” feedback element.

A simpler circuit is shown in Fig. 14, Figure
142 shows a conventional series shunt feedback stage
with simplified design equations.38 Shunt feedback
due to Rp decreases the input impedance, whereas
series feedpack introduced by Rg increases it. The
efficacy of both mechanisms decreases at high fre-
quancies due to decreased transistor gain, but the
cumu1atﬂve effect keeps the input impedance constant.
Rigo~ous calculations using actua) transistor param-
eters (S-paramete.s) show that the simplified design
equations shown in Fig. 14a yield the correct values
of Ry and Rg but overestimate the gain by about
102, Therma) noise due to Rp is significantly
attenuated by the source impedance, so that the major
source of additional noise is the emitter resistor
Rp. This noise source is eliminated by using the
dynamic emitter resistnce rg = kT/elq. i.e. a noise-
less resistance, as the series feedback element Rp.

Ry Ky
2,500
—— O 77300 —a 2,504
Re - =
Ays ":.1
z
LIS v ]
-
Fig. 14 The series shunt feedbac« stage {a} where

the emitter resistor has been replaced by a "roise-
less resistance” (b).



Two cascaded stages of this type using BFG69
transistors with a total voltage gain of 30 exhibit a
rise time of less than 1 ns and an equivalent input
noise of 6.5 u¥. The inpul reflection coefficient is
< 10 thioughout the passband and can be miriimized by
adjusting the emitter current of the transistor. The
drawback of this circuit is its lirited dynamic range,
since the dynamic emitter resistance is current depen-
dent. However, compromise settings are quite adequate
for many appplications. The freedom of design and
utter simplicity afforded by this circuit make it very
convenient to design and construct. It can also be
applied to delay line readout of position sensitive
detectors, for exampie,

1. Mismatched Systems

Before concluding this discussion on using trans-
mission lines to connect the preamplifier to the de-
tector, we should consider an imperfect, alteit com-
mon % itvation: a high-impedance amplifier connected
through a low-impedance {50 to 100 ©) cable. How
does this mismatched system behave?

A short cable, whose propagation time is small
compared to the rise time of the detector pulse, will
act as an additional shunt capacitance. This will be
smaller for higher impedance cables.

If the cable is long, with a transit time T which
is large compared to the rise time, it will initially
present a resistance to the detector which is equal
to the surge impedance of the cable. This load will
only change after a time 2T when the signal reflected
from the preamplifier arrives at the detector. At
the preamplifier input, the pulse amplitude will in-
cwease, since it is refected with equal) polarity,
However, its rise time will be degraded by the input
capacitance. The signal will be refiested back and
forth, and f.nally it will be indiscernable. The
deas time of the trigger has to be increased to pre-
vent it from firing consecutively on the reflected
pulses. This "sloppy” system is not optimum, the
pulses look terrible, but it #s usable - although
certainly not recommended.

5. THE TRIGGER

The purpose of the trigger is to provide a norm-
alized Togic pulse with a well defined time relation-
ship to the time origin of the analog input pulse for
all variations of amplitude or shape. The simplest
circuit of this kind is a leading edge trigger, which
provides a logic output when the input signal exceeds
a fixed reference level. As shown in Fig. 15, ampli-
tude variations lead to a shift in timing called
"walk". Walk can te reduced by setting tha trigger
threshold low, but this is in conflict with the re-
quirement that the trigger threshold be set at the
point of maximum slope for optimum timing. Another
source of walk are va~iations in rise time.

Amplitude walk ¢an be eliminated by having the
trigger threshold track tie pulse amplitude (Fig. 161,
Tnis is done hy delaying the transition of the pulse
and comparing 1* with a fraction f of the pulse amp}i-
tude applied to the reference input. The circuit will
now trigger at a constant fraction f of pulse amgli-
tude, hence the name constant fraction trigger.3:90
Amplitude compensation will occur if the delay time
ty is set 20 to 303 larger than the rise time t,.

o% the input pulse. If the delay is chosen sa that

tg ¢ {1-F) L,

The reference level will be a function of both ampli-
tude and rise time. For longer rise times the trigger
fraction will shift to smalier values and conversely,
shorter rise times will increase the trigger fraction.
This mode results in amplitude and rise time compensu-
tion, provided that a)) occurring trigger fractions
1ie in the linear portion of the pulse transitions.

wif--fL--

-l L~m ALK

Fig. 15. Amplitude walk in a leading edge triggar.
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Fig.®6. Principle of constant fraction timing.




Amplitude walx in a good constant fraction trigger
is # 5 ps over a dynamic range of 100:1, exceptional
units achiave # 20 ps. Concentration on reducing the
walk of trigger circuits has dfiverted attention from
two important characteristics of a trigger which sig-
nificantly affect the time resolution of a fast timing
system.

The upper curve in Fig. 17 shows the measured time
resolution of a better than average leading edge trig-
ger as a function of amplitude for a fixed rise time
and noise level. The trigger threshold has been re-
adjusted for each signal level to a trigger fraction
of 503 (dV/dt = max). The straight line below the
curve indicates the time resolution given by the first
term of £q. 3. For small signal levels the measured
curve is nearly paraliel to the calculated line. The
difference is due to the limited bandwidth of the
trigger. At high levels the measured resolution no
tonger improves with increasing signal-to-noise ratio:
it flattens off due to the residual jitter of the
trigger circuitry - the second term in Eq. 3. These
data were measured on a fast comparator IC - basically
a cascade of differential amplifiers, Similar results
are also obtained for tunnel diede discriminators.

The data in Fig. i7 correspond to an effective
rise time of about 2 as. Triggers commonly in use
have effective rise times as long as 5 to 7 ns, the
residual jitter may be as high as to 50 ps, imposing
a severe limit on achievable time resolution.
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Fig, 17. Resolution vs. externally defined signal-

to-noise ratio of a leading edge trigger, where a
trigger fraction of 0.5 has been set for every input
Tevel vy,

; The trigger also has an effective input noise.

. This may be determined by measuring the resolution

i vs. signal level for an essentially noise free input
! pulse with a rise time which is long compared to the
| inherent rise time of the trigger. "The measurement

| indicated by the upper curve in Fig. 1B (t, = 10 ns)

| yields an equivalent input noise of about 80 uV rms,

| a value typical for fast conparatzrs and ECL circuits.
‘Data published by Leskovar and Lo%l for a tunnel
diode constant fraction trigger indicate an equiva-
Tent input noise in excess of 500 uV. This quantity
must be known in order to estimate how much insertion
gain is required for preamplifier noise to override
the equivalent input nofse of the trigger, so that
system resolution is determined by front end noise.

At FWHNM ips)

3
Y

Vi imV1

Fig. 18, Measurements to determine the equivalent
input noise of a trigger {curve labeled t. = 10 ns}

and its internal rise time (curve labelzd t. = 350 ps).
Tie straight Tfne shows the expected tine resalution
for the measured equivalent input noise and a rise tim=
of 350 ps. )

The pulse used to take the center curve in Fig. 18
had a rise time of 350 ps an¢ a flat top of 10 as dur-
ation. In conjunction with Lhe measured equivalent in-
put noise this measurement also yields the effective
bandwidth by comparison -.ith the calculated resolution
indicated by the str2ight line. The residual jitter in
these measurements is dominated by the resolution of
the time converter (6 ps in the fast ~ise time measure-
ment}. This was degraded further in the measurement
with t. = 10 ns by the larger rise time of the logic
pulse applied to the reference input of the TAC. This
protatype trigger has significantly less residual jit-
ter than ihe unit used for the measurement in Fig. 17

A constant fraction trigger can also be viewed
fand designed) as a shaper with a subsequent 2ero
crossing trigger (Fig. 19). Timing accuracy is de-
term:ned by the slope a'. the crossover point and by
the internal noise and residual jitter of the zero-
crossing trigger, analognus to the preceeding dis-
cussion. Inadequate bandwidth will severely reduce
the amplitude of the leading lobe and the slope dV/dt
at the crossover pcint. The width of this lobe is
equal to the delay time ty. which is maximum for
amnpi‘tude compensation alone. Therefore the delay
shou'd not be set up for rise time compensation if
this isn't necessary.
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ANOTHER VIEW OF CONSTANT FRACTIGN TRIGGERING:

SHAPER
e
DELAY tg
S
INPUT [—
E2) »
ATTENUATOR

v vl

JITTER?
",
o
DEGRAZATION OF TIME AESOLUTION DUE TO:
3, EFFECTIVE BANDWIDTH (LIMITED RISE-TIME)
2. INTRINSIC JITTER XBL 822-8099

Fig. 19. A constant fraction trigger consisting of a
shaper and a zero-crossing trigger.

6. TIME DIGITIZERS

The resolution of time digitizers is usually taken
for granted, but at this point it should come as no
surprise that it shouldn't be. Figure 20 shows a tesi
setup for measuring the intinsic resolution of a TAC
or TDC with random rates. If the fan-out has no time
jitter between its two outputs {for example by feeding
them from the same current source) the time difference
between the start and stop inputs is precisely defin-
ed. Any spreading of the time spectrum is then due
to the inherent resolution of the time converter.

RANDOM PULSE FAN-QUT TAC
SOURCE
oUT] START
N ouY p—
our: STOP
DELAY XBL §22-8038

fig. 20. Configuration used to measure resolution of
time converters as a function of random counting rate.

Results on two representative commercial time-
to-amplitude converters for random start/stop rates
a~e shown in Fig. 2'. Brand 0 - a unit used in many
*aboratories - shows significant deviations from 2
guassian line shape and broadens appreciably when the
start/stop rate is increased to 20,000 s-1, grand
£ _ a new design - has a clean line shape, but also
develaps a spurious peak which becomes more pronounc~
ed with increasing counting rate. These effects dis~
appear whea a periodic start/stop rate is applied.

Probiems of this sort associated with random rates
are not restricted to certain models but plague TACs
in general. A notab1§ exception is a rather old
design by|D. Landis.®2 Linearity should also be
checked, §pecifical1y in the lowest time ranges which
frequantly are only partially usable. Improved TACs
shou.d bal on the market soon.

COUNTING RATE PERFORMANCE OF TAC'S

1000 $-! RANDOM 20,000 S-1 RANDOM

10% « FWHM=11ps aFWHM=27ps
* -

k] -
10 Y <t

‘BRAND C*

1000 5°! RANDOM 20,000 5! RANDOM

108, o FWHM= <FWHM=12ps
108 ? 12ps .
109, .
102 " *
10% . LA
A , lao &

t

8L EZ2-8087

Fig. 21. ®3colution and line shape of two time
converteri at rendom counting rates (1000 s-1 and
20,000 s—*),

7. ANALYZING A SYSTEM

How can the causes of tining uncertainty in a
practical experiment be determined? The first step
is to mezsure the contribution due to the electronic
part of the system, This can be done by feeding the
output of a pulser into the preamplifier input, tak-
ing great care that the conditions of the experiment
are repraduced. Specifically, this means that the
amplitvde, rise time and shape of the test pulse must
be adjusted to produce the same signa! at the input
of the trigger as in the actual experiment., The puls-
er mus! have a trigger output free of time jitter with
respect to the test signal, to provide a reference
signal for the time converter. The time resolution
is then measured for various pulse amplitudes. The
curve in Fig, 17 is the result of such a measurement.
if fluctuations in pulse shape were observed, the
measurement should be repeated for the range of pulse
shapes encountered in the experiment. These data
should be taken on every detector channe!, even if
they seem identical (they often are not, this is the
way to find out). On a time-of-flight telescope, the
measurement should be repeated with the pu'ser feed-
ing the start and stop channels, The input signals
to the two channels must be independently adjusted to
provide the proper amplitude ratios corresponding to
the energy deposited in the two detectors.
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Feeding the pulser output into the preamplifier
is easier said than done, since this should be imple-
mented in a manner that does not change the noise of
the system. Using a small test capagitor as is cus-
tomary in charge sensitive preamplifiers does not
work as well with resistive inputs since these two
components form a (R differentiation network. The
most practical alternative is to disconnect the de-
tector and feed the pulse through a voltage divider
providing a very low source resistance (~ 1Q), which
in turn is connected to the preamplifier input through
a capacitor equal in value to the detector capaci-
tance (Fig. 22}. This network will closely approxi-
mate the source impedance of the detector and also
result in the same input time constant. The series
resistor in the voltage divider must exhibit Tow
capacitance (< 0.1 pF} whereas the shunt resistor
must have a very low stray inductance (< D.01 rH) to
provide a clean pulse at fast rise times.

TEST TERMINATOR PREAMPLIFIER

49101 c

FROM .
PULSER

T T

Tig, 22 A test te~minator for the _easuremeat of a
timing channel's electronic resolution.

XL 823-8258

A simpler, although less desirable scheme is to
feed the preamplifier input directly from a conven-
tionat 50 2 attenvator. This will alter the noise
and may change the noise spectrum {if the contribu-
tion due to input noise current is significant). In
this case the input noise must be measured with the
detector and with the attenuator connected to the pre-
amplifier, and the pulser amplitude must be changed
accordingly to provide the sam: signal-to-noise ratio
as in the experiment. Measuring the input noise with
the detector and with the test fixture connected is
advicable in any case.

Noise measurements done by determining the peak
noise amplitude on an oscilloscope are at best esti-
mates {usually just "guesstimates": is this equal to
2c or 30?). A true rms noise measurement can be made
over a large bandwidth using a diode rectifier in its
square law region, At vnltages up to about 30 mV the
signal current through a semiconductor diode rectifier
inc-eases with the square of the input voltage. The
rectifier will therefore provide the proper weighting
of amplitude fluctuations for a true rms measurement.
This result is not affected by any circuitry used to
linearize the meter scale. RF millivoltmeters suit-
able for accurate noise measurements are available
with a bandwigth of 1.2 GHz (e.g., Boonton 928).

The measured noise ap and the signal's rate of
change at the trigger point {dV/dt}y; can be inserted
in €q. 2 to determine how good the time resolution
should be. The measured resolution indicates how
much the electronics should e improved, If the

electronic resolution constitutes a significant con-
tribution to the time resolution measured with parti-
cles in a detector, improvements in the electronics
will result in better time resolution in the experi-
ment. Techniques to evaluate the contributions of
the individual electronic modules have been outlined
in the preceding sections.

In a system limited by electronic resolution, the
measured curve of time resolution vs. input signal
can be used to predict experimental results for other
energies and detectors (provided the collection times
are camparable). The sign2l levels at the detector
can be calculated easily using the numerical! equatirns
compiled in the Appendix.

Degradation of resolution not attributable to
electronics originates either in the detector or in
the geometry of the measurement setup. Variations in
length of the flight path are one example of the lat-
ter. This could be reduced or eliminated by collima-
tion, In a semiconductor af-E£-TOF telescope eneryy
loss straggling in the AE detector will lead to varia-
tions in flight time. Gat‘ng the time spectrum with
a window on the energy spectrum, set smaller than the
intrinsic resolution of the E detector, will reduce
this effect.

And ¢f course there remain the numerous Aagrading
effects in the detector. 8ut the essentral point of
this discussion is: unless the electronic contribu-
tions are carefully and pronerly measured, any state-
ments reqarding the defector's contribution to time
resofution are just specuTation.

8. FUTURE DEVELOPMENTS

A dasked line in Fig. 17 indizates the time res-
olution which shoutd be obtainable with 10 MeV enaray
loss in a 100 pF detector - ogne with a thickness of
100 ym and an area of 100 mm’, for example - given
the noise levels in current state of the art preamp™i-
fiers. No experiment heretofore has come ciose to
obtaining the predicted value of 6 ps FWH¥, Resclu-
tion today - at least for light and medium mass heavy
tons - is Vimited by electronics, specifica™ly by band-
width Timitations and residual jitter in the trigge-

In most experiments the signal-to-noise ratio is so
high that residual jitter is the limiting parameter.
The prototype triger whose data is shown in Fig. 18 is
already a great improvement in this respect. It may
well be that effects in the detector are significant in
the region below 10 ps. But, until sufficiently gnod
electronics are available, we really do not krow.
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10. APPENDIX

The following numerical equations are generally
usefi:i when working with silicon detectors. The
parameters are zxpressed in units which are commonly
used in this application.

d: Depletion depth in um
Vp: Bias voltage in ¥
o: Resistivity of the semiconductor

material in 2 + cm
Detector capacitance in pF

A: Area of the detector in mm?

1. Depletion depth of a partially depleted detector:

] .
¢ = 5 oY,

2. Bias voltage required for total depletion:

a4 0?

]

D
vb
where D is the thickness of the detector wafer

in um,

3. Detector capacitance:
¢ . 1o
d

o - A

4. Peak amplitude of the voltage pulse in my

where £ is the particle energy in MaV.
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