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ABSTRACT Geometric data are commonly expressed using point clouds, with most 3D data collection

devices outputting data in this form. Research on processing point cloud data for deep learning is ongoing.

However, it has been difficult to apply such data as input to a convolutional neural network (CNN) or

recurrent neural network (RNN) because of their unstructured and unordered features. In this study, this

problemwas resolved by arranging point cloud data in a canonical space through a graph CNN. The proposed

graph CNN works dynamically at each layer of the network and learns the global geometric features by

capturing the neighbor information of the points. In addition, by using a squeeze-and-excitation module

that recalibrates the information for each layer, we achieved a good trade-off between the performance and

the computation cost, and a residual-type skip connection network was designed to train the deep models

efficiently. Using the proposed model, we achieved a state-of-the-art performance in terms of classification

and segmentation on benchmark datasets, namely ModelNet40 and ShapeNet, while being able to train our

model 2 to 2.5 times faster than other similar models.

INDEX TERMS Classification, deep learning, graph CNN, point cloud, segmentation.

I. INTRODUCTION

The point cloud is the simplest form in which data can be

expressed. Advances in technologies, such as Light Detec-

tion and Ranging (LIDAR) and three-dimensional (3D)

scanning, have enabled acquiring 3D point cloud forms

quickly. Accordingly, a vision and graphic process that can

directly processes point clouds without mesh reconstruc-

tion or denoising, which is an essential preprocessing step

for point cloud data, has recently emerged in applications

such as automatic indoor navigation [1], self-driving vehicles

[2]–[4] and robotics [5]–[7]. This process uses an algo-

rithm that identifies semantic information and image fea-

tures, instead of identifying geometric features such as

nodes and edges. A learning-based approach, rather than an

existing computational framework or a geometric approach,

is required to use these features.

In this paper, we introduce an algorithm that ensures the

speed and accuracy of point cloud classification and seg-
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mentation. Conventional point cloud processing methods use

handcrafted features to extract the geometric features of the

point cloud. With advancements in deep learning architec-

tures for 2D image processes, various learning-based algo-

rithms for processing 3D point clouds, with the first being

proposed in [8], have emerged. These methods outperform

the conventional ones.

The learning-based point cloud processing algorithms are

more complex than 2D images. The neural network model

for a 2D image uses a grid input, whereas 3D point cloud

data have a fundamentally irregular shape. The position of

the points is distributed continuously in the 3D space, and

the typical ordering permutation does not change the spatial

distribution. Accordingly, a method for applying the point

cloud to deep learning models by converting the point cloud

into a 3D grid format has been introduced; however, this

approach requires excessive memory, and it is difficult to

obtain high-resolution features.

PointNet [9] exhibits permutation invariance by accumu-

lating features using symmetric functions independently at

each point. This research enabled inputting point cloud data to

VOLUME 8, 2020
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 190529

https://orcid.org/0000-0002-1664-0219
https://orcid.org/0000-0001-8849-2465
https://orcid.org/0000-0002-4407-0348
https://orcid.org/0000-0003-0381-4360


J. Hong et al.: Faster Dynamic Graph CNN: Faster Deep Learning on 3D Point Cloud Data

a deep neural network as raw data without any preprocessing.

Starting with PointNet, various point cloud processing deep

neural networks (DNNs) have been studied by considering

point-oriented neighbors and further developing the learning

of local features ( [10], [11]). The authors in [10] considered

the regional information of input data by sampling and group-

ing and then applying PointNet. However, the geometric

information between a point and an adjacent point could not

be considered, and there were limitations in extracting the

local features of the point cloud.

A dynamic graph convolutional neural network (DGCNN)

([12]) addresses this problem by introducing the concept

of EdgeConv, which enables the acquisition of geometric

features of the point cloud while maintaining permutation

invariance. The edge feature between the points and the

adjacent points was utilized instead of directly embedding

the points, as in the conventional method. Edge information

is also permutative because it can be imported regardless of

the order of the neighboring points. EdgeConv can group

points in both the Euclidean space and the semantic space

because it builds a local graph and learns by embedding the

edge.

Amid the development of models that can manage 3D

point clouds, research on creating a more efficient model for

a 2D image-processing natural network is ongoing. Recent

studies have found that the performance of neural networks

can be improved by built-in embedding learning algorithms

that capture spatial cores without additional control. For

example, the inception architecture [13], [14] can modu-

larize multi-scale processes and incorporate them into the

network to enhance the performance of the model. The

authors in [15], [16] suggested a method to consider the

spatial dependency more comprehensively, while the authors

in [17] built an efficient model by considering the spatial

attention. The ‘‘squeeze-and-excitation’’ (SE) network [18]

is a fast and high-performing module realized through feature

recalibration.

This paper presents a model that can manage 3D point

cloud data more quickly and accurately. The proposed model

considers the local features between 3D points, maintains

its performance, and learns much faster than conventional

models through the recalibration process. We conducted clas-

sification and segmentation experiments on the ModelNet40

[19] and ShapeNet [20] datasets. Our model has a learning

speed twice that of the existing model and demonstrates a

state-of-the-art performance.

The key contributions of this study are as follows:

• The expression power of the edge feature and point

feature map is improved using the recalibration block

on the edge convolution block.

• Using a skip-dense network, we learned a model with

more number of layers faster.

• We conducted experiments with the proposed model and

achieved a state-of-the-art performance on benchmark

datasets with a learning speed 2 to 2.5 times faster than

those of other similar models.

II. RELATED WORKS

A. DEEP NEURAL NETWORK ARCHITECTURES

VGGNet [21] and the inception model [14] can provide

improved depth in a neural network model. Batch nor-

malization [13] can be applied to stabilize the learning

process by inserting a module to adjust the layer input.

ResNet [22], [23] can learn high-depth models effectively

using a skip connection, and a highway network [24] can

adjust short connections using a gating mechanism. The

authors in [25], [26] further improved the learning features

by reforming the connections between the networks.

Other researchers studied how to adjust the functions

of the modules entering the network. References [27],

[28] proposed grouped convolution to improve performance

by increasing the cardinality of the transformation. Refer-

ences [14], [29], [30] proposed a generalized grouped con-

volution concept—multi-branch convergence—that enabled

a more flexible operator configuration. References [31],

[32] proposed an automated method of learning and exhib-

ited competitive performance. References [33], [34] exhib-

ited cross-channel correlation mapped to a new combina-

tion of features regardless of spatial structure, while [35]

proposed cross-channel correlation using standard convolu-

tion filters with 1 × 1 convolutions. These two forms of

research have been focused on the goal of reducing model

and computational complexity, reflecting the assumption that

channel relationships can be formalized with the config-

uration of instance agnostic functions and local receptive

fields.

Other studies have been conducted on increasing the

performance of models using ‘‘attention,’’ which can be

described as a vector of the importance of weights. Atten-

tion identifies how strongly the input elements are associ-

ated with other elements and represents them by their sum

to predict or estimate any input elements, such as pixel

values in images or words in sentences. This algorithm

has been applied in several areas, ranging from localiza-

tion and image interpretation [17], [36] to sequence-based

models [37], [38].

Attention is typically implemented with gating functions,

such as softmax or sigmoid, or with sequential techniques

[39]. Recent studies have found that it can be applied to tasks

such as image captions [28], [40]. The authors in [41] intro-

duced a powerful trunk-and-mask attachment mechanism

using the hourglass module [16], and a high-capacity unit

that was inserted into the deep residual networks between the

intermediate stages, demonstrating excellent performance.

The SE network (SE-net) [18] focuses on channel relation-

ships, using modules that recalibrate the features of the chan-

nel, achieving state-of-the-art results in ImageNet recogni-

tion. In this paper, we propose a DNN with 3D point cloud

data as the input. In contrast to the existing 3D deep learning

models, our model achieves a state-of-the-art performance

using a skip-connection network and attention-recalibration

blocks; moreover, it learns 2-2.5 times faster than the other

similar-level models.
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FIGURE 1. 3D Data Representation [28].

B. 3D DATA REPRESENTATION

Three-dimensional data can be represented using four meth-

ods, as depicted in Fig. 1: (a) multi-view, (b) voxel grid,

(c) point cloud, or (4) triangle mesh.

The multi-view-based method (Fig. 1(a)) represents a 3D

object as a set of images from various viewpoints. The multi-

view method can reduce the dimensions by expressing 3D

objects as a set of 2D images. However, it will not show 3D

characteristics and requires multiple datasets for one object.

A voxel-based method is a form of expression that converts

an object into a voxel grid, as depicted in Fig. 1(b). Voxels

are data representations suitable for naturally extending the

processing methods in 2D to 3D.

However, because voxels have many sparse parts and are

expressed in a grid unit form, it cannot effectively capture

the details of 3D objects and incurs a high computational

cost. As depicted in Fig. 1(c), the point cloud-based method

is expressed in a 3D coordinate set. Point clouds are widely

used for 3D objects and scenes, and many 3D point cloud

datasets can be obtained today using 3D scanners, depth

cameras, and LIDAR devices. A triangular mesh (Fig. 1(d))

is expressed as a collection of triangular faces approximat-

ing a geometric surface and can be viewed as a collection

of 3D points sampled from a continuous geometric surface.

The mesh-based method aims to represent a surface in a

way that it can be easily rendered. The triangular mesh was

initially created for computer graphics but is also useful for

3D vision.

This study incorporates 3D point cloud data because the

point cloud object model is more realistic than multi-view,

voxel, andmesh-basedmethods, and the associated input data

processing has a lower computational cost. Classification

and segmentation experiments were conducted using Mod-

elNet40 and ShapeNet, which are 3D point cloud benchmark

datasets.

C. GEOMETRIC DEEP LEARNING

Since the breakthrough of the convergence neural network in

the 2D image field, as described in Section II-A, there have

been many attempts to apply these methods to the geometry

domain. However, in contrast to 2D images, geometric data

over three dimensions typically lack a basic grid. Therefore,

a network block applicable to convolution and pooling or grid

structures is required.

A multi-view-based learning algorithm [43], [44] or voxel-

based learning algorithms [19], [45]–[47] and a method of

combining them [48] have been proposed to solve this prob-

lem. Voxel-based deep learning models require significant

memory. More recently, in PointNet [9], [10] a CNN model

was used with point cloud input, bringing significant research

attention to geometric deepening-related algorithms [49] that

use non-Euclidean data, such as graphics and manifolds. The

authors in [10] considered regional information of input data

by sampling and grouping them and then applying PointNet.

Therefore, it could not consider the geometric information

between a point and an adjacent point and had limitations

in extracting local features of the point cloud. The authors

in [50] suggested applying neural networks to graphs, and the

authors in [51] developed this approach to apply a gated recur-

rent unit to the graphs. The authors in [52], [53] graphically

generalized convolution using Laplacian eigenvectors. These

methods have computational shortcomings that have been

addressed using polynomial filters [54]–[56] and spectral

filters [57], [58] to avoid Laplacian eigendecomposition and

ensure localization.

A geodesic CNN (GCNN) [59] is a non-Euclidean deep

learning algorithm that uses a spectral filter instead of a spa-

tial filter. The GCNN is a CNN model applied to meshes that

generalize the concept of the patch using local internal param-

eterization. The advantage of this spectral approach is that it

is easy to configure for directional filters and offers superior

generalization. The authors in [60] used anisotropic diffusion,

and the authors in [61], [62] proposed a new local charting

technique in a GCNN using a Gaussian mixture model. The

authors [63], [64] performed an essential structural prediction

of the correspondence between nonrigid shapes by integrating

a differentiated functional map layer into a geometric deep

learning model.

As described previously, studies on applying deep learn-

ing models to 3D objects have continued. In this study,

a deep learning model was constructed using point cloud data

as the input. We propose a model with minimal computa-

tional cost and state-of-the-art accuracy based on an efficient

deep learning model that considers regional features between

points.
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FIGURE 2. Our proposed classification model: The classification model receives n points as input and computes an edge feature map through a spatial
transform block and an edge convolution block. The output edge feature map is recalibrated through the SE module, and the recalibrated feature maps
are aggregated. The aggregated feature map finally outputs the classification score for the label through the skip-dense network.

FIGURE 3. Two Significant Blocks for Backbone Networks.

III. METHOD

This section describes our proposed model, which is signifi-

cantly influenced by the DGCNN model [12]. Based on the

edge convolution, the geometric features (or edge features)

between the points were captured, and the edge features

were learned. The DGCNN model is constructed based on a

multilayer perceptron (MLP), whereas we built a deeper and

faster network by adding our own skip-connection network

and recalibration block.

A. CLASSIFICATION MODEL

1) PIPELINE MODEL

As depicted in the Fig. 2, the spatial transform block and edge

convolution blocks are the major elements of the backbone

model. The spatial transform block is designed to align the

point cloud input to the canonical space by applying the

estimated 3×3 matrix. To estimate this 3×3 matrix, a tensor

connecting the coordinate difference between each point and

k adjacent points is used (Fig. 3(a)). The coordinate differ-

ence between the k nearest neighbor and the coordinates of

the point is concatenated. Therefore, as shown in Fig. 3(a),

the size of the feature map after the k-NN graph is n × k ×

(3 + 3) = n× k × 6. The edge convolution block calculates

the edge feature for each point and applies a pooling function

to output the tensor of with an n × n shape. Here, n is the

number of points entering as the inputted, and an is the size

of the applied MLP (Fig. 3(b)).

The edge convolution block is described in detail as fol-

lows. Suppose that the F-dimensional point cloud dataset

X = {p1, p2, · · · , pn} ⊆ R
F is inputted. For most 3D point

cloud data, F = 3, and pi = (xi, yi, zi). When information

such as texture or color is added, F increases. Based on this

X , we configured a directed graph G = (V, E) comprising

V = {p1, p2, · · · , pn} as a vertex set and E ⊆ V × V

representing an edge set. The edge set E is expressed as

follows:

E = {eij | eij = f2(pi, pj) for 1 ≤ i, j ≤ n} (1)

where f2 is a nonlinear function with R
F × R

F → R
F ′, and

2 is a learnable parameter. Based on this configured V and E ,

G is constructed as a k-nearest-neighbor graph and reflected

in the edge convolution block. The function f2 that defines

the edge features is expressed as follows:

f2(pi, pj) = f̄2(pi, pj − pi) (2)

This asymmetric function combines the pi-centered global

shape structure and the pj − pi-centered local neighborhood.

Finally, the edge feature of the lth channel through the MLP

is expressed as follows:

e′ijl = ReLU(θl · (pj − pi) + φl · pi),

2 = (θ1, θ2, · · · , θl, φ1, φ2, · · · , φl) (3)

After constructing the k-NN graph G for an n point set

X , we perform an edge convolution process with G as input.

In edge convolution, we apply a symmetric aggregation func-

tion g to the edge feature related to all the edges that are

connected from each vertex. Through this process, the edge

feature becomes permutation-invariant. The edge convolution

result xi
′ from the ith point xi can be expressed as follows:

p′
i = g(f2(pi, pj)) for ∀j : (i, j) ∈ E (4)
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TABLE 1. Comparison of typical order invariant methods in terms of the
ModelNet40 testset classification accuracy as the metric. The experiments
were conducted by the authors in [9].

FIGURE 4. Squeeze and excitation model.

This symmetric function takes n vectors as input and out-

puts a new vector that is robust (or invariant) to the input

order. Consequently, given an F-dimensional point cloud

with n points, passing through the edge convolution block

creates a point cloud with the same number of points in the

F ′ dimension. Methods, such as attention, long short-term

memory (LSTM), average pooling, and max pooling, can

be used to select the order-invariant function g; we selected

the max pooling function g based on Table.1. Therefore,

the result of the edge convolution following (4) is as follows:

p′
im = max

j:(i,j)∈E
e′ijl (5)

Because the edge feature function f is a symmetric func-

tion, it is invariant to permutation, and the feature aggregation

function g, which is max-pooling in our model, is also invari-

ant to the permutation. Therefore, p′
i, the result of (5), is also

permutation-invariant to input pj. Furthermore, the edge fea-

ture is preserved when each point is moved by T based on (6).

For φl = 0, the edge features are fully translation-invariant.

In this case, the model utilizes only the features between the

points (or edge features) and ignores the geometric informa-

tion of each point. Therefore, for φl 6= 0, by considering

pi and pj − pi as input values simultaneously, the model

can consider local region information while maintaining the

original shape information.

e′′ijl = θl · ((pj + T ) − (pi + T )) + φl · (pi + T )

= θl · (pj − pi) + φl · (pi + T )

= e′ijl + φl · (pi + T ) (6)

2) SE MODULE

In the CNN structure, each convolution filter learns the

local feature of an image or feature map—a combination

of information in the local receptive field. By passing these

combinations through the active function, we deduce the non-

linear relationship, and using the same approach as pooling,

reduce the large features so that they can be seen at once.

Consequently, CNNs have been able to outperform humans in

areas such as image classification because they can efficiently

manage the relationship of the global receptive fields. The

SE module models the dependency between the convolution

features to further enhance the expressiveness of the existing

CNN. The SE module consists of a squeeze operation that

summarizes the complete information on each feature map

and an excitation operation that scales the importance of each

feature map. With the SE module, the model performance

improvement is significant compared with the increase in the

number of parameters, while ensuring that the model and

computational complexities do not increase significantly.

The squeeze operation literally squeezes the features. Only

import information is extracted from each channel. The con-

cept of extracting core information is important in the sub-

network, where the local receptive field is very small. We use

global average pooling (GAP), one of the most common

methodologies for extracting core information. The GAP

enables global spatial information to be compressed into a

channel descriptor.

After squeezing the core information, the module recal-

ibrates through the acquisition operation, which calculates

channel-wise dependencies.

Fscale(·, ·) is a channel-wise multiplication, and X̃ is the

feature map of H ,W ,C size before the squeeze operation.

Eventually, the scale value after the excitation operation has

a value between 0 and 1. Therefore, it is scaled based on the

importance of the channels.

In this study, the SE operation is applied to each feature

map through an edge convolution block and then combined

to create a point cloud feature. Furthermore, a deeper fea-

ture map can be constructed by adding a channel-specific

weighted SE operation output at each step. Through this

process, high-dimensional point cloud data can be processed

more efficiently, and a high learning speed and improvement

in performance can be expected with negligible additional

computation.

3) SKIP-DENSE NETWORK

We use the output of the backbone network described above

as input to the skip-dense network [65] (Fig. 6(a)). A skip-

dense network includes stacked fully connected layers with

skip connections, expressed as follows:

Il+1=W · max(0,BNγ,β (Il))+b+α×Il (7)

In (7), Il is the skip-dense input of the lth layer,BNγ,β is the

batch normalization, and γ and β are the parameters for batch

normalization. The next step is the ReLU activation function

and a fully connected layer. W and b are the parameters of

the fully connected layer. α is the coefficient that adjusts the

ratio of the skip connections. This pure skip-dense network

adds depth to the model while increasing the performance at

the cost of a significant increase in the number of parameters

and computational complexity. Therefore, the SEmodule was
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FIGURE 5. Our proposed segmentation model.

FIGURE 6. Two types of skip-dense Network.

applied to the skip-dense network to improve the learning

speed and performance (Fig. 6(b)).

B. PART SEGMENTATION MODEL

Fig. 5 shows the segmentation model. The segmentation

model is similar to the classification model but additionally

considers a categorical vector. The difference between the

segmentation and classification models is that the categorical

vector is aggregated to the recalibrated feature map. By con-

sidering the label vector and bundling the point cloud feature

and the segmentation label of the point into the same feature

map, the effects of learning both local and global information

occur simultaneously. Finally, the model predicts an n × p

label for segmentation.

IV. EXPERIMENT

In this section, we introduce the classification and segmenta-

tion experiments of our proposed model and the correspond-

ing results.

A. DATASET AND DATA AUGMENTATION

The classification models were tested on the Model-

Net40 dataset [19], which includes 12311 CAD modes

in 40 categories. This dataset was divided into 9843

validation sets and 2468 test sets. Furthermore, 1024 points

were sampled uniformly for each model and resized to fit

the unit sphere. The segmentation model was tested on the

ShapeNet part dataset [20], which includes 16881 CAD

FIGURE 7. Training loss and training accuracy graph of the DGCNN,
proposed model, proposed model with only the SE module, and proposed
model with only the skip-dense network. The left axis represents the
training loss, and the right axis represents the training accuracy.

modes in 16 categories, annotated with a total of 50 parts.

Each point in this dataset is classified as a part category label.

Themodel learns 2048 uniformly sampled points and consists

of up to six part types.

Furthermore, we performed data augmentation to increase

the generalization capability of the learning model. As with

previous studies, the input point cloud is rotated, shifted,

jittered, and scaled randomly, and noise is randomly added at

each point. Through data augmentation, the model is trained

robustly for rotation and translation.

B. EXPERIMENT IMPLEMENTATION

For the classification experiments, we optimized the model

using an Adam optimizer with a learning rate of 0.001 and

applied gradient clipping to suppress gradient explosion.

We set the number of input points to 1024, batch size to 16,

and the momentum of the batch normalization to 0.9. The

k-NN graph was set to k = 20, the scaling factor of the

skip-dense network was set to 0.1, and the dropout rate of the

dropout layer was set to 0.5. For the loss function, a cross-

entropy function was used, and overfitting was prevented

by considering the L2-regularization loss. The segmentation

experiment was performed by increasing the number of input

points to 2048 and the k value to 30 with the above settings.
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FIGURE 8. Comparison of segmentation results among PointCNN, Pointnet++, DGCNN, Ground Truth and proposed model.

TABLE 2. Classification results on ModelNet40.

TABLE 3. Comparison of models’ complexity.

The models presented in our paper were implemented

using Python and TensorFlow 1.14. The classification exper-

iment was conducted using one 16 GB NVIDIA TESLA

V100 GPU, and the segmentation was performed using two

16 GB NVIDIA TESLA V100 GPUs.

V. RESULT

This section introduces the results of experiments with the

settings specified in Section IV.

A. CLASSIFICATION EXPERIMENTAL RESULT

First, we introduce the results of the classification model

experiment on the ModelNet40 dataset.

1) PERFORMANCE COMPARISON WITH EXISTING MODELS

Table.2 presents a comparison between the results of the

previous studies and those of our proposed model. The mean

accuracy is the average value of the class-specific accuracy,

TABLE 4. Effects of SE module and the skip-dense network. The train
metric column means the first train step index when the train accuracy
reached 90%. © indicates the model containing the module, and X
indicates the opposite case.

and the overall accuracy is the ratio of the correct number

of classifications to the overall object classification. Except

for PointNet++, 1024 points were used as input values.

Based on the results, the proposed model has the highest

accuracy. Based on the results of the experiments conducted

in the same settings, the proposed model exhibited a 1.3%

higher accuracy than the previous state-of-the-art DGCNN

model.

Table.3 lists the result of evaluating the complexity of the

models by comparing the model size, number of parameters,

and computation time with other classification networks. Our

proposed model includes additional networks, thus increas-

ing the model size and number of parameters. Nevertheless,

through the SE module, our model was able to learn more

efficiently, resulting in a faster computing time and higher

accuracy.

2) EFFECTS OF APPLIED NETWORKS

Fig. 7 and Table.4 present the effect of SE modules and

the skip-dense networks that we additionally applied in this

study, each of which increased the classification perfor-

mance. Moreover, the models with the SE module reduced

the loss at a faster rate, and the training metric confirms

that the models with the SE module can train 2 to 2.5 times

faster than the other models. This demonstrates that the

SE module learns more efficiently through the recalibration

operation.
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TABLE 5. Part segmentation results on ShapeNet part dataset. The values are mean Intersection over Union (mIoU) (%) on points.

TABLE 6. Comparison of results by changing the number of nearest
neighbors (k) value.

3) EFFECTS OF NUMBER OF NEAREST NEIGHBORS k

We compared the performance of the model by conduct-

ing an experiment where the k value was varied. As k

increases, the computation time increases approximately lin-

early. A similar performance is observed when k = 30 and

k = 20, but decreases when k = 40. If the k value is too

small or too large, the model does not correctly capture the

geometric features around each point.

B. SEGMENTATION EXPERIMENTAL RESULT

This section presents the results of the part segmentation

experiment on the ShapeNet dataset.

The intersection over union (IoU) was used as a perfor-

mance metric for point cloud segmentation. The segmenta-

tion model predicts the part label of each point and finds

the intersection and union of the actual and predicted labels.

The IoU is the number of intersections divided by the num-

ber of unions. As depicted in Table.5, some classes exhibit

a state-of-the-art segmentation performance, and the total

IoU has (marginally) the second-highest performance after

PointCNN. The greater the number of shapes, the higher

the segmentation performance. Fig. 8 shows an example of

the actual segmentation results. For a more realistic com-

parison of the results, the segmentation results of the poorly

predicted classes are also included (such as the motorcycle

in Fig. 8).

VI. CONCLUSION

In this study, we developed a faster DGCNNmodel to classify

and segment point clouds. The overall architecture was opti-

mized by adding a skip-dense network to theDGCNN to build

an in-depth network and adding an SEmodule for an efficient

learning. This model exhibited state-of-the-art performance

on two benchmark datasets: ModelNet40 and ShapeNet.

In terms of the classification, our model exhibited a 1%

to 1.7% higher accuracy than the previous models, and the

learning speed was 2 to 2.5 times faster. As described in

Section V-A2, the skip-dense network enabled the use of a

high-performance model by building a deeper network, and

the SE module increased the model efficiency, enabling a

faster learning process using feature recalibration. Further-

more, for data with large dimensions, such as point clouds,

the processing speed is high, so accelerating the learning is

a beneficial research result. In the segmentation process, our

model achieved the best IoU for 7 out of 16 categories and

exhibited the highest overall performance.

In the future, we plan to conduct research on the classifi-

cation and segmentation with real 3D data as input. For real-

time point cloud deep learning research, we plan to apply

a model compression method such as quantization. We will

also apply the proposedmodel to higher-dimensional geomet-

ric data beyond 3D.
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