
Faster shot-record depth migrations 

Scott A. Morton*, Amerada Hess Corporation, 

Summary 

Phase encoding of shot records provides a means of imag- 
ing a number of shots within a single migration. This re- 
sults in a reductmion in the required computation for a com- 
plete image, a reduction by the number of shots used in 
each individual migration, trading this increase in speed 
for additional noise in the resulting image. Some methods 
for phase encoding have been shown to  limit this noise to  
a tolerable range when combining several shots, enabling 
speed ups of a factor of a few (Ober et al., 1997). In this 
paper, we present a use of phase encoding which allows 
faster imaging by an order of magnitude or more, with 
the additional benefit that the individual migrations can 
be stopped whenever the answer is “good enough.” This 
approach may ultimately render 3-D frequency-domain 
prestack depth migration cost effective. 

Introduction 

Most companies today use Kirchhoff methods to perform 
their production 3-D prestack depth migrations, largely 
because they are relatively inexpensive and axe flexible 
with respect to  image size and data geometry. However, 
they are usually limited to single-valued, high-frequency 
operators. Recursive frequency-domain shot-record mi- 
gration naturaIly accounts for multi-path arrivals and fi- 
nite frequency effects, phenomena which frequently oc- 
cur in the regions of complex geology being explored to- 
day. Unfortunately the cost of these methods, especially 
for marine’ surveys with hundreds of thousands of shots, 
is currently prohibitive for their straightforward applica- 
tion. 

There are a couple of traditional approaches to  reduc- 
ing the cost of recursive frequency-domain migration. To 
make each migration less expensive, much effort has been 
made to develop more efficient yet still accurate opera- 
tors. Another approach is to use a subset of the available 
shots to reduce the number of migrations, while attempt- 
ing to maintain sufficient signal-to-noise ratio and subsur- 
face coverage. 

In this paper, we focus on a technique called phase en- 
coding which uses a frequency-domain prestack migration 
method and all the available shot records to  calculate 
the correct image, within the limitations of your veloc- 
ity model and migration method. The computation is 
reduced by combining a number of shots within a single 
migration. However, there is no free lunch - phase en- 
coding trades an increase in speed for additional noise in 
the image. 

The question is, how much noise can be tolerated for a 
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given decrease in cost? Figure 1 contains two images of 
the Marmousi data set, with the second image requiring 
only & the amount of computation. Is this additional 
noise tolerable? 

Theory 

Phase encoding is applicable in the context of frequency- 
domain recursive migration methods in which each shot 
record and its associated source wavelet are Fourier trans- 
formed and downward propagated into the earth’s interior 
using a one-way wave equation. The resulting source and 
receiver wavefields for shot j ,  Sj(n,wn) and Rj (g ,wn) ,  

respectively, can then be crosscorrelated to  produce an 
image for the shot record (Claerbout, 1971): 

NW 

I3(c)  = ~ S , * ( a , w n ) R 3 ( . , w n ) ,  (1) 
n=l 

The final image is then the sum of the images produced 
by the migration of the individual shot records. There is 
clearIy tremendous potential for speed up if we could per- 
form the summation over shots (at least partially) before 
migration. 

However, the straightforward approach results in un- 
wanted cross terms. Linearity of one-way wave equations 
allows us to  create any linear combination of the sur- 
face wavefields before downward propagation, resulting 
in combined wavefields for the sources and receivers: 

j=1 

and 
Nshot  

R(z, w n )  = aj ,nRj  (z, wn).  (3) 
j = 1  

However, this approach breaks down when we apply the 
(nonlinear) imaging condition to  the combined wavefields: 

j,k=l n=l 

Now if the coefficients have magnitude one, i.e. can be 
written in the form ~ j , ~  = eidj9,, then each j = IC sum- 
mation reduces to  one of the desired shot-record images 
and the correct (stacked) image, 

j=1 n=l 
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is contained in I,. However, the unwanted j # k (cross) 
terms. 

Fig. 1: Two images of the Marmousi data set, differing only 
in the level of random noise and the computational cost. Both 
images contain the same physical information, all the shot 
records and the same finite-difference frequency-domain mi- 
gration code were used. However, the first migration used the 
standard approach to shot-record migration, while the second 
migration used random phase encoding and required only & 
the computer time. 

j f k  n=l 

are unphysical crosscorrelations between unrelated source 
and receiver wavefields. Unfortunately they are poten- 
tially as large as the correct shot-record images; clearly 
we should not in general choose the phases +j,n to be zero. 

The research question is, how can we choose the phases 
so as to minimize the cross terms? A related practical 
issue is, how much noise can be tolerated? 

Application 

A number of schemes have been examined for phase en- 
coding several shots within a single migration (Ober et al., 
1997; Romero et al., 1998). The best of these schemes is 
a modified chirp function, which results in only 4% er- 
ror when combining two adjacent shots in each individual 
migration in the complete imaging of the Marmousi data 
set. However, the error for this scheme rises rapidly when 
combining more than two shots per migration. 

A more robust encoding scheme is also one of the simplest, 
that of using phases which are uniform random variables. 
This scheme performs relatively poorly when combining 
two adjacent shots, yielding a relative error of 16% for the 
Marmousi image. However, the error grows slowly with 
the number of shots used in each migration. In Figure 2, 
we plot the L2 norm of the difference between the cor- 
rectly migrated image for the Marmousi data set (calcu- 
lated with a single shot per migration) and images where 
a number of randomly phase-encoded shot records were 
migrated together. The number of shots per migration, 
displayed on the bottom axis, is also the factor by which 
the computational cost is reduced. 

The two curves in Figure 2 represent two extremes in 
using combinations of shot records. The solid curve rep- 
resents migrations where adjacent shots in the data set 
were migrated together, while the dashed line represents 
migrations using shots that were as widely spaced as pos- 
sible, given the limits of the data.' Clearly, having a 
large physical separation between shots does help reduce 
the crosscorrelations between unrelated wavefields; the 
extreme case of only having two widely separated shots 
per migration, which have nearly non-intersecting regions 
of influence, yields only 4% error. But this strategy is of 

lFor example, when two widely separated shots were used 
in each migration, shots 1 and 121 (out of 240) were phase 

encoded and migrated together. This was stacked with the 
image from shots 2 and 122, and so on, up t o  shots 120 and 
240, performing 120 migrations to produce the data point. Of 
course when three shots were used per migration, they started 
with shots 1, 81 and 161, and 80 migrations were needed for 
the data point. 
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limited usefulness; we would get about the same reduc- 
tion in computational cost by migrating these shots in- 

migrations, we can continue adding in migrations until 
we are satisfied. 

dependently- and only within their aperture. While using 
separation to help control the error will likely contribute 

to any production use of phase encoding, we focus here 
on how best to  use phase encoding for nearby shots. 

As we can see from Figure 2, the total energy in the cross 
terms (for both degrees of separation of the shots) be- 
comes larger than the energy in the correct image when 
many shots are migrated together, peaking at a noise-to- 
signal ratio of 1.7. In Figure 3, we see that even when 
all 240 shots are phase encoded and imaged in a sin- 
gle migration, correct structure is discernible beneath the 
noise. While this is clearly an unacceptable final image, 
it does give hope, and perhaps an indication of a fruitful 

The extreme is to continue to  the end point of the dot- 

ted curve in Figure 4, until the image is the stack of 240 
migrations each using all 240 phase-encoded shots. This 
image, shown in Figure 5, requires as much work as the 
standard approach to shot-record migration shown in Fig- 
ure la,  and the minor amount of noise is certainly toler- 
able. Clearly there is a point along this path where we 
would accept the image, and consequently require less 
computation than is necessary to calculate the image one 
shot record at a time. 

Conclusions 

approach. 
We have demonstrated that phase encoding shot records 

Notice that the error grows much more slowly than the 
number of shots per migration, increasing by about one 

for performing frequency-domain prestack depth migra- 
tion trades speed of migration for additional noise on 

order of magnitude for two orders of magnitude reduction the image. The correct image is contained in the very 

in a sing1e phase-encoded what more can be of unrelated wave fields. However; stacking subsequent 
done? migrations will improve the signal-to-noise ratio and this 
In essence, this experiment samples the maximum error process can continue until an acceptable image is reached. 
we can expect using random phase encoding in imaging The question is, when is the noise tolerable? When is the 

this data set. How can we reduce the error from this image “good enough” (i.e. interpretable)? This approach 
point? A natural way to  suppress noise is to stack redun- allows you to decide. 

dant data. Can we calculate other phase-encoded images 

with different cross terms? Yes. simply by using different Acknowledgements 
phases. 
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To bring ourselves back to  the initial example, Figure l b  
is the result of stacking 24 migrations, each using all 240 
phase-encoded shot records of the Marmousi data set, re- 

240 shots independently, shown in Figure la .  However, 
we’ve traded speed for additional noise, as can be seen 

ate point on the dotted line in Figure 4. Is this noise 
acceptable? 

If not, then we can use to our advantage the fact that with 
this approach the correct image, the imaging of all the in- 
dividual shot records, is contained in the image calculated 
with the very first migration. All subsequent migrations 
can be viewed as strictly increasing the signal-to-noise ra- 

tio until it is adequate for the purposes at hand. If we 
aren’t satisfied with the answer of a specific number of 

in the computation. But, having combined all the shots first migration, masked by noise in the crosscorrelations 
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Fig. 2: The error in the Marmousi image due to phase-encoded 
shot-record migration, as a function ofthe number of shots per 

migration. Note that each data point represents the error in 
the stacked image having performed as many migrations as 
necessary to include all the shot records. Each square on the 
solid line corresponds to the error for migrating phase-encoded 
adjacent shot records together, while each cross on the dashed 

line corresponds to the error for migrating phase-encoded shots 
which are widely spaced. 

Fig. 4: The error in the Marmousi image as a function of the 
number of migrations- The data from Figure 2 is replotted 
here for ease of comparison, with the squares and crosses rep- 
resenting the adjacent and widely spaced phase-encoded shot. 
records, respectively. The short-dashed curve is the error for 
using all 240 phase-encoded shots in each migration. 

Fig. 3: An image of the Marmousi data set, where all 2 

were phase encoded and imaged in a single migration. 
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