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ABSTRACT 

 

This paper focuses on clustering analysis using a K-means approach for fatigue feature 

dataset extraction. The aim of this study is to group the dataset as closely as possible 

(homogeneity) for the scattered dataset. Kurtosis, the wavelet-based energy coefficient 

and fatigue damage are calculated for all segments after the extraction process using 

wavelet transform. Kurtosis, the wavelet-based energy coefficient and fatigue damage 

are used as input data for the K-means clustering approach. K-means clustering 

calculates the average distance of each group from the centroid and gives the objective 

function values. Based on the results, maximum values of the objective function can be 

seen in the two centroid clusters, with a value of 11.58. The minimum objective 

function value is found at 8.06 for five centroid clusters. It can be seen that the objective 

function with the lowest value for the number of clusters is equal to five; which is 

therefore the best cluster for the dataset. 

 

Keywords: Clustering; fatigue feature extraction; k-means; objective function; 

segments. 

 

INTRODUCTION 

 

Material fatigue has been identified as a main cause of most mechanical failures; 

particularly in automotive components [1]. In the automotive industry, components; 

especially suspension systems, are commonly subjected to fatigue loadings that lead to 

cracks or failures [2]. Consequently, many researchers have developed techniques and 

tools for fatigue assessment, i.e., laboratory tests, data collection, specific tools and data 

analysis, in order to identify and prevent fatigue failure [3]. The clustering and 

classification approach is among the data analysis methods used in fatigue analysis. 
Data clustering has attracted the attention of many researchers in different disciplines. It 

is an important and useful technique in data analysis [4]. Until now, clustering and 

classification for fatigue data analysis has not been extensively studied by researchers. 

Putra et al. [5] used clustering analysis to analyze the segment behaviors of fatigue data 

for car suspension systems. Based on his studies, segment extraction can be optimized 

using a clustering method. Meanwhile, Mao et al. [6] applied clustering analysis to 

generate a safety index based on fatigue data for ship structures. Clustering analysis can 

also be used for acoustic emission signals, because it can identify the classes (or 
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clusters) that correspond to a specific damage mode. This method allows the 

differentiation of signals resulting from damage mechanisms [7]. In statistic and data 

mining, K-means clustering is well-known for its efficiency in clustering large datasets 

[8]. 

Signal processing analysis for fatigue feature extraction basically contributes 

much scattered data. Consequently, it deals with this kind of data to determine 

behaviors. In this paper, fatigue feature extraction was analyzed using K-means 

clustering to find the cluster that best represents fatigue damage. The objective of this 

study is to group the dataset into clusters, so that similar items are lumped together in 

the same cluster. The data lying in one cluster should be as close as possible to the next 

(homogeneity). 

 

THEORETICAL BACKGROUND 

 

A time series contains a set of explanations of variables taken at equally spaced time 

intervals. Statistical analysis is commonly used to determine random signals and 

monitor the pattern of an analyzed signal. In fatigue signals, the calculation of the root-

mean-square (r.m.s.) and kurtosis are very important; in order to retain a certain amount 

of the signal’s amplitude range characteristics. Both values are defined respectively 

as Nuawi et al. [9]. 
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where, xj is the amplitude of the signal. 

A wavelet transform can be classified as either a continuous wavelet transform 

(CWT) or a discrete wavelet transform (DWT), depending on the discretization of the 

scale parameter of the analyzing wavelet. A DWT based on such wavelet functions is 

called an orthogonal wavelet transform (OWT). Orthogonal wavelet transforms are 

normally applied for the compression and feature selection of signals. DWT is derived 

from discrete CWT, and is shown as the following expression [10]: 
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where, a and j are the scale factors, both b and k are the position and Ψ is the mother 

wavelet. 

The strain-life approach (ε-N), which is a suitable approach in analyzing 

random data collected from automotive components, was used for the analysis because 

the case study related to low-cycle fatigue. Palmgren–Miner’s linear cumulative damage 

rule is normally associated with established strain-life fatigue damage models, i.e., the 

Coffin–Manson, the Morrow, and the Smith–Watson–Topper (SWT). The Coffin–

Manson relationship only considers the damage calculation at zero mean stress. 

However, in a real situation, some realistic service situations involve non-zero mean 

stresses. For example, in the case of a loading being predominantly compressive – 



 

Yunoh et al. / Journal of Mechanical Engineering and Sciences     8(2015)     1275-1282 

 

1277 

 

particularly for wholly compressive cycles – the Morrow mean stress correction effect 

provides more realistic life estimates and seems to work reasonably well for steel. The 

strain-life model is mathematically defined as the following expression [11]. 
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K-means, which is a fast and popular method, is used to perform clustering, 

because it easily manages huge amounts of data. The basic intuition behind K-means is 

the continuous reassignment of objects into different clusters, so that the within-cluster 

distance is minimized. It uses an iterative algorithm, divided into two phases, to 

minimize the sum of point-to-centroid distances over all K clusters [12]. Objective 

functions for K-means are defined as the following expression: 
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Figure 1. A diagrammatic process flow of the wavelet transform extraction method. 

 

METHODOLOGY 

 

Data segmentation and clustering is undertaken using Matlab software. The data 

segmentation process divides data into certain sections (or segments), after the 

extraction process, using wavelet transform analysis. The strain signals obtained from 
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the data are analyzed with wavelet coefficient plots using a time–scale representation. 

This is also associated with energy coefficient plots for input values in fatigue data 

extraction. Data extraction was undertaken using wavelet transform analysis. This 

process divides data into segments after the low amplitude has been removed (as shown 

in Figure 1). Every segment extracted from the wavelet analysis was then analyzed 

using a statistical method to find the fatigue feature’s extraction properties, i.e., kurtosis, 

wavelet-based energy coefficient and fatigue damage. These parameters served as input 

data for the clustering process. Figure 2 shows the clustering process flowchart using a 

K-means algorithm. In this analysis, clusters with a certain centroid were formed, with 

different colors for all objects. The cluster was analyzed based on the changing fatigue 

feature extraction values. The best cluster was determined based on the objective 

function value using a Euclidean distance calculation [13]. Euclidean distance gives the 

distance value for every cluster to the centroid. 

 

 
 

Figure 2. Flowchart for K-mean clustering. 
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RESULTS AND DISCUSSION 

 

Figures 3-6 show the clustering results for the fatigue feature extraction properties, 

based on segments using a K-means clustering approach. Based on the plots shown in 

Figures 3 and 4, every cluster showed a scattered pattern distribution. In this paper, K-

means clustering went from a two-centroid cluster to a five-centroid cluster. The 

selection of this number of centroids was due to a comparison of the density distribution 

of the data in the clusters, based on an optimized group. The clustering plot, using two 

centroid points (shown in Figure 3), produced two groups with a scattered distance 

between most of the data to each centroid. This shows that K-means clustering was very 

weak at determining the initial centroid because it used centroid point randomness [14]. 

It can be seen that more than two groups were able to be formed from the data, because 

in the second groups of data the distributions were not at a uniform distance from the 

centroid. Based on the clustering plot, the groups of higher and lower fatigue damage 

were difficult to determine, because the data were only scattered in two groups. 
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Figure 3. Kurtosis and energy coefficient distributions of fatigue damage for two 

centroids. 

 

Figure 4 shows the clustering using three centroid points, which produced the 

best group, compared to the two centroid points. However, in group three (green), there 

was a clear separation of data distribution. Despite sharing the same centroid, the data 

seemed to form two separate clusters. Based on the K-means clustering plots for two 

and three centroids, more groups can be formed to find the optimum cluster. Fatigue 

damage was still scattered and mixed between the higher, medium and lower values. 

This determined that the classification of fatigue damage, kurtosis and energy was still 

loose. The clustering for four centroid points (as shown in Figure 5), based on group 

distribution, looked neater between the centroids. Each centroid of distributed data 

consisted of uneven intervals. Outlier data was also identified in this cluster, which 

meant that group classification of fatigue damage was still not at its optimum. Outlier 

data cannot be ignored; because in a fatigue study, this outlier data can negatively affect 

the overall system [15]. 
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Figure 4. Kurtosis and energy coefficient distributions of fatigue damage for three 

centroids. 
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Figure 5. Kurtosis and energy coefficient distributions of fatigue damage for four 

centroids 

 

Figure 6 shows the clustering plot for five centroid points. Based on the results, 

not many differences were seen, compared to the four centroid points. Outlier data was 

selected as a new centroid point. When the outlier data became the fifth centroid, all of 

the groups in this cluster were uniformly scattered near to their centroid point. Values of 

fatigue damage were distributed according to the higher, medium and lower groups. 

Based on this clustering result, the behavior of fatigue feature extraction can be 

determined, whether it has higher, medium or lower values, by referring to the group in 

the cluster. 
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Figure 6. Kurtosis and energy coefficient distributions of fatigue damage for five 

centroids. 

 

The average distance between data points in the entire centroid cluster is known 

as the objective function. The objective function values are shown in Table 1. The 

maximum objective function value seen in the two centroid points was 11.58. 

Meanwhile, the minimum objective function value was 8.06 for the five centroid points. 

Based on these results, the objective function value decreased with the increasing 

number of centroid points in the cluster. This shows that when the number of centroid 

points increases, the distribution data is more focused towards their centroid and the 

average distance to the centroid of each data decreases. A smaller objective function 

value gave closer data distributed at each centroid. Table 1 shows that the objective 

function has the lowest value for clusters equal to five. Therefore, the five centroid 

points contributed the best cluster for this analysis. 
 

Table 1. Average objective function values. 

 

No. of Clusters Objective Function Value 

C=2 11.58 

C=3 9.77 

C=4 9.04 

C=5 8.16 

 

CONCLUSIONS 

 

In this paper, the behavior of fatigue feature extraction was determined using clustering 

analysis. Based on K-means clustering analysis plots, the data was grouped based on the 

number of centroid points. The best cluster was found for five centroid points, because 

the group was well organized. The objective function value indicated that the cluster 

with five centroid points gave the lowest results. The lowest value of the objective 

function indicated that the cluster was at its optimum. 
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