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Abstract. This paper is concerned with the dynamics of transcendental entire functions. Let $f(z)$ be a transcendental entire function. We shall study the boundedness of the components of the Fatou set $F(f)$ under some restrictions on the growth of the function. This relates to a problem due to Baker in 1981.

## 1. Introduction

The iteration theory of rational functions originated with the work of Julia [18] and Fatou [15] between 1918 and 1920. Some years later in 1926 Fatou [16] studied the case of transcendental entire functions. Transcendental entire functions share many of the dynamical properties of rational functions, but there are some major differences. The main reason for this is because of the essential singularities of transcendental entire functions (cf. [13]).

In this paper $f(z)$ always stands for a transcendental entire function. The iterates $f^{n}$ are defined by

$$
f^{0}(z)=z, \quad f^{n}(z)=f\left(f^{n-1}(z)\right), \quad n \geq 1
$$

A point $z$ is called normal if the sequence $\left\{f^{n}\right\}$ is normal in the sense of Montel in some neighbourhood of $z$. We define

$$
F(f)=\{z \in \mathbb{C}: z \text { is a normal point }\}
$$

and

$$
J(f)=\mathbb{C} \backslash F(f)
$$

they are called the Fatou set and the Julia set of $f$ respectively.
According to the definition, it is easy to verify that $F$ is open (possibly empty) and $J$ is closed.

The components of $F(f)$ are simply called Fatou components (or stable domains): they are maximal domains of normality. According to the classical Fatou-Julia theory (cf. Fatou $[\mathbf{1 5}, 16]$ and Julia $[18]), J(f)$ and $F(f)$ are completely invariant in the sense that

$$
z \in J(f) \Longleftrightarrow f(z) \in J(f)
$$

and

$$
z \in F(f) \Longleftrightarrow f(z) \in F(f)
$$

A further relation given in [17] is

$$
F(f)=f(F(f)) \cup\{F(f) \cap P V(f)\}
$$

where $P V(f)$ denotes the set of the Picard exceptional values of $f$. Thus, if the Fatou set $F(f)$ contains a finite Picard exceptional value of $f$, then $F(f) \neq f(F(f))$. However, for any nonlinear rational function $R(z)$, we always have $F(R)=R(F(R))$.

Each component $D$ of $F(f)$ is mapped by $f$ into some component $U$ of $F(f)$, and $U \backslash f(D)$ contains at most one point. Furthermore, the set $U \backslash f(D)$ is contained in the set of the asymptotic values of $f$ [9]. If each $f^{n}(D)$ belongs to a different component of $F(f)$, the component $D$ is called wandering; if this is not the case, then there are integers $m \geq 0$ and $n \geq 1$ such that $f^{m}(D) \subset D_{1}$, where $D_{1}$ is a component of $F(f)$ such that $f^{n}\left(D_{1}\right) \subset D_{1}$. In this case, we call $D$ a pre-periodic component and, in particular, $D$ is called periodic (or invariant) if $m=0$ (or $m=0$ and $n=1$ ). For periodic component $D$ of period $m$, if $f^{n m}(z) \rightarrow \infty$ for $z \in D$ as $n \rightarrow \infty$, then $D$ is called a Baker domain. One can understand the Baker domain by means of the Hadamard-three-circle theorem:

$$
\begin{aligned}
& \text { If } f \text { is analytic on the annulus }\left\{z: 0 \leq r_{1} \leq|z| \leq r_{2} \leq \infty\right\} \text {, then for } \\
& \text { any } r: r_{1} \leq r \leq r_{2}, \log M(r, f) \text { is a convex function of } \log r \text {, where } \\
& M(r, f)=\sup _{|z|=r}|f(z)| \text {. }
\end{aligned}
$$

An example of the Baker domain is the function $f(z)=z+1+e^{-z}$ (see [15]). For this function $f, f^{n}(z) \rightarrow \infty$ as $n \rightarrow \infty$ for $\operatorname{Re} z>0$.

No nonlinear rational functions have wandering domains (see Sullivan [22]), but transcendental entire functions may (cf. Baker [4, 6], Eremenko and Lyubich [14], and so on).

If $P(z)$ is a nonlinear polynomial, it is easy to see that $\infty$ is a super-attractive fixed point and $F(f)$ contains a neighbourhood of $\infty$, thus $J(f)$ is bounded; however, if $f$ is transcendental, the case is completely different. In fact, $J(f)$ is unbounded. This can be easily seen from the Picard theorem and the complete invariance of $J(f)$.

It is natural to ask whether $F(f)$ is bounded or not for transcendental entire function $f$.
To this end, recall that the order $\lambda=\lambda(f)$, the lower order $\rho=\rho(f)$ and the type $\sigma=\sigma(f)$ of $f$ are defined to be, respectively,

$$
\begin{gathered}
\lambda=\varlimsup_{r \rightarrow \infty} \frac{\log \log M(r, f)}{\log r}, \quad \rho=\underline{\lim }_{r \rightarrow \infty} \frac{\log \log M(r, f)}{\log r}, \\
\sigma=\varlimsup_{r \rightarrow \infty} \frac{\log M(r, f)}{r^{\lambda}} .
\end{gathered}
$$

A function $f$ with $\lambda(f)=\rho(f)$ is said to be of regular growth. From the theory of value distribution theory, we can see that most meromorphic functions are not of regular growth, that is, their lower order is less than the order. Moreover, there are functions with finite lower order but the order is infinite.

Baker [5] proved the following result.
Theorem A. If the maximum modulus $M(r, f)$ of the transcendental entire function $f$ satisfies

$$
\begin{equation*}
\log M(r, f)=O\left\{(\log r)^{p}\right\} \quad \text { as } r \rightarrow \infty, \tag{1}
\end{equation*}
$$

where $1<p<3$, then every component of $F(f)$ is bounded.
In the same paper, he proposed the following open problem.
Question 1. (Baker's Problem) Is the restriction on the growth of $f$ sharp or not?
Concerning this problem, Stallard [21] proved the following two results.
Theorem B. If the maximum modulus $M(r, f)$ of the transcendental entire function $f$ satisfies

$$
\begin{equation*}
\log \log M(r, f)<\frac{(\log r)^{1 / 2}}{(\log \log r)^{\epsilon}} \quad(0<\epsilon<1) \tag{2}
\end{equation*}
$$

then every component of $F(f)$ is bounded.
THEOREM C. If the order $\lambda$ of the transcendental entire function $f$ is less than $1 / 2$ and

$$
\begin{equation*}
\frac{\log M(2 r, f)}{\log M(r, f)} \rightarrow c \neq \infty \tag{3}
\end{equation*}
$$

as $r \rightarrow \infty$, then every component of $F(f)$ is bounded.
In this paper, we shall give some further results on Baker's problem.
Definition 1. Suppose that $C_{1}$ and $C_{2}$ are constants satisfying $C_{1}>1, C_{2}>1$. A positive number $r$ is said to be normal $\left(C_{1}, C_{2}\right)$ for $f(z)$ if

$$
\begin{equation*}
\log M\left(C_{1} r, f\right)<C_{2} \log M(r, f) \tag{4}
\end{equation*}
$$

We denote by $N\left(C_{1}, C_{2}\right)$ the set of numbers $r$ which are normal $\left(C_{1}, C_{2}\right)$ for $f(z)$.
Remark. From (3) we see that, for any small $\varepsilon>0$, there exists a positive number $r_{0}$ such that $\left[r_{0}, \infty\right) \subset N(2, c+\varepsilon)$.
Theorem 1. Suppose that $f(z)$ is a transcendental entire function of order $\lambda<1 / 2$. Assume that there exist constants $C_{2}>1$ and $C_{1}>C_{2}^{2}$ such that, for sufficiently large $r_{0}$, $\left[r_{0}, \infty\right) \subset N\left(C_{1}, C_{2}\right)$. Then any component of $F(f)$ is bounded.

The following result is a supplement of Theorem 1 in some sense.
Theorem 2. Suppose that $f(z)$ is a transcendental entire function of lower order $\rho<$ $1 / 2$. Assume that, for any $m>1$,

$$
\begin{equation*}
\log M\left(r^{m}, f\right) \geq m^{2} \log M(r, f) \tag{5}
\end{equation*}
$$

holds for all sufficiently large $r$. Then any component of $F(f)$ is bounded.

Remark. By the Hadamard-three-circle theorem, for any $m>1$ and any $\varepsilon>0$, one has $\log M\left(r^{m}, f\right) \geq(m-\varepsilon) \log M(r, f)$. Therefore our condition (5) is not strong.

Remark. Based on this theorem, it is reasonable to guess that Theorem 1 still holds if we replace the condition that the order is less than $1 / 2$ by the condition that the lower order is less than $1 / 2$.
Example. Take $f(z)=\sin \left(z^{1 / 2}\right) / z^{1 / 2}+z+a, a \in \mathbb{C}$. Then the lower order of $f(z)$ is $1 / 2$ and

$$
\log M(2 r, f) / \log M(r, f) \rightarrow 2^{1 / 2}
$$

as $r \rightarrow \infty$. This is stronger than our growth condition (5). Baker [5] showed that $F(f)$ has an unbounded component when $a$ is sufficiently large and positive. Thus the restriction on the lower order in the above theorems is the best possible.

Next we consider some special Fatou components. Suppose that $f(z)$ is of type 0 and order less than $1 / 2$. Bhattacharyya [ $\mathbf{1 0}$ ] proved that any immediate attractive domain $D$ is bounded; Baker [5] extended it to invariant components, which can be easily generalized to non-wandering components (cf. Qiao [20]). We shall prove the following result.

THEOREM 3. Suppose that $f(z)$ is a transcendental entire function with lower order $\rho=\rho(f)<1 / 2$. Then every pre-periodic component is bounded.

Example. Take $f(z)=\cos \sqrt{z+(\pi / 2)^{2}}$. Then $F(f)$ has an unbounded component $U$ which contains the origin (cf. [10]). Note that $f(0)=0$, thus $U$ is invariant. Obviously, $\rho(f)=1 / 2$. Thus the restriction on the lower order is the best possible.

## 2. Some basic lemmas

The minimum modulus of $f$ is denoted by

$$
m^{*}(r, f)=\min _{|z|=r}|f(z)|
$$

The following result was proved by Baker [5].
Lemma 1. Suppose that there exist sequences $R_{n}, t_{n} \rightarrow \infty$ and $c(n)>1$ such that:
(i) $\quad M\left(R_{n}, f\right)=R_{n+1}$;
(ii) $\quad R_{n} \leq t_{n} \leq R_{n}^{c(n)}$;
(iii) $m^{*}\left(t_{n}, f\right)>R_{n+1}^{c(n+1)}$ for all sufficiently large $n$.

Then all the components of $F(f)$ are bounded.
Lemma 2. The assumptions are the same as in Theorem 1. Then there exist sequences $R_{n}, t_{n} \rightarrow \infty$ such that, for all sufficiently large $n$ :
(i) $\quad M\left(R_{n}, f\right)=R_{n+1}$;
(ii) $\quad R_{n}^{2+2 /(2 n+1)}<t_{n}<R_{n}^{2+1 / n}$,
(iii) $\log m^{*}\left(t_{n}, f\right)>\left(1-1 /(2 n+1)^{3}\right) \log M\left(R_{n}^{2+2 /(2 n+1)}, f\right)$.

Proof. Since the order of $f(z)$ is less than one, by the Weierstrass theorem we may write $f(z)$ in the form

$$
f(z)=c z^{k} g(z) \quad(c \neq 0)
$$

where

$$
g(z)=2 \prod_{n=1}^{\infty}\left(1-\frac{z}{z_{n}}\right)
$$

and $k$ is a nonnegative integer. We define

$$
G(z)=2 \prod_{n=1}^{\infty}\left(1+\frac{z}{r_{n}}\right), \quad\left(r_{n}=\left|z_{n}\right|\right)
$$

It is easy to see that

$$
\lambda(G)=\lambda(g)=\lambda(f)
$$

From Boas [11, p. 39, formula (3.1.4)] we have

$$
m^{*}(r, G)=|G(-r)| \leq m^{*}(r, g) \leq M(r, g) \leq M(r, G)=G(r)
$$

Since $C_{1}>C_{2}^{2}$, we can take a constant $a \in(\lambda, 1 / 2)$ such that

$$
\begin{equation*}
b:=a-\log C_{2} / \log C_{1}>0 \tag{6}
\end{equation*}
$$

Let

$$
\Psi(r)=\int_{r}^{\infty} \frac{\log |1-t|-\cos (\pi a) \log (1+t)}{t^{1+a}} d t, \quad(r \geq 0)
$$

We denote $k(a)=(1-\cos (\pi a)) / a$. Then from Kjellberg [19] (cf. Denjoy [12]) we have

$$
\begin{equation*}
k(a) \frac{\log (1+r)}{r^{a}} \leq \Psi(r) \leq 10 \frac{\log (1+r)}{r^{a}} \tag{7}
\end{equation*}
$$

Note that

$$
\log |G(-r)|=\sum_{n=1}^{\infty} \log \left|1-\frac{r}{r_{n}}\right|
$$

and

$$
\log |G(r)|=\sum_{n=1}^{\infty} \log \left|1+\frac{r}{r_{n}}\right|
$$

and $\sum r_{n}^{-a}$ is convergent. We thus obtain

$$
\begin{aligned}
\int_{r}^{\infty} \frac{\log G(t)}{t^{1+a}} d t & =\sum_{n=1}^{\infty} \int_{r}^{\infty} \frac{\log \left(1+t / r_{n}\right)}{t^{1+a}} d t \\
& =\sum_{n=1}^{\infty} r_{n}^{-a} \int_{r / r_{n}}^{\infty} \frac{\log (1+t)}{t^{1+a}} d t
\end{aligned}
$$

(the interchange of limiting operations being justified because everything is positive) and

$$
\begin{aligned}
\int_{r}^{\infty} \frac{\log |G(-t)|}{t^{1+a}} d t & =\sum_{n=1}^{\infty} \int_{r}^{\infty} \frac{\log \left|1-t / r_{n}\right|}{t^{1+a}} d t \\
& =\sum_{n=1}^{\infty} r_{n}^{-a} \int_{r / r_{n}}^{\infty} \frac{\log |1-t|}{t^{1+a}} d t
\end{aligned}
$$

because the integral is dominated by the convergent integral

$$
\begin{aligned}
\int_{0}^{\infty} \frac{|\log | G(-t)| |}{t^{1+a}} d t & =\sum_{n=1}^{\infty} \int_{0}^{\infty} \frac{|\log | 1-t / t_{n}| |}{t^{1+a}} d t \\
& =\sum_{n=1}^{\infty} r_{n}^{-a} \int_{0}^{\infty} \frac{|\log | 1-t| |}{t^{1+a}} d t
\end{aligned}
$$

Therefore by (7), for any $r<R$,

$$
\begin{aligned}
\int_{r}^{R} & \frac{\log |G(-t)|-\cos (\pi a) \log G(t)}{t^{1+a}} d t \\
& =\int_{r}^{\infty}-\int_{R}^{\infty} \frac{\log |G(-t)|-\cos (\pi a) \log G(t)}{t^{1+a}} d t \\
& =\sum_{n=1}^{\infty}\left(r_{n}\right)^{-a}\left\{\Psi\left(\frac{r}{r_{n}}\right)-\Psi\left(\frac{R}{r_{n}}\right)\right\} \\
& \geq k(a) \sum_{n=1}^{\infty} \frac{\log \left(1+r / r_{n}\right)}{r^{a}}-10 \sum_{n=1}^{\infty} \frac{\log \left(1+R / r_{n}\right)}{R^{a}} \\
& =k(a) \frac{\log G(r)}{r^{a}}-10 \frac{\log G(R)}{R^{a}}
\end{aligned}
$$

Thus, for any positive integer $n$, we have

$$
\begin{align*}
\int_{r}^{R} & \frac{\log |G(-t)|-\left[1-1 /(2 n+1)^{3}\right] \log G(r)}{t^{1+a}} d t \\
= & \int_{r}^{R} \frac{\log |G(-t)|-\cos (\pi a) \log G(t)}{t^{1+a}} d t \\
& +\int_{r}^{R} \frac{\cos (\pi a) \log G(t)-\left[1-1 /(2 n+1)^{3}\right] \log G(r)}{t^{1+a}} d t \\
\geq & k(a) \frac{\log G(r)}{r^{a}}-10 \frac{\log G(R)}{R^{a}} \\
& +\left(-k(a)+\frac{1}{a(2 n+1)^{3}}\right)\left(\frac{1}{r^{a}}-\frac{1}{R^{a}}\right) \log G(r) \\
\geq & \frac{1}{a(2 n+1)^{3}} \frac{\log G(r)}{r^{a}}-10 \frac{\log G(R)}{R^{a}} \tag{8}
\end{align*}
$$

Since $f(z)$ is transcendental, we have

$$
\lim _{r \rightarrow \infty} \frac{\log M(r, f)}{\log r}=\infty
$$

Thus for any $K>0$, there exists $r_{1}>r_{0}>0$ such that $M(r, f)>r^{K}$ for all $r>r_{1}$. Let

$$
\begin{equation*}
s_{n}=\left(10 a(2 n+1)^{3}\right)^{n(2 n+1) / b} \tag{9}
\end{equation*}
$$

and take

$$
R_{1} \geq \max \left\{r_{1}, 40 \log M(1, f), s_{1}\right\}
$$

We define

$$
M\left(R_{n}, f\right)=R_{n+1}, \quad n \geq 1
$$

Note that $\log s_{n+1} / \log s_{n} \rightarrow 1$ as $n \rightarrow \infty$. Thus when $K$ is large, we have

$$
\begin{equation*}
R_{n+1}=M\left(R_{n}, f\right) \geq R_{n}^{K} \geq s_{n+1} \tag{10}
\end{equation*}
$$

Define

$$
\begin{equation*}
h(n)=R_{n}^{2+2 /(2 n+1)}, \quad \delta(n)=\frac{1}{4 n(n+1)} \tag{11}
\end{equation*}
$$

Note that, for any $r \geq r_{1}$, by the assumptions we know that

$$
\log M\left(C_{1} r, f\right) \leq C_{2} \log M(r, f)
$$

This implies that

$$
\begin{equation*}
\log M\left(h(n)^{1+\delta(n)}, f\right) \leq C_{2}^{\delta(n) \log h(n) / \log C_{1}} \log M(h(n), f) \tag{12}
\end{equation*}
$$

Applying (8) for $r=h(n)$ and $R=h(n)^{1+\delta(n)}$ we get

$$
\begin{equation*}
\int_{h(n)}^{h(n)^{1+\delta(n)}} \frac{\log |G(-t)|-\left[1-1 /(2 n+1)^{3}\right] \log G(h(n))}{t^{1+a}} d t \geq \frac{\log G(h(n))}{h(n)^{a}} J(n) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
J(n)=\left\{\frac{1}{a(2 n+1)^{3}}-10 \frac{C_{2}^{\delta(n) \log h(n) / \log C_{1}}}{h(n)^{a \delta(n)}}\right\} \tag{14}
\end{equation*}
$$

Now from (6) and (8)-(12) we deduce that

$$
b \delta(n) \log h(n) \geq \log \left(10 a(2 n+1)^{3}\right)
$$

From this we can easily check that

$$
\begin{equation*}
J(n) \geq 0 \tag{15}
\end{equation*}
$$

Since

$$
\begin{aligned}
\log m^{*}(t, f) & =\log |c|+k \log t+\log m^{*}(t, g) \\
& \geq \log |c|+k \log t+\log |G(-t)|
\end{aligned}
$$

and

$$
\begin{aligned}
\log M(t, f) & =\log |c|+k \log t+\log M(t, g) \\
& \leq \log |c|+k \log t+\log G(t)
\end{aligned}
$$

then for $t \geq h(n)$, we have

$$
\begin{aligned}
& \log m^{*}(t, f)-\left[1-\frac{1}{(2 n+1)^{3}}\right] \log M(h(n), f) \\
& \quad \geq \log |G(-t)|-\left[1-\frac{1}{(2 n+1)^{3}}\right] \log G(h(n))
\end{aligned}
$$

Combining this with (13)-(15) we have

$$
\int_{h(n)}^{h(n)^{1+\delta(n)}} \frac{\log m^{*}(t, f)-\left[1-1 /(2 n+1)^{3}\right] \log M(h(n), f)}{t^{1+a}} d t \geq 0
$$

Thus there exists $t_{n}$ such that (ii) and (iii) hold.

The following result was proved by Barry [8].
Lemma 3. Let $f(z)$ be a non-constant entire function with lower order $\rho=\rho(f)<1 / 2$. Then for any $\rho<a<1 / 2$, the lower logarithmic density of the set

$$
E=\left\{r: 0<r<\infty, \log m^{*}(r, f) \leq \cos (\pi a) \log M(r, f)\right\}
$$

satisfies

$$
\underline{\log \operatorname{dens}} E \leq \rho / a
$$

Furthermore, if the order $\lambda(f)<1 / 2$, then

$$
\overline{\log \operatorname{dens}} E \leq \lambda / a
$$

The following three lemmas are parallel to Baker [1], where he considered the case that the order is less than $1 / 2$.

Lemma 4. Let $f(z)$ be a non-constant entire function with lower order $\rho=\rho(f)<c<$ $1 / 2$. Then there exists a number $r_{0}>0$ such that, for $r \geq r_{0}$, the interval $\left(r, r^{1+\rho / c}\right)$ contains a value s satisfying

$$
\begin{equation*}
\log m^{*}(s, f) \geq \cos (\pi c) \log M(s, f) \tag{16}
\end{equation*}
$$

In addition, for any a with $c<a<1 / 2$, the interval $\left(r, r^{(1+\rho / c) / \cos \pi a}\right)$ contains a value $s$ such that

$$
\begin{equation*}
\log m^{*}(s, f) \geq \log M(r, f) \tag{17}
\end{equation*}
$$

Proof. For any $0<\varepsilon<1 / 2-c$, we have

$$
\rho<c<c+\varepsilon<1 / 2
$$

Note that the lower logarithmic density of the interval ( $r, r^{1+\rho / c}$ ) satisfies

$$
\underline{\log \operatorname{dens}}\left(r, r^{1+\rho / c}\right)=\frac{\rho}{c}>\frac{\rho}{c+\varepsilon}
$$

By Lemma 3, the interval $\left(r, r^{1+\rho / c}\right)$ contains a value $s$ such that

$$
\log m^{*}(s, f)>\cos (\pi(c+\varepsilon)) \log M(s, f)
$$

Since $s$ is independent of $\varepsilon$, by letting $\varepsilon \rightarrow 0$ we obtain the first conclusion.
Next we prove the second part. For sufficiently large $r$, by the proof of the first conclusion, there exists

$$
s \in\left(r^{1 / \cos \pi a}, r^{(1+\rho / c) / \cos \pi a}\right)
$$

such that

$$
\begin{equation*}
\log m^{*}(s, f)>\cos (\pi c) \log M(s, f) \tag{18}
\end{equation*}
$$

Applying the Hadamard-three-circle theorem to the three circles $|z|=1, r, r^{1 / \cos \pi a}$ we get

$$
\begin{equation*}
\log M\left(r^{1 / \cos \pi a}, f\right) \geq \frac{1}{\cos \pi a} \log M(r, f)-\left(\frac{1}{\cos \pi a}-1\right) \log M(1, f) \tag{19}
\end{equation*}
$$

Obviously, when $r$ is sufficiently large, we have

$$
\begin{equation*}
\frac{1}{\cos \pi a} \log M(r, f)-\left(\frac{1}{\cos \pi a}-1\right) \log M(1, f) \geq \frac{1}{\cos \pi c} \log M(r, f) \tag{20}
\end{equation*}
$$

Note that $\log M(s, f) \geq \log M\left(r^{1 / \cos \pi a}, f\right)$ by the increasing of $\log M(r, f)$, the desired result follows from this and (18)-(20).

LEMMA 5. Let $f(z)$ be a non-constant entire function with lower order $\rho=\rho(f)<1 / 2$. Then for every a and c satisfying $\rho<c<a$, there exists an $R_{a, c}>0$ such that, for $R>R_{a, c}$, the inequalities

$$
\begin{equation*}
M_{-1}(R, f) \leq r(R) \leq\left\{M_{-1}(R, f)\right\}^{L(c, a)} \tag{21}
\end{equation*}
$$

hold, where $L(c, a)=(1+\rho / c) / \cos (\pi a), r(R)=\inf \left\{r: m^{*}(r, f)=R\right\}$ and $M_{-1}(R, f)$ is the inverse function of $M(R, f)$.

Proof. Let $t=M_{-1}(R, f)$. Then $M(t, f)=R$. On the other hand,

$$
M(r(R), f) \geq m^{*}(r(R), f)=R
$$

and so, $t \leq r(R)$. This proves the first inequality.
Next we prove the second inequality. Take a number $a^{\prime}$ with $c<a^{\prime}<a$ and define $\delta=\cos \left(\pi a^{\prime}\right) / \cos (\pi a)-1$. Applying Lemma 4 to the interval

$$
I(t)=\left(t^{1+\delta},\left(t^{1+\delta}\right)^{(1+\rho / c) / \cos \pi a^{\prime}}\right)=\left(t^{1+\delta}, t^{L(c, a)}\right)
$$

we see that there exists a value $s \in I(t)$ such that

$$
\begin{equation*}
\log m^{*}(s, f) \geq \log M\left(t^{1+\delta}, f\right) \tag{22}
\end{equation*}
$$

On the other hand, for sufficiently large $t$, from the Hadamard-three-circle theorem we deduce that

$$
\begin{aligned}
\log M\left(t^{1+\delta}, f\right) & \geq(1+\delta) \log M(t, f)-\delta \log M(1, f) \\
& \geq \log M(t, f)=\log R
\end{aligned}
$$

This and (22) yield that $m^{*}(s, f) \geq R$. Combining this with the definition of $r(R)$ we get $s \geq r(R)$. Note that $s \in I(t)$ and the conclusion follows.

LEmmA 6. Let $f(z)$ be a non-constant entire function with lower order $\rho=\rho(f)<1 / 2$. Then there is an $R_{0}>0$ such that, for all $R>R_{0}$, the annulus $\left\{z: M_{-1}(R, f) \leq\right.$ $|z|<r(R+1)\}$ contains a simple closed curve $\Gamma$ which contains the origin and on which $|f(z)|=R$.

Proof. (cf. Baker [1, Satz 2]) Let $t=M_{-1}(R, f)$. Then $M(t, f)=R$, and so, $|f(z)|<R$ in $|z|<t$. Meanwhile, from $m^{*}(r(R+1), f)=R+1$ we see that $|f(z)|>R$ on $|z|=r(R+1)$. Thus there exists a component $D$ of the inverse $f^{-1}(|w|<R)$ such that $D$ contains $|z|<t$ and $D$ is contained in $|z| \leq r(R+1)$. Therefore we can find a simple closed curve $\Gamma$ in the annulus $t \leq|z|<r(R+1)$ such that $|f(z)|=R$ on $\Gamma$. In fact, $\Gamma$ is the boundary of $D$, so that it contains the origin. The proof is complete.

Lemma 7. Suppose that $f(z)$ is a non-constant entire function with lower order $\rho=$ $\rho(f)<1 / 2$. For any $\rho<c<a<1 / 2$, let $L(c, a)$ be the same as in Lemma 5. Then for every positive integer $n$, there exists a constant $r_{0}>0$ such that, for $r>r_{0}$, the ring

$$
r \leq|z|<r^{k(n)} \quad\left(k(n)=L(c, a)^{n}\right)
$$

contains a simple closed curve $\Gamma$ which contains the origin and on which

$$
\left|f^{n}(z)\right|=M\left(r, f^{n}\right)
$$

Proof. We shall use the method due to Baker [2, Lemma 1]. For sufficiently small $\varepsilon>0$, we take $a^{\prime} \in(c, a)$ such that

$$
(1+\varepsilon) L\left(c, a^{\prime}\right) \leq L(c, a)
$$

By the Hadamard-three-circle theorem, for any entire function $h(z)$ and any $d>1$, there is an $R_{0}$ such that, for all $R>R_{0}$, we have

$$
\begin{equation*}
M_{-1}\left(R^{d}, h\right)<(1+\varepsilon)\left\{M_{-1}(R, h)\right\}^{d}<\left\{M_{-1}(R, h)\right\}^{d+\varepsilon} \tag{23}
\end{equation*}
$$

Thus for small $0<\delta<\varepsilon$, by Lemma 5,

$$
\begin{aligned}
r(R+1) & \leq\left\{M_{-1}(R+1, f)\right\}^{L\left(c, a^{\prime}\right)} \\
& \leq\left\{M_{-1}\left(R^{1+\delta}, f\right)\right\}^{L\left(c, a^{\prime}\right)} \\
& \leq\left\{M_{-1}(R, f)\right\}^{(1+\varepsilon) L\left(c, a^{\prime}\right)} \\
& \leq\left\{M_{-1}(R, f)\right\}^{L(c, a)}
\end{aligned}
$$

Hence, by taking $r_{0}=M_{-1}\left(R_{0}, f\right)$ and $R=M(r, f)$, the conclusion for $n=1$ follows from Lemma 6.

Suppose that the statement is true for a positive integer $m$. We shall prove the truth of the statement for $m+1$, and then by induction, the conclusion follows.

Let $X(c)=1+\rho / c=L(c, a) \cos (\pi a)$. By the first part of Lemma 4, there exists an $R_{0}>0$ such that, for any $R>R_{0}$, there is a value $s$ such that

$$
R<s<R^{X(c)}
$$

and

$$
\begin{equation*}
m^{*}(s, f) \geq M(s, f)^{\cos (\pi c)} \tag{24}
\end{equation*}
$$

Now by (23), there exists an $R_{1} \geq R_{0}$ such that, for $R>R_{1}$,

$$
M_{-1}\left(R^{X(c)}, f^{m}\right)<\left\{M_{-1}\left(R, f^{m}\right)\right\}^{X(a)}
$$

Thus for all sufficiently large $r$ with

$$
r^{1 / \cos (\pi a)}=M_{-1}\left(R, f^{m}\right)
$$

we have

$$
M\left(r^{L(a, a)}, f^{m}\right) \geq R^{X(c)}
$$

It follows that there exists

$$
t \in\left(r^{1 / \cos (\pi a)}, r^{L(a, a)}\right)
$$

such that

$$
M\left(t, f^{m}\right)=s
$$

Now by the induction hypothesis there is a simple closed curve $\Gamma_{m}$ in the annulus $t \leq|z|<t^{k(m)}$ which contains the origin and on which

$$
\left|f^{m}(z)\right|=M\left(t, f^{m}\right)=s
$$

Therefore for $z \in \Gamma_{m}$, from (24) we get

$$
\begin{align*}
\left|f^{m+1}(z)\right| & \geq m^{*}(s, f) \\
& \geq M(s, f)^{\cos (\pi c)}=\left\{M\left(M\left(t, f^{m}\right), f\right)\right\}^{\cos (\pi c)} \\
& \geq\left\{M\left(t, f^{m+1}\right)\right\}^{\cos (\pi c)} \geq M\left(t^{\cos (\pi a)}, f^{m+1}\right) \\
& \geq M\left(r, f^{m+1}\right) . \tag{25}
\end{align*}
$$

Let $W(r)=\left\{w:|w|<M\left(r, f^{m+1}\right)\right\}$. Note that $\left|f^{m+1}(z)\right|<M\left(r, f^{m+1}\right)$ in $|z|<r$. Thus there exists a component $D$ of $f^{-(m+1)}(W(r))$ such that $D$ contains $|z|<r$ and $D$ is contained in the interior of $\Gamma_{m}$. Let $\Gamma$ be the boundary of $D$ which is a simple closed curve and is contained in the annulus bounded by $|z|=r$ and $\Gamma_{m}$. Obviously, $\Gamma$ contains the origin and $\left|f^{m+1}(z)\right|=M\left(r, f^{m+1}\right)$ on $\Gamma$. The proof is complete.
Lemma 8. (Baker [7]) If a transcendental entire function $f$ has a Baker domain D, then

$$
\log \left|f^{n}(z)\right|=O(n) \quad(z \in D, n \rightarrow \infty)
$$

## 3. Proof of Theorem 1

Define

$$
c(n)=2+\frac{1}{n+1}, \quad n \geq 1
$$

For the sequence $R_{n}$ and $t_{n}$ in Lemma 2 we know that

$$
R_{n}<t_{n}<R_{n}^{c(n)}
$$

Since $f$ is transcendental, we may suppose that

$$
\log M\left(R_{n}^{2+2 /(2 n+1)}, f\right)>\frac{4(n+1)(2 n+3)(2 n+1)^{3}}{8 n^{3}+8 n^{2}-2 n-3} \log M(1, f)
$$

In fact, this holds for all sufficiently large $n$. It follows from the Hadamard-three-circle theorem that

$$
\begin{aligned}
\log R_{n+1} & =\log M\left(R_{n}, f\right) \\
& \leq \log M(1, f)+\frac{1}{2+2 /(2 n+1)} \log M\left(R_{n}^{2+2 /(2 n+1)}, f\right) \\
& \leq \frac{1-1 /(2 n+1)^{3}}{c(n+1)} \log M\left(R_{n}^{2+2 /(2 n+1)}, f\right)
\end{aligned}
$$

The conclusion follows from Lemma 1.

## 4. Proof of Theorem 2

Take any $R_{1}>0$ and define

$$
R_{n+1}=M\left(R_{n}, f\right) \quad n \geq 1
$$

For any $a, c$ with $c<a<1 / 2$, let

$$
L(c, a)=(1+\rho / c) / \cos (\pi a), \quad c(n)=L(c, a)^{2} .
$$

By Lemma 4, the interval

$$
\left(R_{n}^{L(c, a)}, R_{n}^{c(n)}\right)
$$

contains a value $t_{n}$ such that

$$
\log m^{*}\left(t_{n}, f\right) \geq \log M\left(R_{n}^{L(c, a)}, f\right)
$$

Combining this with the hypothesis we get

$$
m^{*}\left(t_{n}, f\right) \geq M\left(R_{n}, f\right)^{c(n)}
$$

The conclusion follows from Lemma 1.

## 5. Proof of Theorem 3

Suppose on the contrary that there exists an unbounded pre-periodic component $U$. Then there are two non-negative integers $m$ and $n$ such that $f^{n}(D) \subset D$, where $D=f^{m}(U)$. By Lemma 7 we see that $D$ is unbounded and the only possible constant limit function of $\left\{f^{n j}: j=1,2, \ldots\right\}$ in $D$ is $\infty$, so that $f^{n j}(z) \rightarrow \infty$ in $D$ as $j \rightarrow \infty$. Thus $D$ is a Baker domain of the function $f^{n}$. From Lemma 8 and Lemma 7 we get a contradiction.
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