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Abstract. Nowadays RSA using Chinese Remainder Theorem (CRT)
is widely used in practical applications. However there is a very powerful
attack against it with a fault injection during one of its exponentiations.
Many countermeasures were proposed but almost all of them are proven
to be insecure. In 2005, two new countermeasures were proposed. How-
ever they still have a weakness. The final signature is stored in a memory
after CRT combination and there is an error-check routine just after CRT
combination. Therefore, if an attacker can do a double-fault attack that
gives the first fault during one of the exponentiation and the other to
skip the error-checking routine, then he can succeed in breaking RSA. In
this paper, we show this can be done with the concrete result employ-
ing a glitch attack and propose a simple and almost cost-free method to
defeat it.

1 Introduction

After the advent of the concept of Side Channel Analysis by Kocher [15], many
variants have appeared to attack the embedded systems such as smart cards.
Among them, fault attacks introduced by Boneh et al. [5] are the most effective.

There are several kinds of methods to invoke faults such as variations in supply
voltage, variations in the external clock, temperature variation, white light, laser,
and X-rays and ion beams [3]. The objective of invoking faults is to make an
abnormal operation in a target and to compute hidden secret information with
the faulty output. In this paper, we use a glitch attack which makes a transient
fault with a voltage spike. The target of glitches is to corrupt data transferred
between registers and memory or to prevent the execution of the code. The glitch
attack is used to attack RSA [1] and recently DSA [16]

The first victim of the fault attack on the cryptographic algorithms was RSA.
The straightforward RSA implementation with Chinese Remainder Theorm was
shown to be broken by fault attacks [5]. The simplest way to prevent the fault
attack is just to compute signatures twice and compare them. However this dou-
bles computation time. Furthermore it cannot avoid permanent errors. Another
way is to verify the signature with the public exponent e. That is, the device
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returns the signature S only when Se ≡ m (mod N). However this method is
too costly if e is large. Furthermore in some applications (e.g. javacard), it is not
allowed to access the public exponent e during signature generation.

Many countermeasures were proposed [17,1,21] but they have been broken
[13,18]. In 2005, two new algorithms were proposed by Ciet and Joye [8] and
Giraud [10] separately. However, their schemes also missed one important point.
In the next section, we review the RSA-CRT and the existing countermeasures
against fault attacks. Section 3 shows the problem of the existing countermea-
sures and experimental results. Section 4 present the new approach to avoid the
new attack and finally we conclude in Section 5.

2 Previous Countermeasures

In this section, we briefly review the RSA-CRT (CRT based RSA) signature and
countermeasures against fault attacks .

2.1 RSA-CRT Signature Algorithm and Fault Attacks on It

Let N = p · q be the RSA modulus, where p and q are two large primes. Let e
be the RSA public exponent and d be the RSA private exponent satisfying that
e · d = 1 mod (p − 1)(q − 1). We also let dp (resp. dq) be the CRT exponent such
that dp = d mod (p− 1) (resp. dq = d mod (q − 1)). We denote by Iq the inverse
of q modulo p. Then the signature S of the message m is computed as

1. Sp = mdp mod p
Sq = mdq mod q

2. S = CRT(Sp, Sq) = Sq + q · ((Sp − Sq) · Iq mod p).

Bellcore researchers showed that if an error occurs in only one of the expo-
nentiations (that is, during a computation of Sp or Sq, but not in both), then

the factorization of N is possible with the faulty signature S̃ [5]. For example,
suppose that an error occurs during computation of Sp. Then a faulty S̃p will be

used in a CRT combination and S̃ = CRT (S̃p, Sq) will be returned. With the

correct signature S and the faulty one S̃, the secret prime q can be computed
by computing GCD(S-S̃, N).

This attack is further improved with only one execution of algorithm [12].
Secret prime number q can be found by computing GCD(S̃e − m, N).

2.2 Shamir’s Countermeasure and Its Generalizations

Shamir used a redundant way to compute Sp and Sq and checked the correctness
of Sp and Sq before RSA combination[17]. Let r be a random k-bit integer
(typically, k=32). Then the signature is computed as
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1. S∗
p = md mod (p · r)

S∗
q = md mod (q · r)

2.

{

S = CRT(S∗
p , S∗

q ) mod N if S∗
p ≡ S∗

q (mod r),
error otherwise.

Joye et al. pointed out one drawback of Shamir’s method [13]. It requires d
which is not known in CRT. Only dp = d mod (p − 1) and dq = d mod (q − 1)
are known. They proposed an improved algorithm which verifies the two half
exponentiations separately. Let r1 and r2 be two random k-bit integers. Then
device computes

1. S∗
p = mdp mod (p · r1), s1 = mdp mod ϕ(r1) mod r1

S∗
q = mdq mod (q · r2), s2 = mdq mod ϕ(r2) mod r2

2.

{

S = CRT(S∗
p , S∗

q ) mod N if S∗
p ≡ s1 mod r1 and S∗

q ≡ s2 mod r2

error otherwise.

The previous algorithms cannot detect errors occurred during RSA combina-
tion. In [1], Aumüller et al. checked the correctness of the result of RSA combi-
nation. Let r be a short prime number, e.g., 16 bits. Then device computes

1. p′ = p · r
d′p = dp + random1 · (p − 1)

S′
p = md′

p mod p′

if ¬(p′ ≡ 0 (mod p) ∧ d′p ≡ dp (mod (p − 1))) then return error

q′ = q · r
d′q = dq + random2 · (q − 1)

S′
q = md′

q mod q′

if ¬(q′ ≡ 0 (mod q) ∧ d′q ≡ dq (mod (q − 1))) then return error

2. Sp = S′
p mod p

Sq = S′
q mod q

S = CRT(Sp, Sq)

3. if ¬(S ≡ Sp (mod p) ∧ S ≡ Sq (mod q)) then return error

Spr = S′
p mod r

dpr = d′p mod (r − 1)
Sqr = S′

q mod r
dqr = d′q mod (r − 1)

if (S
dqr

pr ≡ S
dpr

qr ) then
return S,

else
return error.
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2.3 Infective Computations

Yen et al. proposed a different kind of approach, fault infective computation [21].
They noted that an error detection based on decisional tests should be avoided.
From the viewpoint of low-level implementation of this decision procedure, it
often totally relies on the status of the zero flag of a processor. The zero flag is
a bit of the status register in a processor. So, if an attack can induce a random
fault into the status register, then conditional jump instruction may perform
falsely. In their method, if an error occurs in one of the exponentiations (Sp or

Sq), then it makes both S̃ �≡ S (mod p) and S̃ �≡ S (mod q). Unfortunately,
both their countermeasures were shown to be insecure by Yen and Kim [19].

Blömer et al. suggested another countermeasure based on Shamir’s method
and on fault infective computation [7]. Given a security parameter k, for two
appropriately chosen k-bit integers r1 and r2 (stored in memory), the following
quantities are pre-computed and stored in memory:

r1p, r2q, r1r2N ,

d1 = d mod ϕ(r1p), e1 = d1
−1 mod ϕ(r1),

d2 = d mod ϕ(r2q), e2 = d2
−1 mod ϕ(r2).

The device then computes

1. S∗
p = md1 mod (r1p),

S∗
q = md2 mod (r2q),

2. S∗ = CRT(S∗
p , S∗

q ) mod (r1r2N),

3. c1 = (m − S∗e1 + 1) mod r1,
c2 = (m − S∗e2 + 1) mod r2,
S = (S∗)c1c2 mod N .

If there is no error, then c1 and c2 become 1 and the device returns a correct
signature S.

Unfortunately, this countermeasure is also shown to be insecure by Wagner
[18]. Let us suppose a random transient fault that modifies the value of m as
it is being read from memory in the computation of S∗

p while leaving the value
stored in memory unaffected, then c1 �= 1 but c2 = 1. Then the attacker can
mount a Bellcore-like attack by computing GCD(mc1 −Se, N) with the guess of
c1. In the scheme, c1 = (m − Se1 + 1) mod r1. Since Se1 = m̃ can be guessed in
his fault attack model, the attack was possible. Recently Blömer et al. proposed
a variant that overcome the weakness by randomizing the computation of ci [6].

2.4 Ciet and Joye’s Countermeasure

In 2005, Ciet and Joye generalized Shamir’s countermeasure [13] and adapted
fault infective computation [21] to avoid decisional tests [8]. For two co-prime
k-bit integers r1 and r2 and l-bit integer r3, we define
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p∗ = r1p,
q∗ = r2q,
I∗q = (q∗)−1 mod p∗.

Then device computes

1. S∗
p = mdp mod p∗ and s2 = mdq mod ϕ(r2) mod r2,

S∗
q = mdq mod q∗ and s1 = mdp mod ϕ(r1) mod r1,

2. S∗ = S∗
q + q∗ · I∗q · (S∗

p − S∗
q ) mod p∗,

3. c1 = (S∗ − s1 + 1) mod r1

c2 = (S∗ − s2 + 1) mod r2

γ = ⌊(r3c1 + (2l − r3)c2)/2l⌋
S = (S∗)γ mod N

2.5 Giraud’s Countermeasure

In 2005, Giraud [10] used the fact that the temporary variables (a0, a1) are of the
form (mα, mα+1) in Joye and Yen’s SPA-countermeasure [14]. Let (dn−1, . . . , d0)
be the binary representation of d. Then a safe-error resistant exponentiation
based on Montgomery Ladder of [14] is computed as following:

a0 ← 1
a1 ← m
for i from n − 1 to 0 do

ad̄i
← ad̄i

· adi
mod N

adi
← a2

di
mod N

return a0.

To construct a SPA-FA(fault attack)-resistant CRT-RSA, he first proposed
SPA-FA-resistant modular exponentiation (d is supposed to be odd):

a0 ← m
a1 ← m2 mod N
for i from n − 2 to 1 do

ad̄i
← ad̄i

· adi
mod N

adi
← a2

di
mod N

a1 ← a1 · a0 mod N
a0 ← a2

0 mod N
if (Loop Counter i not modified) & (Exponent d not modified) then

return (a0, a1),
else

return error.
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Giraud used k · N instead of N , where k is a 32-bit random number in [11].
Here, we denote above algorithm as (A, B) ← SPA-FA-EXP(m, d, N). Then the
output (A, B) is (md−1 mod N , md mod N). Finally SPA and FA-resistant
CRT-RSA algorithm is as follows:

1. (S∗
p , Sp) ← SPA-FA-EXP(m, dp, p)

(S∗
q , Sq) ← SPA-FA-EXP(m, dq, q)

2. S∗ = CRT(S∗
p , S∗

q )
S = CRT(Sp, Sq)
S∗ = m · S∗ mod (p · q)

3 if S∗ = S & (Parameters p and q not modified) then
return S

else
return error

3 Problem of Previous Countermeasures

The previously known countermeasures to defeat fault attacks on RSA-CRT
mostly consist of three parts. Firstly the device computes two exponentiation
S∗

p and S∗
q . The computation of S∗

p (resp. S∗
q ) is done by either straightforward

computation like Sp = mdp mod p (resp. Sq = mdq mod q) or inclusion of a kind
of redundancy which will be used later to check errors. Secondly it combines two
exponentiations to compute signature S∗.

The final step can be divided into two categories. The first one uses conditional
check routine in which if an error does not occur then it outputs correct signature
and if error occurs it gives predefined signal like “error has been detected” (e.g.
Aumüller et al.[1], Giraud’s [10], etc.). In the other method, instead of using the
conditional check routine it gives a random value instead of a signature if error
occurs (e.g. Infective computations[21,6], Ciet and Joye’s [8], etc.).

Step 1. Computation of two exponentiation
- Compute S∗

p and S∗
q

Step 2. CRT combination
- Compute S∗ ← CRT(S∗

p , S∗
q )

Step 3. Fault detection

- Return

{

S ← f(S∗) if there is no error,
⊥ otherwise.

Suppose that the attacker tries to skip “fault detection” routine (Step 3 in
the above model) after CRT combination (Step 2). Then the attacker can get
S∗. Furthermore S can be computed easily since S = S∗ in the conditional check
routine approach and S = S∗ mod N in the other approach. Therefore we can
consider the following attack scenario.
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Our Fault Attack Model. The attacker tries to do a double-fault attack. He
gives the fist fault during only one of the two exponentiations to corrupt its
value. Then he gives the other fault during fault detection routine to skip some
operations. If he succeed in doing a double-fault attack, then he can get the
output of the CRT combination. That is, he gives a fault during Step 1. and
gets the output of Step 2. by skipping some operations of Step 3. by faults in
the above model.

Unfortunately all previous known countermeasures can be vulnerable to our
fault attack scenario. Because all of them check the occurrence of errors after
computation of a final signature.

3.1 Experiments of Our Attack

General Description. As seen in the previous section, RSA-CRT with a coun-
termeasure against fault attacks is composed of three parts. The attacker tries
to give two times faults. In the first trial, he tries to make errors during only one
of the two exponentiations during Step 1. If the attacker can get the faulty sig-
nature as the output of Step 2, then he can compute the private keys. Therefore,
he gives his second faults during Step 3 to skip some operations.

In the next section, as an example, we chose Ciet and Joye’s countermeasure
and implemented it. We gave a fault during the computation of S∗

p . Then we
gave the next fault during the computation of S = (S∗)γ mod N and tried to
skip it.

Results. We implemented 128-bit RSA-CRT with Ciet and Joye’s countermea-
sure (We note it as RSA-CRT with CJ ) [8] in an Atmel 8-bit AVR microcon-
troller, ATMega168 [2]. The program is implemented as follows:

Main() {
...
Set I/O pin low
Call subroutine RSA-CRT with CJ (as in 2.4)
Set I/O pin high
...

}

The tools used to create the glitches and the target board can be seen in
Fig.1. The chip is communicating with a computer via serial communication
and the power consumption is monitored by an oscilloscope even though they
are not shown in the figure. Fig.2 shows the I/O pin and power profiles. The
x-axis represents time and y-axis represents voltage (for I/O profile) and the con-
sumption of power (for power profile). The upper line represents the profile of
I/O behavior. The lower profile shows the power profile. The RSA-CRT with CJ

starts at the time block 0.4 and ends at the time block 6.8. In the figure the blocks
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Fig. 1. Experiment setup for the glitch attack

Fig. 2. RSA-CRT with CJ method without faults
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are numbered from 0 to 10. In our case the first exponentiation S∗
p lies in the

time frame 0.4 to 3.2. and the second one S∗
q in 3.2 to 6.0.

Firstly we gave a glitch into chip’s power supply during the first exponen-
tiation. You can see the result in Fig.3. There is a high peak in power profile
in the time frame about 0.6. You can also see the increase of total execution
time due to the faults. Since γ is no more 1, the computation of S = (S∗)γ mod
N requires more time. In Fig.3 the time frame from 6.4 to 7.0 corresponds to
this.

Then we gave another glitch just before the last computation of S = (S∗)γ

mod N as in Fig.4. Compared to Fig.3, you can see the total time is reduced
and the final computation of S = (S∗)γ mod N is disappeared. However you
can see the chip is still working and PC(program counter) is in main function
by seeing the I/O pin is high. If the chip is dead then the I/O pin will stay
at low state. Because I/O pin is set to high in the main program after calling
subroutine RSA-CRT with CJ. We confirmed the computation of S = (S∗)γ is
skipped by reading the returned value and computing the prime number p and
q with this fault signature with Bellcore-like attack [4].

In addition, the second fault skipping operations was more difficult than the
one making faults during an exponentiation. Sometimes a chip was stunned and
it never returned back to main function. Sometimes it showed whole RAM values
(there is a command shows specific RAM value, but it seemed that there was a

Fig. 3. Glitch attack during S∗

p operation
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Fig. 4. Glitch attack both S∗

p operation and (S∗)γ mod N

disturbance on the required address of RAM). We could also change the value
of γ by giving a glitch during the computation of this.

4 New Approach to Prevent Fault attacks

The simplest method to prevent our attack in Ciet and Joye’s scheme is to allo-
cate all intermediate variables in different memory buffers that are not used for
the returned signature. (Initialization of γ with a random value was not perfect
in our experiment because we skipped only the last exponentiation after compu-
tation of γ). It means, for example, 128 bytes in a 1024-bit RSA implementation
should not be used during whole RSA operations. It can be a burden for a pro-
grammer. Usually there is a specialized RAM, it is called crypto RAM, in a
smart card only for cryptographic usage and this is not so large. Therefore the
programmer should implement a RSA within comparatively small crypto RAM.
Furthermore, because there is a possibility to know the value stored in RAM
according to our experiments, the best idea is not to store the final signature
until the end of checking errors.

Therefore we suggest more general idea to overcome previously mentioned
problem. It is that the final signature S to be computed and stored only after
Step 3. Then with the result of Step 2 the attacker could not get any useful
information about secret keys. We modify Ciet and Joye’s scheme and Giraud’s
scheme as examples. We put a randomness before CRT combination and get rid
of it after an error check. Our idea can be applied for other countermeasures.
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Modified Ciet and Joye’s scheme

0. Choose a random integer a in Z∗
r1r2N

Initialize γ with a random number

1. S∗
p = (a + mdp) mod p∗ and s2 = (a + mdq mod ϕ(r2)) mod r2,

S∗
q = (a + mdq) mod q∗ and s1 = (a + mdp mod ϕ(r1)) mod r1,

2. S∗ = S∗
q + q∗ · I∗q · (S∗

p − S∗
q ) mod p∗,

3. c1 = (S∗ − s1 + 1) mod r1

c2 = (S∗ − s2 + 1) mod r2

γ = ⌊(r3c1 + (2l − r3)c2)/2l⌋
S = (S∗ − aγ) mod N

After Step 2, S∗ is the form of S + a, where a is a random value. Therefore,
the attacker cannot get any information on the real signature S even though he
succeeded in skipping the subsequent operations. More detail analysis follows.

Security Analysis

Bellcore-like attack. Suppose that an attacker succeeded in introducing a fault
during one of the two exponentiations and also getting rid of the final operation
S = (S∗ −aγ) mod N . Let S̃∗

p be the faulty exponentiation and S̃∗ be the faulty

output of Step 2. Then the attacker will try to compute GCD((S̃∗)e − m, N).
However since (S̃∗)e = (S̃+a)e, neither ((S̃∗)e−m) �≡ 0 mod p nor ((S̃∗)e−m) �≡
0 mod q. Consequently the attacker cannot factorize N .

This is the same when the attacker tries to compute GCD(S∗ − S̃∗, N). Let
a be the random number used in computing S∗ and b be the random number
used in computing the second faulty signature S̃∗. Then S∗ ≡ Sp +ap (mod p)

and S∗ ≡ Sq + aq (mod q). And S̃∗ �≡ S̃p + bp (mod p) and S̃∗ ≡ Sq + bq

(mod q). Therefore, since (S∗ − S̃∗) = (Sp + ap − S̃p − bp) �≡ 0 mod p and

(S∗ − S̃∗) = (Sq + ap − Sq − bq) �≡ 0 mod q, the attacker cannot factorize N .

Consideration on skipping operations. Step 3 is consists of two parts. The one
is computing c1, c2, and γ (Let’s say Step 3.1). The other is computing S (We
call it as Step 3.2). Our experiments focused on skipping Step 3.2 . Therefore if
an attacker succeeds in skipping this, he gets (S∗ + a) and receives no valuable
information on secret keys. This is the same when he skips both Step 3.1 and
Step 3.2. Then how about skipping only Step 3.1? In our modified scheme, γ is
initialized with a random number, therefore he gets (S∗−aγ). The only possibility
to attack is to make γ = 1 which is negligible.

Let us consider Giraud’s scheme. We first modify SPA-FA-resistant modular
exponentiation in order to make the output as the form of (a + md−1 mod N ,
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a+md mod N), where a is a random value. Similar security analysis is possible,
but since Giraud’s scheme uses a conditional check-routine, if it is skipped the
attack is possible. Therefore avoiding a conditional check-routine is much better.
The proposed one is a simple example to avoid our attack (skipping Step 3.2 and
skipping both Step 3.1 and Step 3.2). To avoid the attack skipping only Step 3.1
(a conditional check) can be prevented by adding a randomness before the start
of exponentiation . Because if an error occurs in a one of exponentiations, then
it will affect also a random number used.

Modified SPA-FA-resistant modular exponentiation, SPA-FA-EXP∗

a0 ← m
a1 ← m2 mod N
for i from n − 2 to 1 do

ad̄i
← ad̄i

· adi
mod N

adi
← a2

di
mod N

a1 ← (a + a1 · a0) mod N
a0 ← (a + a2

0) mod N
if (Loop Counter i not modified) & (Exponent d not modified) then

return (a0, a1),
else

return error.

Modified Giraud’s scheme

0. Choose a random integer a in Z∗
N

1. (S∗
p , Sp) ← SPA-FA-EXP∗(m, dp, p,a)

(S∗
q , Sq) ← SPA-FA-EXP∗(m, dq, q, a)

2. S∗ = CRT(S∗
p , S∗

q )
S = CRT(Sp, Sq)
S∗ = (m · S∗ + a) mod (p · q)
S = (S + a · m) mod (p · q)

3 if (S∗ = S) & (Parameters p and q not modified) then
return (S − a − a · m) mod N

else
return error
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5 Conclusions

In this paper, we pointed out the weakness of previous countermeasures against
fault attacks on CRT-RSA. Previous countermeasures are all vulnerable since
they are constructed without considering this weakness. Furthermore, to the
authors’ best knowledge, we showed the first (public reported) physical experi-
ment allowing double faults during one execution of the algorithm. Finally, we
proposed a simple and almost cost-free method to defeat this attack.

Acknowledgments. The author would like to thank for anonymous reviewers
for their valuable comments.
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