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Abstract 

In recent days the need for energy resources is dramatically increasing world-wide. Overall 

80% of the energy resource is supplied in the form of fuel based energy source and nuclear 

based energy source. Where fuel based energy resources are very essential in day-to-day life. 

Fossil fuel is also one among the energy resource and due to the high demand we face shortage 

in these resources. Providing electricity in rural areas is still a difficult process because of the 

shortage of energy resources. This issue can be rectified by choosing an alternate to electricity. 

To achieve this we have integrated many renewable energy sources to form a hybrid-renewable 

energy source system and this is capable of providing power supply to these areas. We have 

adopted artificial neural networks (ANN) technique based on machine learning to accomplish 

this process. For short-term prediction other techniques such as MLP, CNN, RNN and LSTM 

are used. These values are used as reference value in final execution.  

Keywords: Hybrid-Renewable Energy Source, Artificial Neural Network (ANN), Fuel-Based 

Energy, Nuclear-Based Energy, Machine Learning 

1. Introduction 

In recent days, utilization of energy resources is inevitable in our day-to-day life. 

Almost everyone is utilizing these resources in numerous forms such as oil, gas, coal, fuel and 
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renewables [1]. Out of this petroleum faces shortage issues due to the huge demand on it. The 

environment gets polluted in straight line with increasing usage of energy resource [2]. To 

neutralize this we have to move towards renewable resources such as solar, wind, biomass, 

geothermal, etc. The pollution-free, abundant and sustainable characteristics of renewable 

energy attract the world. The major motive of renewable energy source is to provide electricity 

to rural and remote areas [3].  

 

Figure 1. General Structure of HRES 

Though renewable energy source produce hydrogen, we use hybrid-renewable energy 

model because the hybrid model comprises of different renewable sources which can perform 

better than the previous one. It has major advantages such as economic, reliable and highly 

efficient [4]. Many developing countries are focusing on a stable and green development of 

energy. The stand-alone power plan is constructed by involving various renewable energy 

sources in Hybrid Renewable Energy Source (HRES) model. Figure 1 represents the general 

structure of HRES [5]. There are many techniques such as artificial intelligence; multi-

objective, probabilistic method and iterative method are used to optimize the HRES model. 

Our proposed work mainly concentrates on power consumption forecasting [6]. To achieve 

that we has used following methods 
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a. Adaptive Fuzzy Network 

b. Feed Forward Neural Network 

c. Auto-Regressive Integrated Moving Average  

Figure 2 provides the comparison between the subject areas of machine learning like 

energy, environmental science (EVS), engineering and others. From this comparison, it is 

evident that energy is the major application that makes use of the machine learning algorithms.   

 

Figure 2. Subject Area of Machine Learning 

2. Related Work 

The Machine learning methods wide applications and it is also used in renewable 

energy system to predict the integration and generation of energy and it is also used to analyse 

the demand and consumption of energy [7]. To predict the mixed energy demand the South 

Koreans have used error back propagation and multi-layer algorithms based on ANN Model 

[8]. It is used to predict the energy demand based on the economic status of a country in terms 

of GDP, import, export and population using root mean square error on the scale value of FF 
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back-propagation [9]. The transport demand is predicted by using HASTEDE model. This 

method is capable of providing information such as ownership, GDP and population which can 

be used as a reference to determine the future power consumption estimation [10].  

a. Artificial Neural Network (ANN) 

b. Extreme Learning Machine (ELM) 

c. Support Vector Machine (SVM) 

d. Adaptive Neural Fuzzy Inference System (ANFIS) 

e. Deep Learning 

f. Decision Trees 

g. Advanced Hybrid Machine Learning Models 

h. Ensembles 

The artificial neural network is capable of processing complex and irregular data and 

renewable energy resources follows irregularity, so ANN is highly used to predict renewable 

energy system. Solar energy, hydro power, wind power and solar irradiance are some of the 

prediction models of ANN [11]. Authors have implemented ANN model to predict RE 

applications such as solar radiation on daily average basis, solar irradiation on hour basis and 

so on. Other machine learning methods such as SVM, MLP, organizing feature maps, 

autoregressive neural network are tested to produce electricity for PV system [12]. Prediction 

of hour based solar radiation can be achieved with very minimal amount of data. They use 

humidity and temperature values for prediction [13]. Historical and weather forecasting data is 

used to predict wind energy. Non-linear auto-regressive exogenous input, back propagation 

network and radial basis function are the three ANN based model which are used to predict the 

speed of wind. For daily and monthly based prediction we adopt long short-term memory 

(LSTM) and recurrent neural network (RNN) [14]. For large scale data prediction of wind 

structure we use convolution neural network (CNN), recurrent neural network (RNN) and 

multi-layer perception (MLP) [15]. The deep learning methods perform better in prediction of 

wind speed and forecasting. The periodic analysis of hydroelectric energy is performed by 
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machine learning. The hydro power is predicted by integrating feed forward and back 

propagation methods [16]. Power generation is achieved by surrogate and optimization 

methods by using genetic algorithm based on ANN. accurate prediction of hydroelectric power 

is obtained from single layer MLP [17]. The above mentioned machine learning methods are 

used to predict various applications of renewable energy source. The objective of our work is 

to provide electricity to rural and remote area using hybrid renewable energy resource system.  

3. Proposed Work 

In our proposed work we have used Machine learning technique to predict HRES. It is 

used for energy management and analyse demands on each sectors. It works on two forms 

namely, stand-alone and grid-connection [18]. The working procedure is based on the 

customer’s requirement. The working procedure of Machine learning based HRES prediction 

is explained in detail as follows: 

 

Figure 3. Flow chart of HRES prediction 
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1. Predicting the generated renewable energy resource: This is a difficult task 

because it is completely depends on natural environment. Previous values are 

taken as reference value to predict wind and solar energy [19]. Various neural 

networks are adopted to predict the corresponding output in our proposed work. 

2. Parameter specification of renewable energy: The parameter such as size, 

configuration and location of the renewable energy power plant are specified. 

This depends on climatic changes. Since it requires large area to construct the 

power plant we have to consider availability, cost, territory and weather [20]. 

For better performance we have to analyse the nature of the area selected for 

power plant construction in terms of weather, humidity, irradiation, speed and 

temperature. We require proper decision making algorithm to implement this. 

3. Renewable energy integrated with Smart grid: The smart grid is upgraded 

version of power plant. It performs all the operations from cohort to supply 

along with storage capability [21, 22]. Since it is an advanced model it has high 

processing speed, efficient, effective and highly intelligent. It is customized as 

per stakeholder’s need. It is a combination of Artificial intelligence, Internet of 

Things and information communication technology tool. It requires proper 

maintenance and effective management to improve its performance. 

4. Demand estimation: Estimating the demand of energy is most essential thing in 

building a power plant. To establish a successful network system we have to 

maintain the demand and supply change [23].  HRES comprises of stakeholders 

with distinguee perceptions and it is our responsibility to satisfy them. So, we 

are in need of Machine learning algorithm which can handle this complex task. 

Proper maintenance of demand and supply gives good production results. 

5. Emerging RE materials: The machine learning approach has further kept its foot 

print in development field of renewable energy. An inverse structure is designed 
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to predict the RE material from the specified properties of HRES. Battery, solar 

cell, crystal and catalysis are some of the examples of RE materials.  

3.1 Forecasting of Renewable Energy 

In modern days, most of the industries are attracted towards renewable energy system 

and this creates a huge demand on renewable energy system [24]. To meet these requirements 

we have to obtain energy resources from various sources. There are two methods used in this 

forecasting model of renewable energy sources namely 

a. Top-Down Approach 

b. Bottom-Up / Build-Up Approach 

In Top-Down approach the hierarchy of prediction is from highest value to the lowest 

value. In contrast to this method Bottom-Up / Build-Up approach uses lowest value to highest 

value prediction. Researchers have conducted many experiments on these approaches and 

finally mentioned that the Bottom-Up / Build-Up Approach is capable of performing well 

because the lowest to highest hierarchical data is used as reference for further development 

process. A brief description of renewable energy sources (solar, hydro, wind and biomass 

energy) are stated below. 

3.2 Prediction of Solar Energy 

Solar energy is an unaffectedly ecological energy obtained directly from sun and it has 

to forms namely 

a. Photo-thermal (heat) 

b. Photovoltaic (electricity) 

The photovoltaic energy fails to produce green-house gas as like fuel-based as it has 

non-contaminating nature. Predicting a natural resource requires huge data and decision 

making tool for accurate prediction because of the uncertainty of the environment such as 
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changes in weather, air pressure, humidity, wind speed, direction of air flow, ambient 

temperature, sun’s irradiation and duration of sun shine and so on. Machine learning techniques 

are used to solve these issues by collecting the historical data for hourly, daily and monthly 

basis for accurate prediction. 

3.3 Prediction of Wind Energy 

The next important energy source is wind energy. Electricity is obtained by converting 

the kinetic energy of wind into electrical energy and this is carried out in two forms namely, 

a. On land / onshore 

b. On ocean / offshore 

As discussed earlier the natural resources are highly sensitive to environmental changes 

and it requires a history of periodical data for accurate prediction. The Machine Learning 

methods such as convolutional neural network (CNN) and recurrent neural network (RNN) 

based on artificial neural network (ANN) are implemented to accomplish this task. 

3.4 Prediction of Hydro Power 

Hydro power is the energy which produces electricity from the kinetic energy of water. 

Here turbines are used to produce electricity. The turbines are of two sizes 

a. Bigger turbines 

b. Smaller turbines 

The bigger turbines are used during rainy season because the volume and speed of water 

flow will be high during rainy season. Smaller turbines are used during non-rainy season where 

the volume and speed of water flow will be lesser. The size of the turbine is depends on the 

volume and force of water. A continuous and periodic history of water level is required for 

better prediction. To predict this non-linear and complex behaviour we use support vector 
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machine (SVM), artificial neural network (ANN) and genetic algorithm (GA). It is easy to 

maintain and it is a cost effective model. 

3.5 Prediction of Biomass Energy  

Biomass energy is obtained from the biological wastes after decay. It depends on the 

carbon cycle which is originated from plants then transferred to soil and then transferred to the 

atmosphere. It can be used for small scale purpose such as biogas and as bio-diesel for 

transportation. There are two methods used to predict the biomass energy they are namely 

a. Image-Driven-Based Prediction 

b. Linear Regression Model  

Out of these two methods, Image-Driven-Based Prediction method has high level of 

accuracy. As discussed earlier all renewable energy sources are highly depended on natural 

environment and they are very sensitive to change in the environmental condition. Proper 

estimation is required for better performance.  

It is observed that out of these renewable energy sources wind and solar power has 

higher energy and they are visualized to be highly used in future. 

3.6 Machine Learning Algorithm 

In this section we have used Artificial Neural Network (ANN) based on machine 

learning. Back propagation algorithm is adopted to accomplish this task. The back propagation 

algorithm is one of the best algorithms used to predict the non-linear characteristics. This 

combines the input time series along with the estimated output. A target value is estimated in 

the beginning and the output is compared with the target value. If any difference between these 

two values exists that value is considered as the error value. Then it is reduced and the corrected 

values are updated. This process repeats until it reaches the acceptable value and the values are 
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updated periodically. This is used to train the artificial neural network model. The working 

procedure of the back propagation algorithm is stated below 

1. Propagation Phase: In this phase we have two corresponding propagation passes 

namely 

a. Forward Propagation 

b. Backward Propagation 

The forward propagation is used to evaluate the output of the output layer from 

the input layer. It is related to the top-down method. The backward propagation 

model is used to predict the error value by comparing the output with the 

targeted output. This is compared with all the values of neurons. 

2. Weight Update Phase: The weight of each and every layer is updated in this 

phase. It has two methods for updating the data they are 

a. Multiplication  

b. Addition 

In the multiplication method the gradient of the weight factor is estimated by 

multiplying the input and the output delta value. The addition method new 

weight is obtained by adding the gradient ratio and the weight of the previous 

value.   

3. The iteration is terminated after checking the epoch value using stopping 

criteria. It has two conditions namely 

a. Iteration gets terminated when there is minimum epoch 

b. Iteration is terminated when error occurs at the end of epoch. 

This is tested over more than thousand epochs to achieve proper neural network 

coverage and used for testing different networks and datasets. 
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4. Result and Discussion 

The non-linear transformation is obtained from the input time series by using the 

activation function and this enhances the expression ability of artificial neural network. It 

makes model to easily understand the complexity in the task and predicts accurately. Without 

activation function the proposed model becomes linear regressive model.  

Sigmoid Function: 𝑦 = 𝑓(𝑥) =
1

1+𝑒−𝑥
      (1) 

Hyperbolic-Tangent Function: 𝑦 = 𝑓(𝑥) = tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
    (2) 

Rectified Linear Unit Function: 𝑦 = 𝑓(𝑥) = 𝑥+ = max(0, 𝑥)    (3) 

 Soft-Plus Function: 𝑦 = 𝑓(𝑥) = ln(1 + 𝑒𝑥)      (4) 

The above mentioned functions are the activation functions and these are used to predict 

the non-linear characteristics. Figure 4 represents the above mentioned activation functions in 

a graphical manner.  

 

Figure 4. Comparison of the activation functions for prediction of non-linear characteristics 
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4.1 Prediction Metrics 

The error between the target value and the obtained output is derived from the below 

mentioned prediction metrics. The error variability between the measured and estimated value 

with N observations is given by RMSE and CV-RMSE.  

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑘−𝑥𝑘)
2𝑁

𝑘=1

𝑁
         (5) 

𝐶𝑉 − 𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑥̅
× 100%            (6) 

With respect to the sample regression line, the predicted output’s overall behaviour is 

represented by the average sample space error given by MBE. The MBE index normalization 

is represented by NMBE. 

𝑀𝐵𝐸 =
1

𝑁
∑ (𝑦𝑖 − 𝑥𝑘)
𝑁
𝑘=1          (7) 

𝑁𝑀𝐵𝐸 =
𝑀𝐵𝐸

𝑥̅
× 100%            (8) 

Other prediction performance measures representing the average error between the 

observations of each estimated value and the prediction accuracy percentage is given by MAE 

and MAPE.  

𝑀𝐴𝐸 =
1

𝑁
∑ |(𝑦𝑘 − 𝑥𝑘)
𝑁
𝑘=1 |         (9) 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑

|(𝑦𝑘−𝑥𝑘)|

𝑥𝑘

𝑁
𝑘=1 × 100%                 (10) 

The coefficient of determination, represented by R2 is bounded between 0 and 1.  

𝑅2 = 1 −
∑ (𝑦𝑘−𝑥𝑘)

2𝑁
𝑘=1

∑ (𝑦𝑖−𝑥̅)
2𝑁

𝑘=1

                   (11) 
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The aforementioned parameters are estimated based on the heating and cooling energy 

demand requirements of a building over a duration of 12 months. The measured value, 

simulated value and the difference is estimated. For an overall utilization of 9426 kWh measure 

value, the simulated value obtained is 9438 kWh. A difference of 12 kWh is observed which 

is much lesser than the error percentage observed in other models discussed in the literature. 

MBE is estimated to be 12, and NMBE is 1.2%. 

5. Conclusion  

The proposed work adopts machine learning approaches to generate hybrid renewable 

energy system. Artificial intelligence is used for predicting irregularities and complex non-

linear data. Solar, wind, hydro power and biomass are some of the major renewable energy 

resources and these are highly sensitive to climatic changes. The metrological data is 

unpredictable in nature, so proper historical data on periodic basis is required for accurate 

forecasting. Out of these energies solar and wind are promising energy sources that can be used 

in future. Artificial neural network based back propagation algorithm is utilized in our prosed 

work. It is observed that the back propagation algorithm performs well and has higher accuracy 

values with less error value. 
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