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ABSTRACT The traditional intelligent diagnosis methods of rotating machinery generally require feature

extraction of the raw signals in advance. However, it is a very time-consuming and laborious process for

extracting the sensitive feature information to improve classification performance. Deep learning method,

as a novel machine learning approach, can simultaneously achieve feature extraction and pattern classifica-

tion. With the characteristics of Deep Belief Network (DBN) and one-dimensional Convolutional Neural

Network (1D-CNN) (e.g. learning complex nonlinear, sparse connection and weight sharing), a precise

diagnosis method based on the combination of DBN and 1D-CNN is proposed. Firstly, the DBN composed

of three pre-trained restricted Boltzmann machines (RBMs) is constructed to achieve feature extraction and

dimensionality reduction of the high-dimensional raw data. Secondly, the low-dimensional features extracted

by DBN are fed into 1D-CNN for further extracting the abstract features. Finally, Soft-max classifier is

employed to identify different operating conditions of rotating machinery. The superiority of the proposed

method is validated by comparison with several state-of-the art fault diagnosis methods on two experimental

cases. Meanwhile, the proposed method is tested in different background noises and on the imbalanced

datasets. The results show that it has higher efficiency and accuracy than the state-of-the art fault diagnosis

methods.

INDEX TERMS Deep belief network (DBN), one-dimensional convolutional neural network (1D-CNN),

rotating machinery, feature extraction, intelligent fault diagnosis.

I. INTRODUCTION

With the rapid development of science and technology, rotat-

ing machinery in modern industry has been moving toward

high speed, super precision and high efficiency [1], [2]. After

a long-term operating in the complex working environment,

the core components of rotating machinery, including gears

and bearings, are prone to cause various unperceivable faults.

If not detected and managed, these failures may affect the

operation of the whole rotating machinery and cause huge

economic losses to enterprises [3]–[5]. Therefore, It’s urgent

for us to develop some advanced diagnosis methods, which
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can accurately and efficiently detect the potential faults of the

key components of rotating machinery [6], [7].

At present, there are many methods used in fault diagnosis

of rotating machinery, including oil debris analysis, elec-

trical signature analysis, acoustic emission detection, vibra-

tion signal analysis, temperature analysis and so on [8].

In contrast with the other approaches, the vibration signal

analysis is more common, and the relevant researches are

more mature [9], [10]. Additionally, the vibration signals of

rotating machinery usually carry more valuable information.

A complete fault diagnosis method based on pattern recog-

nition consists of three steps: signal preprocessing [11],

feature extraction [12] and pattern classification [13]. Each

step has a critical impact on the final recognition accuracies

of the model [14]. In order to extract more detailed fault
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information, the time domain, frequency domain and time-

frequency domain [8] signal analysis methods are generally

employed, including fast Fourier transform [15], wavelet

transform [16], empirical mode decomposition [17] and so

on. But to some extent, these methods may generate the

redundant information. In order to solve the problem, Princi-

pal Component Analysis(PCA) and kernel PCA(KPCA)were

widely used for feature dimension reduction which can elim-

inate the redundant information. The intelligent diagnosis

methods are newly developed fault diagnosis technologies,

among which Artificial Neural Network (ANN) and Support

Vector Machine (SVM) are widely used for pattern classifi-

cation [18], [19]. Although the traditional diagnosis methods

can be clearly seen to have made great progress in the field

of the fault diagnosis [3], they have two drawbacks:

(1) These methods generally combined with the feature

extraction process, and their performances depends on the

extracted features, while the selection of the appropriate fea-

tures relies on professional knowledge and advanced experi-

ences [20].

(2) The shallow structures of these methods based on ANN

or SVM are difficult to effectively learn the deep fault infor-

mation of complex non-linear signals [3].

Deep learning method, as a new field of machine learning,

can effectively solve the drawbacks of the traditional diagno-

sis methods by relying on its deep structure [21]. Deep learn-

ing model contains multiple hidden layers, which are used

for extracting the deep features of the complex signals. The

extracted features are not designed by human engineers, but

obtained by self-learning the deep features of input data [22].

Sparse Auto-Encoder (SAE), Long Short-Term Memory

(LSTM), Deep Belief Network (DBN) and Convolutional

Neural Network (CNN) are effective deep learning methods,

and are widely used in fault diagnosis in recent years [23].

Wen et al. [20] designed a deep transfer learning based on

SAE for fault diagnosis. Zhang et al. [24] proposed a subset

based on deep auto-encoder for fault diagnosis. Lei et al. [25]

proposed a method based on LSTM for fault diagnosis of

wind turbine. Appiah et al. [26] developed a LSTM based

automatic feature extraction. Qin et al. [27] proposed an

improved DBN for fault diagnosis. Tao et al. [28] developed

a method based on adaptive DBN and time-frequency charac-

teristics of travelling wave. Xie et al. [29] proposed an end-

to-end model based on improved DBN for fault diagnosis.

Wen et al. [30] designed a new hierarchical convolutional

neural network (HCNN) as the two-level hierarchical diag-

nosis network. Chen et al. [23] developed a fault diagno-

sis method based on CNN and discrete wavelet transform.

Li et al. [31] developed a network based on an ensemble CNN

and deep neural network (CNNEPDNN). Gong et al. [19]

designed a modified 2D-CNN for fault diagnosis. Among

them, DBN and CNN have attracted wide attention recently.

The main attribution is that DBN consists of multiple RBMs

and is trained by greedy learning layer by layer, which

makes it more possible to learn complex nonlinear charac-

teristics [21]. CNN has the characteristics of weight sharing

and sparse connection, so that fewer parameters need to be

optimized in the training process [23]. Because of their pow-

erful feature learning ability, these deep learning models can

self-learn the deep features of the original signals. In addition,

CNN has achieved very successful performance in the field of

fault diagnosis, but most researches still use two-dimensional

CNN. It is not suitable for learning the spatial characteristics

of one-dimensional time series signals [9].

In recent years, one-dimensional CNN(1D-CNN) has been

successfully used in the field of fault diagnosis. Wu et al. [9]

optimized two-dimensional CNN to be 1D-CNN for plane-

tary gearbox fault diagnosis. Huang et al. [32] designed a

signal status recognition based on 1D-CNN and its feature

extraction mechanism analysis. However, high-dimensional

signals will lead to excessive network parameters, and then

increase the network training time. Fortunately, depending

on the number of neurons in each layer, DBN can achieve

feature dimensionality reduction of input data [33]. It can

greatly simplify the complexity and calculation cost of signal

processing.

Thereby, a fault diagnosis method of rotating machinery

is developed based on combination of DBN and 1D-CNN.

Firstly, a DBN composed of three pre-trained Restricted

Boltzmann Machines (RBMs) is constructed to achieve fea-

ture extraction and dimensionality reduction of the raw

high-dimensional data. Secondly, the low-dimensional fea-

tures extracted by DBN are fed into 1D-CNN for further

extracting the abstract features. Finally, Soft-max classi-

fier is employed to achieve classification of different health

conditions.

The paper is organized as follows. Section II described the

DBN construction, the structure of traditional CNN, 1D-CNN

and the proposed method. In section III, the experimental

case for gearing is analyzed, and another case for bearing

of the case western reserve university (CWRU) is also used

for experimental analysis. Section IV draws the conclusions

about the proposed method.

II. BASIC PRINCIPLE OF THE PROPOSED METHOD

A. RESTRICTED BOLTZMANN MACHINE TRAINING AND

DEEP BELIEF NETWORK CONSTRUCTION

A standard DBN is stacked with many RBMs which is a

special form of the Markov random field [29]. The detailed

structure of the RBM is showed in Figure 1. Each RBM

consists of one visible layer, which is described as v =

{v1, v2, . . . , vi, . . . , vn}
T (vi ∈ {0, 1}). One hidden layer is

described as h = {h1, h2, . . . , hi, . . . , hn}
T (hi ∈ {0, 1}).

The input data is fed into the visible layer which can trans-

form the input data to the hidden layer. The visible layer is

associated with the hidden layer through weight connection,

and neurons of each layer are not connected to each other.

The energy function of the RBM can be defined as [34]:

E(v, h|θ ) = −

n
∑

i=1

m
∑

j=1

viwijhj −

n
∑

i=1

aivi −

m
∑

j=1

bjhj (1)
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FIGURE 1. RBM structure.

where θ ={w,a,b}, n andm indicate the number of the visible

neural and the hidden neural, respectively. i and j indicate the

ith and jth the neural, vi and hj represent the i
th visible neural

and the jth hidden neural, ai and bj is the bias of the i
th visible

neural and the jth hidden neural, and wij represents the weight

between the ith visible neural and the jth hidden neural.

The joint probability of the visible neurons and the hidden

neurons is given by [35]:

P(v, h|θ ) =
1

Z (θ )
exp(−E(v, h|θ )) (2)

which is the Gibbs distribution of the RBM network [29].

Z (θ ) is the partition function and defined as:

Z (θ ) =
∑

v

∑

h

exp(−E(v,h|θ)) (3)

The associated two edge probabilities of the visible neural

and the hidden neural are defined as:

P(v) =
1

Z (θ )

∑

h

exp(−E(v, h|θ)) (4)

P(h) =
1

Z (θ )

∑

v

exp(−E(v, h|θ)) (5)

The conditional probabilities of the visible neural and the

hidden neural are given by [21]:

P(v|h) =
∏

i

P(vi|h) (6)

P(h|v) =
∏

j

P(hj|v) (7)

The visible neural and hidden neural are independent, so the

distributions of the condition probabilities are defined as:

P(vi = 1|h) =
1

1 + exp(−ai −
m
∑

j=1

wijhj)

(8)

P(hj = 1|v) =
1

1 + exp(−bj −
n
∑

i=1

wijvi)

(9)

FIGURE 2. The construction process of a DBN with three RBMs.

The visible layer vi represents the input data, which is mapped

to the hidden layer according to the probabilities in Equa-

tion (9). Consequently, it constitutes the first RBM. Simulta-

neously, it is the input data of the second RBM. Repeating this

process to update the parameters, so as to form a feature rep-

resentation that is more abstract and hasmore representability

than the lower layer. This is DBN’s greedy learning strategy

of layer by layer. The weight can be updated as [32]:

1wij = η(< vihj > − < v′ih
′
j >) (10)

where η ∈ (0, 1) refers to the learning rate, < · > [36]

indicates the mean over the training data.

The DBN is stacked by the three RBMs. The detailed

structure of the DBN is shown in Figure 2. The training

process of the DBN can be divided into two steps:

(1) The forward learning process of the stacking RBMs.

The input data of each RBM is the output of the lower

layer RBM. The learning process belongs to unsupervised

learning. This step takes the acquired parameters as the ini-

tial values of the next step. In other words, it can provide

prior knowledge of the input data for the supervised learning

process.

(2) The backward fine-tuning learning process of DBN.

The parameters of the model are fine-tuned globally. For

multi-classification problems, the Soft-max is generally

selected as the classifier at the top layer of the network based

on the learned deep feature [37].

B. STRUCTURE OF TRADITIONAL CONVOLUTION NEURAL

NETWORK

CNN is a typical feed-forward neural network, which essen-

tially extracts the features of input data by establishing multi-

ple filters. The process of convolution and pooling can extract

the topological structure features contained in the input data.

The structure of CNN composes of input layer, hidden layer

(convolution layer and pooling layer), and fully connected

layer. The typical CNN structure is shown in Figure 3. The

hidden layer composes of two alternating convolution layers

and pooling layers. In the process of the CNN feature extrac-

tion, the features of input data are extracted by alternating

convolution layers and pooling layers. The fully connected
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FIGURE 3. Typical convolution neural network structure.

layer is adopted to approach the final result. In the convo-

lution layer, the process of convolution operation is taken

to the output feature vectors of the previous layer, and then

the nonlinear activation function is used to construct the

output feature vectors. The output of convolution layer is

the convolution result of multiple input features. The fully

connected layer of CNN includes the end-to-end connection

of the output of the last pooling layer, and then the Soft-

max classifier is employed to achieve the multi-classification

problem.

The CNN has the characteristics of sparse connection and

weight sharing. Among them, sparse connections use spa-

tial topology to establish the spatial relation of incomplete

connections between adjacent layers, which can reduce the

number of parameters needed to be trained in the model.

Weight sharing is used to avoid overfitting. With the number

of network layer increasing, the extracted features are con-

stantly abstracted. Finally, the robust features with translation

and rotation invariance are obtained from the original input

data. In addition, the pooling operation takes advantage of

the local characteristics of the data itself, reduces the data

dimensions, optimizes the network structure, and improves

the robustness of the features.

C. ONE DIMENSIONAL CONVOLUTION NEURAL

NETWORK MODEL

The traditional CNN is mainly used for two-dimensional

image recognition. As a one-dimensional time series signal,

the vibration signal is correlated with the data points at

each time. If it is directly converted into a two-dimensional

form, the spatial correlation in the original sequence will be

destroyed, and the fault related information may be miss-

ing. One-dimensional CNN well deals with one-dimensional

signals. The input data of 1D-CNN is one-dimensional,

so its convolution kernel adopts one-dimensional struc-

ture correspondingly, and the output of each convolution

layer and pooling layer is one-dimensional feature vector.

Figure 4 shows the optimized 1D-CNN network structure.

The optimized 1D-CNN is composed of input layer, hid-

den layer (convolution layer and pooling layer) and fully

FIGURE 4. Optimized 1D-CNN network structure.

connected layer. In the input layer, the original vibration

signals are segmented according to the time step. The fea-

ture extraction layer consists of convolution layer and pool-

ing layer. Vibration data from the input layer are received,

and multiple convolution kernels in the convolution layer

are used for extracting the features of the vibration signal.

Thus, multiple feature vectors are obtained. The pooling

operator can reduce the dimensionality of eigenvectors and

improve the robustness of nonlinear features. The hierarchical

extraction of nonlinear features of input signals is achieved

by alternating convolution pooling layers. The classification

layer consists of fully connected layers, in which the first

fully connected layer achieves the ‘flattening’ operation of

features. It means that all feature vectors are connected from

head to tail to form one-dimensional vectors. The number of

neurons in the fully connected layer is equal to that of the

health conditions. Soft-max regression classifier is used to

achieve the target output category.

The output of CNN includes the output of the full connec-

tion and the last pooling layer, and then Soft-max classifier

is adopted to achieve fault classification. The model can be

VOLUME 7, 2019 165713
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expressed as [38]:

O =









P(y = 1|x;W1, b1)

P(y = 2|x;W2, b2)

. . .

P(y = 3|x;W3, b3)









=
1

k
∑

j=1

exp
(

Wjx + bj
)









exp (W1x + b1)

exp (W2x + b2)

. . .

exp (Wkx + bk)









(11)

where O is the output of the CNN model, W and b are the

weight and bias of each layer neurons.

[X
l1
i1 ,X

l2
i2 , . . . ,X

l1
iN1] can be acquired for the signal Si after

the first layer of the optimized CNN, where:

X
l1
ik = b

l1
ik + conv1D(Si,W

l1
ik ) (12)

To increase the nonlinear features of the CNN, the activation

function is used to required. The output of the first CNN is:

x
l1
ik = (Relu(X

l1
ik ) − Relu(X

l1
ik )) ↓ Subconv (13)

the pooling process is represented as X
l1
ik (↓ Subconv).

The X
l2
ik is the average output of the first convolution layer.

X
l2
ik = 1

N1

N1
∑

j

f (x
l1
ij ) (14)

The output of the second convolution layer is:

x
l2
ik = Relu(X

l2
ik − X

l2
ik ) ↓ Subconv (15)

Soft-max regression model is an extension of the logistic

regression model in multi-class classification problems. The

identified label y has a vector form, indicating the distribution

probability of the current sample category in all possible cat-

egories. The loss function of the Soft-max regression model

can be expressed as:

J (θ ) = −
1

m







m
∑

i=1

k
∑

j=1

1{yi = j} lg e
θT
i
xi

k
∑

i=1

e
θT
i
xi






(16)

D. GENERAL PROCEDURES OF THE PROPOSED METHOD

In recent years, DBN and CNN have been widely used in

the field of fault diagnosis. Although the deep learning meth-

ods are widely used, they often need to be combined with

the traditional feature extraction methods to preprocess the

raw data in many paper. Thus, It’s still unable to avoid the

tedious calculation process, nor can it exert the strong feature

learning ability of deep learning. It results in that they do not

make full use of the strong automatic learning and adaptive

ability of deep learning approaches. Therefore, an adaptive

intelligent feature extraction and pattern recognition method

is proposed, which can accurately recognize multiple health

conditions. The detailed flowchart of the proposed method is

shown in the Figure 5.

FIGURE 5. The flowchart of the proposed method.

FIGURE 6. (a)One-stage reducer platform. (b) Installation of tri-axial
accelerometers.

The detailed general process of the proposed method can

be followed as:

(1) The vibration signals of the key parts of rotating

machinery are acquired by acceleration sensors.

(2) Subsequently, the collected vibration signals are trans-

formed to the data format required by the model (including

the sample data and the corresponding labels).

(3) A DBN composed of three pre-trained RBMs is con-

structed to learn the abstract features of the samples, and then

achieve the feature extraction and dimension reduction of the

raw data. There is no need to manually extract any features.

(4) The low-dimensional features extracted by DBN are

split into training samples and testing samples at a certain

rate.
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TABLE 1. Parameter of the gear set.

FIGURE 7. Different health conditions of Gears.

(5) The training samples are fed into 1D-CNN for further

feature extraction, which is composed of two convolution

layers.

(6) Soft-max classifier is employed to achieve the classifi-

cation of different health conditions.

(7) The visualization results and the confusion matrix are

employed to verify the performance of the proposed method.

III. EXPERIMENTAL RESULTS

A. CASE 1: FAULT DIAGNOSIS OF GEARS

1) EXPERIMENTAL SETUP AND DATA ACQUISITION

In order to verify the performance of the proposed method,

a series of gear fault diagnosis experiments on one-stage

reduction platform were tested.

The platform is made up of five parts: a brake controller

a one-stage reduction gearbox, a servo motor, a torque sen-

sor, and a magnetic power brake, as shown in Figure 6(a).

In Figure 6(b), tri-axial accelerometers (PCB-356A16) are

fixed on the base of the test bed, the gear end of the driving

wheel and the gear end of the drivenwheel, respectively. They

are used to collect vibration signals in the direction of X,

Y and Z. Table 1 shows the detailed information of the driven

wheel and the driving wheel fixed in the one-stage reduction

gear box. In Figure 7, the driving gear, has different radial

crack lengths, was used as the monitoring object, including

four kinds of health conditions (normal, 1/4 crack, 1/2 crack,

and 3/4 crack). The radial crack of gear is created by wire-

electrode cutting. The cutting length is defined by the follow-

ing formula: li = i× (Rb1 − r1)/4, i = 0, 1, 2, 3.

TABLE 2. The information of the experimental platform.

where Rb1 is the dedendum circle radius, and r1 is the shaft

hole radius of the driving gear. Their values are 27.5mm and

47.5mm, respectively. More detailed information about the

experimental platform can be referred to [39], [40].

The gears with different crack lengths and working condi-

tions are employed to verify the performance of the proposed

method. Table 2 shows the information of the experimental

platform.

From Table 2, we can know that the driving gear was set at

five speeds. Then, two loads of 4Nm and 8Nm were applied

to the driving gears at each rotation speed. Therefore, each

crack severity corresponds to 10 operating working condi-

tions. The data of each channel from tri-axial acceleration

sensors was acquired by the data recorder (NI PXI-1042) in

the experiment platform. The collected data consists of nine

channels, and the X direction data of the second sensor is

selected as the experimental data. The sampling frequency

was set as 5000HZ. Fifties segment samples were acquired

for each working condition, and each segment sample con-

tained 1000 sampling points, as shown in Table 2. So that

each health condition contained a total of 500 samples under

10 conditions. The program is performed on an i7-4700MQ

processor at 2.40 GHz with 8 GB memory.

2) RESULTS AND ANALYSIS

The vibration signals collected from the one-stage reduction

gearbox experiment platform were transformed into high-

dimensional fault sample dataset (N × D(2000×1000), N

indicates the sample size, D is the feature dimension). Then

the high-dimensional features are fed into the DBN, which

includes three RBMs. The architecture of DBN is 1000-800-

700-500 when implementing feature extraction and dimen-

sion reduction. Thus, the output dimension of the last RBM

is 500. Finally, after further feature extraction by 1D-CNN,

the extracted feature vectors are input to the Soft-max classi-

fier for fault identification.

To verify the influence of the training sample sizes on the

test accuracies, 200 to 1800 samples were randomly selected

from the dataset as the training samples for experiments

following the Kennard and Stone algorithm [44, 45]. In order

to avoid randomness of the test results, the average recog-

nition accuracies and the average training time of the ten

trials were used for analysis. Figure 8 shows the experimental

results. The recognition accuracies of the training samples

were nearly above 99%. The recognition rates of the test-

ing samples were slightly lower than those of the training
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FIGURE 8. Classification results for different training samples.

TABLE 3. Description of the gearing datasets.

FIGURE 9. Ten experiment results of different method.

samples, however, they were nearly above 96%. Although the

proposed method can ultimately achieve very high classifica-

tion accuracy, the training sample sizes have some impacts on

the recognition performance. When the training sample size

is 1400, the proposedmethod acquires the highest recognition

accuracy of the testing samples, and consumes very little

training time.

In real working condition, the acquisition of the fault

data is often more difficult than that of normal data. For

analysis, three different datasets are constituted to verify the

performance of the proposed method [43]. Dataset A has the

same split ratio for each health condition, it’s a balanced

dataset. Dataset B and dataset C have different split ratios

for each health condition, they are both imbalanced dataset,

Table 3 shows the detailed information of the three datasets.

In the experiments, the proposed method is compare with

the other five representative methods, including BPNN and

SVM with 10 time-domain features and 9 frequency-domain

features manually extracted from the raw signals [8], and

1D-CNN [9], CNNEPDNN [31], M2D-CNN [19] with the

raw signals.

The 10 trials were used for analyzing the performance of

the proposed method on dataset A. The ten detailed exper-

iment results of each method are given in Figure 9 and

Table 4. Figure 9 displays that the proposed method has

FIGURE 10. Trends of accuracy of different methods in each epoch.

FIGURE 11. The result of the classification confusion matrix of the
proposed method.

the best recognition accuracies in comparison with the other

five methods. From Table 4, we can know that the average

recognition accuracy of the proposed method is 98.17%,

which overpasses those of the BPNN method with 19 fea-

tures (86.83%), and overpasses the two SVM approach with

19 features (64.33%), and 1D-CNN (85.33%), CNNEPDNN

(83.17%) and M2D-CNN (88.5%). The standard deviation of

the proposed method is 0.0039, which is less than those of

the other five methods (0.0167, 0.0055, 0.0088, 0.0076 and

0.0102, respectively). Therefore, the proposedmethod has the

characteristics of high accuracy and strong robustness.

Figure 10 illustrates the trends of the accuracy in each

epoch through the training process. From Figure 10, the pro-

posed method rapidly converges and builds a precise model,

and the performance of the proposed method is the best

in comparison with those of the other approaches. We also

can find that the highest accuracy value happened when the

epoch is nearly twenty. The confusion matrix of the proposed

method for one of the ten trails is shown in Figure 11. From

Figure 11, we also can know that it shows that the recognition

accuracy of the Fault_3 is the lowest, but the whole recogni-

tion accuracy is still very high.
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TABLE 4. Detailed experiment results of different methods.

FIGURE 12. Feature visualization via t-SNE. (a) Raw data features
(b) Features in the 1st hidden layer of DBN (c) Features in the 2nd hidden
layer of DBN (d) Features in the 3rd hidden layer of DBN (e) Features in
the 1st hidden layer of 1D-CNN (f) Features in the 2nd hidden layer
of 1D-CNN.

To better understand the process of feature extraction,

the t-SNE technique [44] was used to visualize the learning

characteristics of each layer. From Figure 12, we can eas-

ily observe that the features with the same fault types are

gradually become closer, and the features with the different

fault types are more separable. It reflects that the developed

method has powerful feature extraction ability. Thus, it makes

the classifier easier to identify the different health conditions.

In real application, the gears often operate in complicated

environments which brings about strong background noises

in the acquired signals. To test the robustness of the designed

method, the Gaussian white noises [45] are added to the raw

vibration signals with different signal noise ratios (SNRs).

The SNR is defined as follows:

SNRdB = 10 log10(
Psignal

Pnoise
) (17)

where Psignal represents the power of the signal and Pnoise
represents the noise.

The SNRs ranged from −4 to 4dB. A total of 10 exper-

iments were carried out to analyze the impacts of different

SNRs. The detailed diagnosis results can be obtained from

Figure 13. We can clearly observe that the designed method

has stronger robustness than the other seven approaches. The

average recognition accuracies of the designed method are

over 94% within all considered SNR levels from -4 to 4dB,

FIGURE 13. Comparison of accuracy testing on signals with different SNR
values.

FIGURE 14. Experiment results of the different datasets with six methods.

which are much higher than those of the other methods. The

length of the vertical line above each bar graph represents the

value of the standard deviation. The standard deviations of

the designed method are also smaller than those of the other

five methods, and have the highest robustness.

Subsequently, the unbalanced datasets are used for further

experiments. Figure 14 shows the classification accuracies

of the testing samples for the three kinds of datasets using

the above five methods. It displays that the designed method

achieves the best accuracy (98.33% in dataset A, 96.18% in

dataset B, 94.46% in dataset C), and the accuracies of the

other methods are less than 87.58% in dataset A, 78.09% in

dataset B and 71.23% in dataset C.

To show the detail diagnosis results, the confusion matri-

ces of the proposed method for the two datasets are shown

in Figure 15. It can be clearly observed that, the recognition

accuracy of each health condition in dataset B is less than that

of the dataset A (shown in Figure 11). Thus, there are more

samplesmisclassified. However, the accuracies of each health

condition in dataset B are above 93%.Dataset C (the seriously
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FIGURE 15. The result of the classification confusion matrix of the
proposed method. (a) Dataset B, (b) Dataset C.

imbalanced dataset) has the fewest training samples of the

fault_3 condition. Thus, the recognition accuracy of the

fault_3 is the lowest (only 87%). The results indicate that

the proposed method has good recognition accuracy for the

imbalanced dataset.

3) PARAMETER DISCUSSION

In order to achieve a high recognition accuracy of the pro-

posed method, the optimal structure parameters must be

selected. Currently, some researchers have done some work

on this problem. Such as Smith [46] developed linear learning

rate test (LLR Test) to determine the learning rate. However,

LLR Test has a low resolution ratio when the learning rate

range is large. Wen et al. [47] investigated the learning rate

estimation of deep learning, but ignored the imbalance of

the dataset. The architecture of the deep learning model

also can be optimized in the heuristic way, but it is easy

to fall into local optimum and time-consuming for complex

networks [3]. Thereby, we conform a single ideal just like

Ref [48] to determining the 1D-CNN structures. We employ

the different optimizers, learning rates, structure types and

FIGURE 16. Classification accuracies for different optimizers and learning
rate.

FIGURE 17. Classification accuracies and training time for different
structure types.

batch sizes to analyze the impact on the recognition accuracy

and training time of the proposed method.

Figure 16 shows the experiment results of different opti-

mizers and learning rates. We can clearly observe that the

change tendency of the average accuracy as we increase

the value of learning rate (from 0.0001 to 1) using SGD,

RMSPROP, ADAGRAD, NADAM and ADAM, respectively.

The four optimizers excepting SGD can have similar classi-

fication results, and all the optimizers can show good classi-

fication performance when the learning rate ranges between

0.001 and 0.01. ADAM has the best classification effect as

the learning rate is 0.001.

To investigate how the structure type impacts the classi-

fication accuracy of the designed method, we conform the

rule that the number of convolution kernels of the latter

layer is no more than half that of the former layer [48].

Figure 17 shows the detailed diagnosis results. The recog-

nition accuracies of the training samples are keeping a very

high values and so are the testing samples. Although the

proposed method with the structure type (256,128) has the

highest accuracy (99.64%), it consumesmore computing time

(117.374s). The proposed method with the structure type

(64,32) also can achieve high accuracy (99.33%). Moreover,

it takes less computing time (27.6916s).

In general, the deep learning model updates the parameters

by dividing the training samples into multiple batches to

achieve convergence. Therefore, the value of the batch size

is important for the classification accuracy of the model. The

detail diagnosis results are displayed in Figure 18. We can

know that the best experiment result is when the batch size

is 200, and just consumes slight more computing time. The

parameter selection of the 1D-CNN is shown in Table 5.

The parameters selection of each method are described

below:
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FIGURE 18. Classification accuracies and training time for different batch
size.

TABLE 5. Detailed description of the parameters.

FIGURE 19. A rolling bearing fault experiment platform.

BPNN with 19 features: The structure is 20-18-17, and the

learning rate is 0.01. These parameters are selected followed

the guiding principle and experiences.

SVMwith 19 features: The penalty factor is 16, Poly kernel

is selected, and the radius of the gamma function is 0.01625.

1D-CNNwith raw data: The structure of the 1D-CNN is set

to 64,32. The length convolution kernels are set to 3×1,3×1.

The learning rate is 0.001.

CNNEPDNN: The structure of the CNN is set to 20,40.

The length convolution kernels are set to 5 × 1, 5 × 1. The

structure of DNN is set to 20-40-80. The learning rate is

0.0001.

M2DCNN: The structure of the 1D-CNN is set to 16,32,16.

The length convolution kernels are set to 2×2, 2×2, 6×10.

The learning rate is 0.001.

TABLE 6. Description of the bearing dataset.

FIGURE 20. Ten experiment results of different methods.

B. CASE 2: CWRU DATA OF BEARING

In order to verify the performance of the proposed method,

samples from the open bearing dataset of the CWRU were

used for experimental analysis [48]. The experimental plat-

form for bearing failure was shown in Figure 19. A 1491.4w

three-phase induction motor shaft (left) generates the driv-

ing force and a load motor (right) generates the rated load.

A torque sensor’s automatic alignment system connects the

two parts. Two acceleration sensors are separately installed in

the fan end and drive end of the motor respectively to collect

vibration signals of the fault bearing. EDM technology was

used to acquire different fault degree in inner-race, ball and

outer-race of the bearings, respectively. Different fault sever-

ities (0.007in, 0.014in, 0.021in and 0.028in) can be acquired.

Sixteen classes health condition are acquired to analyze the

performance of the designed method. In order to make the

experiment more practical, three datasets with different split

ratios are adopted to test the recognition performance of the

designed method, as shown in Table 6. Dataset A is an ideal

dataset with sufficient training samples for each health con-

dition. Dataset B and dataset C are both imbalanced datasets.

Dataset C has fewer serious fault samples than Dataset B. The

detailed description of the three datasets are shown in Table 6.

Figure 20 shows the ten detailed experiment results of dif-

ferent methods. It shows that the designed method has higher
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TABLE 7. Experiment results of different methods.

FIGURE 21. Trends of accuracy of different methods in each epoch.

FIGURE 22. The classification confusion matrix of the proposed method.

accuracy than the other five methods. In Table 7, the average

recognition accuracy of each health condition and the average

accuracy of dataset A are also shown. The average recogni-

tion accuracy of the testing samples is (97.5%), which ismuch

higher than those of BPNN with 19 features (87.79%), SVM

with 19 features (86.47%), 1D-CNN (82.21%), CNNEPDNN

(88.82%) and M2D-CNN (91.62%).

Figure 21 shows the evolution of the accuracy of the five

methods as we increase the epoch through the training pro-

cess. From Figure 21, the proposed method rapidly converges

FIGURE 23. Feature visualization via t-SNE. (a) Raw data feature,
(b) Feature in the 1st hidden layer of DBN, (c) Feature in the 2nd hidden
layer of DBN, (d) Feature in the 3rd hidden layer of DBN, (e) Feature in
the 1st hidden layer of 1D-CNN, (f) Feature in the 2nd hidden layer
of 1D-CNN.

nearly forty iterates and builds a precise model. We also find

that the highest accuracy value happened when the epoch is

nearly twenty. Figure 22 shows the classification confusion

matrix of the designed method for one of the ten trails. From

Figure 22, the model has the lowest accuracy (75% for the

label 9 (0.021_Ball)), and the second lowest accuracy (88%

for the label 8 (0.014_OuterRace6)), but the classification

accuracies of the other operating conditions are still very

high. The results indicate that the designed method is signif-

icantly superior to the other five methods.

In order to understand the effect more intuitively of the

designed method on feature extraction and classification,

the t-SNE technique is used to visualize the network output of

each layer. As shown in Figure 23, different colors represent

different health conditions. The darker the color, the smaller

the label value of the corresponding health condition. From

Figure 23, each layer of the network can extract the abstract

features of signals. With the increase of the number of the the

networ layer, the points of the same colors are closer together,

while the points of different colors are farther seperable.

It can be observed that the designed method has good feature

extraction ability.

To evaluate the robustness of the designed method,

the additive Gaussian white noises are added into the raw
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FIGURE 24. Comparison of accuracy testing on signals with different SNR
values.

FIGURE 25. Experiment result of different datasets with the six methods.

vibration signals, and the SNRs range from -4 to 4dB.

The 10 experiments were carried out to analyze the impact

of different SNRs, the detailed diagnosis results are dis-

played in Figure 24. The proposed method has the strongest

robustness in comparison with the other five approaches. The

average classification accuracies are all over 94.45% within

all considered SNR levels from -4 to 4dB, which are much

higher than those of the other methods. In addition, when

classifying 16 kinds of health conditions, the other methods

cannot effectively identify them. Thus, the proposed method

can achieve fault diagnosis of more health conditions.

In real-life, the fault samples are often difficult to obtain,

so the imbalanced datasets are used for further experiments.

From Figure 25, M2D-CNN achieves good performance,

and the 1D-CNN has the worst performance. The proposed

method also has a very high accuracy in the case of a small

amount of fault samples. However, the accuracies of the other

approaches are still lower than that of the proposed method.

To show the detail experiment results, the confusion matri-

ces of the classification accuracies of the testing samples for

the three kinds of datasets are plotted. Figure 26 shows the

classification accuracy of each health condition. In dataset B,

the training samples of the fault conditions are fewer than

those of the dataset A (shown in Figure 22). There are more

misclassified samples, but the accuracies of each health con-

dition are above 93% (except the fault type 6 is 81% and

the fault type 9 is 74%). Dataset C (the seriously imbalanced

dataset) has the fewest training samples of the 0.028_Ball and

0.028_InnerRace conditions. As shown in Figure 26(b), the

accuracy of the label 1 is the lowest as 23%. However,

the accuracies of the other health conditions are nearly 100%.

The results show that the designed method has the super

performance in the imbalanced dataset.

FIGURE 26. The classification confusion matrix of the designed method.
(a) Dataset B, (b) Dataset C.

IV. CONCLUSION

A novel method based on DBN and 1D-CNN for intelligent

fault diagnosis of rotating machinery is designed. It can be

achieved as follows: Firstly, the DBN built by multiple pre-

trained RBMs extracts the initial features of the raw data

and achieves dimensionality reduction. Secondly, the opti-

mized 1-DCNN is used for further feature extraction. Finally,

the extracted abstract features are fed into Soft-max classifier.

Deep learning model contains multiple hidden layers,

which are used to extract the deep features of complex sig-

nals. The features extracted by these hidden layers are not

designed by human engineers, but obtained by self-learning
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the abstract features of input data. In the future, the study

will be paid more attention to the deep learning method based

on the feature extraction. The DBN and CNN will be further

studied to improve their performances of fault diagnosis.
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