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Abstract. A novel intelligent method based on wavelet neural network (WNN) was proposed to identify the gear crack degra-

dation in gearbox in this paper. The wavelet packet analysis (WPA) is applied to extract the fault feature of the vibration signal,

which is collected by two acceleration sensors mounted on the gearbox along the vertical and horizontal direction. The back-

propagation (BP) algorithm is studied and applied to optimize the scale and translation parameters of the Morlet wavelet function,

the weight coefficients, threshold values in WNN structure. Four different gear crack damage levels under three different loads

and three various motor speeds are presented to obtain the different gear fault modes and gear crack degradation in the experi-

mental system. The results show the feasibility and effectiveness of the proposed method by the identification and classification

of the four gear modes and degradation.
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1. Introduction

Gearbox is one of the most important components to transmit power and torque effectively from one shaft to

another in mechanical system. It is typical of the applications in aircrafts, navigations and automotive industries.

The working condition of the gearbox has the great influence on the function and performance of the mechanical

equipment. When the critical components of the machine fail during the operation, the unexpected downtime causes

tremendous economic loss and disastrous accident. It is significant to do research on fault diagnosis of the gearbox.

In the past decades, a large number of investigations on fault diagnosis of gearbox have been done [1]. However, it

is still necessary to improve the speed and accuracy of diagnosis of certain machinery components. There are a lot

of theories and methods about fault diagnosis and condition monitoring of the rotating machinery based on artificial

intelligence techniques [2,3].

With the development of modern high science and technology, many automated and intelligent methods had been

used to diagnose faulty gears in gearbox in recent years. An intelligent method of fault diagnosis based on artificial

neural network (ANN) has been used in condition monitoring and fault diagnosis of gearbox [4]. It increases the

reliability of fault diagnosis of gear in the gearbox testing system. Zhang [5] first proposed the concept of wavelet

neural network (WNN) that is a feed-forward neural network based on wavelet transform, which is a very effective

method in identifying and classifying for non-stationary signals. Several new models of WNN were proposed and

developed in Refs [6,7]. WNN has been widely applied in fault diagnosis and prognosis due to its unique capabilities,

such as nonlinear function approximation, pattern recognition and classification [8]. WNN has been successfully

applied to fault diagnosis and detection of gears to achieve very good effects. Kang adopted WNN to recognize and

classify accurately for several gear fault types, for instance, tooth breakage and wear [9]. WNN was used to identify

∗Corresponding author: Hanxin Chen, School of Mechanical and Electrical Engineering, Wuhan Institute of Technology, Wuhan, Hubei,

China. E-mail: pg01074075@163.com.

ISSN 1070-9622/13/$27.50 c© 2013 – IOS Press and the authors. All rights reserved



248 H. Chen et al. / Fault identification of gearbox degradation with optimized wavelet neural network

and detect the abrasion faults on the different gears in gearbox [10]. The gear faults have a large proportion in all

kinds of fault categories of gearbox. The gear crack is a common form of gear faults. It is important and necessary

to further explore identification and classification abilities of WNN and achieve better performance with the higher

diagnostic accuracy.

It is great challenge to develop the method to diagnose the gear cracks in gearbox automatically and accurately. In

Ref [11], the authors applied the weighted K nearest neighbor classification algorithm for the fault diagnosis of the

gear cracks. However, there is no intelligent method to assess the value of the coefficient K and feature weighting,

which have great effect on the results of fault diagnosis. A multidimensional hybrid intelligent method for gear fault

diagnosis was proposed in [12]. This method is very complicated and takes more time to get the final classification

results. It is still necessary for both of the above methods to improve the classification results of the fault diagnosis

as well as the number of the types of the gear crack levels. Compared with the two above methods, the robust and

simple intelligent method in this paper is proposed to identify the more gear crack levels under the separate operating

conditions with the different loads and rotational speeds.

Wavelet packet analysis (WPA) is a typical signal processing method, which is very suitable for non-stationary

vibration signal analysis. Fault characteristic information of vibration signals from mechanical system has been

extracted successfully by using WPA [13]. In this paper, the research on fault diagnosis of the different damage

levels under the crack fault category has been done. The method based on WNN is studied to identify the gear

fault modes and damage levels under three different loads and rotational speeds of gearbox. The comparison on the

capability of identifying the fault modes of the gear crack in gearbox between the proposed method in this paper

and the methods in Refs [11,12] is analyzed, which shows the advantages of the proposed method over the others in

Refs [11,12].

2. Feature extraction with wavelet packet analysis (WPA)

The feature extraction of the relevant characteristic information from the vibration signals is important technique

for the identification and classification of the multi-fault mode in the fault diagnosis of engineering system. WPA

decomposes the original signal to be the low and high frequency signal simultaneously and overcomes the disadvan-

tage of multi-resolution analysis, which does not make a further decomposition for high frequency parts of signal.

WPA adaptively selects the appropriate frequency band to match the original signal with the signal spectrum based

on the characteristics of analyzed signal, which improves the time-frequency resolution. WPA is the advanced signal

analysis and used to obtain the feature values of vibration signals, which is inputted to WNN as the feature vectors.

The definition of a wavelet packet function Wn
j,k(t)is as follows [14]:

Wn
j,k(t) = 2j/2Wn(2jt− k) (1)

Where n = 0, 1, 2, . . . is the oscillation parameter, j ∈ Z and k ∈ Z are the scaling parameter and the translation

parameter. When n = 0, 1; j = k = 0, the two wavelet packet functions equal to the scaling function φ(t) and the

mother wavelet function ψ(t).

W 0(t) = φ(t) (2)

W 1(t) = ψ(t) (3)

The recursive relationship defines the other wavelet packet functions for n = 2, 3, . . . by the low-pass filter h(k)
and the high-pass filter g(k) [14].

W 2n(t) =
√
2
∑

k∈z

h(k)Wn(2t− k) (4)

W 2n+1(t) =
√
2
∑

k∈z

g(k)Wn(2t− k) (5)
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Fig. 1. The binary tree structure of three layer wavelet packet decomposition.

h(k) = 1/
√
2〈φ(t), φ(2t − k)〉 (6)

g(k) = 1/
√
2〈ψ(t), ψ(2t− k)〉 = (−1)kh(1− k) (7)

Here, 〈·, ·〉 stands for the inner product operator.

The WPA coefficients for a signal x(t) are calculated by the low-pass and high-pass filters iteratively. Let dnj,k
denote the decomposition coefficients [15]:

dnj,k = 〈x,Wn
j,k〉 =

+∞
∫

−∞

x(t)Wn
j,k(t)dt (8)

The coefficient dnj,k corresponds the specific frequency band, which is presented by the node (j, n). By calculating

the full wavelet packet decomposition of a discrete time signal x(t), 2j sets of WPA coefficients at j level are

obtained. Here j is the decomposition level and n is the order of the node position in the specific level. For a discrete

signal x(t) = {d10(k)|k = 1, 2, . . . , N}, N is the length of the signal. The decomposition coefficients of wavelet

packet are calculated as [14]:

d2nj+1 =
∑

k

h(k − 2t)dnj (k) (9)

d2n+1

j =
∑

k

g(k − 2t)dnj (k) (10)

The reconstructed coefficient of wavelet packet is as follows [14]:

dnj (k) = 2

[

∑

τ

h(k − 2τ)d2n+1

j+1 (k) +
∑

τ

g(k − 2τ)d2nj+1(k)

]

(11)

Where dnj (k) denotes the kth reconstructed coefficient of wavelet packet tree at node (j, n), j = 3 and n =

1, 2, . . . , 2j . The original signal x(t) is obtained through the following two equations:

x(t) =

2
j

∑

n=1

xn
j (t) (12)

xn
j (t) =

N
∑

k=1

dnj,kW
n
j,k(t) (13)
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Table 1

The input feature parameters in WNN

Feature parameter E1 E2 E3 E4 E5 E6 E7 E8

Identifier x1 x2 x3 x4 x5 x6 x7 x8

The original signal is decomposed by wavelet packet, the 2j orthogonal frequency bands from low frequency to

high frequency at jth level are obtained, that is the energy of the original vibration signal is decomposed into 2j

different orthogonal frequency bands. The sum of energies of signals in all frequency bands equals to the energy of

original signal, and the vibration signal in each band represents the characteristics information of the original signal

in the corresponding frequency range. The binary tree structure of three layer wavelet packet decomposition is shown

in Fig. 1. The procedures that extract the feature parameters of vibration signal by wavelet packet decomposition as

follows:

(1) Use the three-level decomposition of WPA to analyze the original vibration signal from the gearbox and

generate eight subbands. The Haar wavelet is chosen as the wavelet packet basis function [3] and Shannon

entropy is selected as the entropy standard to analyze the original vibration signal, which has no relation with

the following Morlet wavelet function in WNN.

(2) Calculate the energy value of feature signal in each frequency band. (S1, S2, . . . , S8) denotes the signals from

the low frequency subband to the high frequency subband. The original signal is S = S1 + S2 + · · · + S8.

The wavelet packet node energy En of the signal Sn(n = 1, 2, . . . , 8) is defined as:

E3n =

∫

S3n(t)
2dt =

N
∑

k=1

|dnj (k)|2 (14)

(3) Construct a set of feature vector. There are eight energy values from low frequency to high frequency in

three-layer wavelet packet decomposition. The feature vector T = [E1, E2, E3, E4, E5, E6, E7, E8] consists

of the eight energy values, which are used as a set of feature parameters of WNN and shown in Table 1.

(4) Normalize a set of feature vector X = [x1, x2, . . . , x8] by using the following equations, a new vector X ′ as

feature input vector of WNN is obtained.

X̄ =

(

8
∑

n=1

|xn|2
)1/2

(15)

X ′ = [x1/X̄, x2/X̄, . . . , x8/X̄] (16)

3. The theory and algorithm on wavelet neural network

Wavelet neural network (WNN) has attracted much attention in signal processing and pattern recognition [16].

WNN has combined the advantages of wavelet analysis and neural network, which owns not only the wavelet’s time

frequency localization ability but also the neural network’s capacity to be self-learning and self-adaptive so that it

has stronger capabilities of function approximation and fault tolerance than the conventional ANN in dealing with

nonlinear mapping and signal classification. The basic idea of WNN is employing non-orthogonal wavelet function

as the activation function of hidden layer instead of Sigmoid activation function. The wavelet function is able to

be controlled and adjusted to solve specific problems according to different practical applications by the operation

of the dilation and translation. The wavelet basis function in WNN structure can detect the characteristics of local

and global from the raw signal simultaneously in both time and frequency domain. WNN is very well suitable for

solving non-stationary signal processing, non-linear system identifying and pattern recognition.

The wavelet transform uses a series of oscillating functions with different frequencies as window function to

analyze the signal. The fundamental principle of wavelet transform is to approximate a signal by the construction of

a set of specific wavelet basis functions. Compared with the traditional Fourier transform that only analyses signal

in time domain or frequency domain, wavelet transform analyzes the signal in time-frequency domain. The wavelet
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Fig. 2. The three-layer architecture of the wavelet neural network.

function is characteristic of the superior localization performance and is more suitable for the multi-resolution

analysis of the non-stationary signal in both time and frequency domain through the operation of the dilation and

translation. If a mother wavelet is defined as ψ(x) ∈ L2(R). L2(R) denotes the square integrate real space.Ris the

set of real numbers. The daughter wavelet function is the following form:

ψa,b(x) =
1√
a
ψ

(

x− b

a

)

(a, b ∈ R, a > 0) (17)

Where a, b are the dilation and translation parameter. The continuous wavelet transform of the signal f(x) ∈
L2(R) is defined as:

Wf (a, b) =

+∞
∫

0

ψ∗

a,b(x)f(x)dx =
1√
a

+∞
∫

0

ψ∗

(

x− b

a

)

dx (18)

Where Wf (a, b) is wavelet transform coefficient and ψ∗

a,b(x) is the complex conjugate of ψa,b(x). The original

signal is reconstructed by inverse transformation defined as:

f(x) =
1

Cψ

+∞
∫

0

da

a2

+∞
∫

−∞

Wf (a, b)ψa,b(x)db (19)

Wavelet neural network (WNN) is a three-layer network structure with an input layer, a hidden layer and an output

layer. It employs the nonlinear wavelet basis function as the activation function, instead of the common Sigmoid

function in hidden layer. It has the advantages of both wavelet analysis and neural network, and has been widely

applied in many fields, such as pattern recognition, signal processing, fault diagnosis etc. In previous researches,

most researchers adopted the Morlet wavelet as the wavelet function of the hidden layer of WNN. So the Morlet

wavelet in Eq. (20) is selected as the wavelet of the hidden layer and the Sigmoid function in Eq. (21) is used as the

activation function of the output layer. The model of WNN is shown in Fig. 2.

ψ

(

x− b

a

)

= cos

(

1.75

(

x− b

a

))

exp

(

−0.5

(

x− b

a

)2
)

(20)

f(·) = 1/1 + exp(−x) (21)

As illustrated in Fig. 2, the input vector X ′ of input layer of the network is expressed as x = [x1, x2, . . . , xi],
which is the extracted feature vector from the original vibration signal. The vector y = [y1, y2, . . . , yn] is the output

of the output layer. The parameters I, J,N are the nodes number of the input layer, the hidden layer and the output
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layer, respectively. The parameters ωij and ωjn are the connecting weights between the input layer and the hidden

layer, and between the hidden layer and the output layer. The mapping relationship of the WNN network from the

parameter xp
i of the input layer to the parameter ypn of the output layer is defined as follows [5]:

Ipj =
I

∑

i=1

ωijx
p
i + b1j (22)

Where the parameter p is the sample number, the parameter ωij is the connecting weight between the ith unit of

the input layer and the jth unit of the hidden layer, the parameter xp
i denotes the input of the ith node of the pth

sample in the input layer, the parameter b1j is the threshold value of the jth node of the hidden layer, the parameter

Ipj is the input of the jth node of the pth sample in the hidden layer.

Op
j = ψ

(

Ipj − bj

aj

)

(23)

The parameter Op
j is the output of the jth node of the pth sample in the hidden layer, the parameters aj and bj are

the scale and translation coefficients of the Morlet wavelet function at the jth node in the hidden layer. The Morlet

wavelet function in Eq. (20) is used in Eq. (23) to obtain the following equation.

Ipn =
J
∑

j=1

ωjnO
p
j (24)

The parameter ωjn is the connecting weight from the jth unit of the hidden layer to the nth unit of the output

level, the parameter Ipn is the input of the nth node of the pth sample in the output layer.

ypn = f(Ipn + b2n) (25)

The parameter ypn is the output of the nth node of the pth sample in the output layer, the parameter b2n is the

threshold value of the nth node of the output layer. The right of Eq. (25) is the Sigmoid activation function in the

output layer, which is shown in Eq. (21).

The output function of WNN is described as the following equation [5]:

ypn = f

⎡

⎣

J
∑

j=1

ωjnψ

(((

I
∑

i=1

ωijx
p
i + b1j

)

− bj

)

/aj

)

+ b2n

⎤

⎦ (26)

The traditional back-propagation algorithm that is the gradient descent algorithm is applied to optimize the pa-

rameters of WNN. The parameters of the network are optimized by the minimization of the following objective error

function in the continuous learning and training procedure:

E =
P
∑

p=1

Ep =
1

2

P
∑

p=1

N
∑

n=1

(dpn − ypn)
2 (27)

Where the parameter dpn is the expected output of nth node in output layer, the parameter ypn is the actual output

of the network.

During the procedure of the calculation of the WNN parameters from the input xp
i to the output ypn in Eqs (22)–

(25), the back-propagation error value is calculated until the output error E meets the requirement, which is shown

as follows [5]:

δn = − ∂E

∂Ipn
= (dpn − ypn)y

p
n(1− ypn) (28)
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δj = − ∂E

∂Ipj
=

N
∑

n=1

δnωjn

∂Op
j

∂Ipj
=

N
∑

n=1

δnωjnψ
′((Ipj − bj)/aj)

1

aj
(29)

Where parameter δn is the back-propagation error value of the output layer and the parameter δj is the back-

propagation error value of the hidden layer. The parameter ψ′(·) is the differentiation equation of the parameter

ψ(·).
The learning rate is η and the momentum term is λ. All variables of the network are calculated by using the error

values δn and δj in BP algorithm. The variables ∆ωij and ∆ωjn used in the following Eqs (36) and (37) are defined

as follows [5]:

∆ωij = −η
∂E

∂ωij
= ηδnωjn

∂Op
j

∂Ipj
xp
i = ηδjx

p
i (30)

∆ωjn = −η
∂E

∂ωjn
= ηδnO

p
j (31)

The wavelet parameters ∆aj and ∆bj used in following Eqs (38) and (39) are defined as follows:

∆aj = −η
∂E

∂aj
= ηδnωjn

∂On
j

∂aj
= −ηδj

(

Ipj − bj

aj

)

(32)

∆bj = −η
∂E

∂bj
= ηδnωjn

∂Op
j

∂bj
= −ηδj (33)

The threshold variables ∆b1j and ∆b2n used in Eqs (40) and (41) are defined as follows:

∆b1j = −η
∂E

∂b1j
= ηδj (34)

∆b2n = −η
∂E

∂b2n
= ηδn (35)

On the basis of the gradient descent algorithm, the weights, wavelet parameters and threshold values are updated

and optimized through the following equations [6,7]:

ωij(t+ 1) = ωij(t)− η
∂E

∂ωij
+ λ∆ωij(t) (36)

ωjn(t+ 1) = ωjn(t)− η
∂E

∂ωjn
+ λ∆ωjn(t) (37)

aj(t+ 1) = aj(t)− η
∂E

∂aj
+ λ∆aj(t) (38)

bj(t+ 1) = bj(t)− η
∂E

∂bj
+ λ∆bj(t) (39)

b1j(t+ 1) = b1j(t)− η
∂E

∂b1j
+ λ∆b1j(t) (40)

b2n(t+ 1) = b2n(t)− η
∂E

∂b2n
+ λ∆b2n(t) (41)
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Fig. 3. The algorithm base on WPA for feature extraction and parameter optimization of WNN with BP algorithm.

4. Fault detection of the gear cracks based on WPA and WNN

The proposed method based on WPA and the wavelet neural network (WNN) with BP algorithm for the fault

degradation detection of the gear crack in gearbox is shown in Fig. 3. The procedure including the extraction of the

feature values from original vibration signals and the optimization of the wavelet parameters, weight coefficients

and threshold values in WNN structure by BP algorithm are described as follows:

(1) Extract energy feature value E3n of the original vibration signal collected from gearbox experimental system

using WPA by Eq. (14).

(2) Normalize the extracted feature value by Eq. (16) and the vector X ′ is used as the input feature vector of

WNN.
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Fig. 4. The experimental apparatus of gearbox testing system.

(3) The extracted feature vectors are divided as the training samples and the testing samples.

(4) Determine the number of the nodes I = 8, J = 14, N = 4, momentum factor λ = 1, learning rate η = 0.4,

which is shown in Table 6 in order to obtain the best training results by the network.

(5) Initiate the weight coefficients ωij and ωjn, wavelet parameters aj and bj , threshold values b1j and b2n in

WNN structure and the input training samples.

(6) Train WNN based on Eqs (22)–(25) from the input xp
i of the input layer to the output ypn of the output layer

of WNN, the output error E is obtained by comparing the actual output ypn and the expected output dpn by

Eq. (27). If the output error E does not meet the error requirement, turn to Step 7, otherwise, jump to Step

8. In this paper, the output error of the objective function in the network is 0.01 and the maximum training

epochs are 3000.

(7) Calculate WNN with the back-propagation algorithm. The back-propagation error values δn and δj are ob-

tained by Eqs (28) and (29), optimize all the parameters of WNN from the output level to the input level based

on the error signals using gradient descent algorithm. The weight coefficients ωij and ωjn are optimized by

Eqs (36) and (37). The wavelet parameters aj and bj are optimized by Eqs (38) and (39). The threshold values

b1j and b2n are optimized by Eqs (40) and (41). After the optimization process is finished, it goes to Step 6.

(8) Check out the termination requirements. If the errorE in Eq. (27) meets the objective error setting or iterations

achieve the maximum training epochs, thus training of network ends and determine all the parameters ωij ,

ωjn, aj , bj , b1j , b2n.

(9) Input the testing samples and get diagnosis results by using WNN classifier, which is trained well by the

above procedure.

5. Gearbox experimental testing system

The experimental apparatus of gearbox testing system is displayed in Fig. 4. This experimental apparatus consists

of a gearbox, a dynamics simulator of SpectraQuest, two acceleration sensors of model 352C67PCB, a DSP Siglab

20–42 Signal Analyzer and a laptop. The gearbox dynamics simulator is used to collect the experimental vibration

signals. The acceleration sensors are mounted on the gearbox in both vertical and horizontal directions. The vibration

data are acquired by the Signal Analyzer and laptop with the data acquisition software.

Figure 5 shows the experimental system of the gearbox, which is used for the fault degradation detection of the

crack sizes of the gear. The sensors mounted in a vertical and horizontal direction acquire the experimental vibration

signal. One of the gears 3 and 4 is chosen to simulate the faults in this experiment. Tooth meshing of gears 3 and 4 is

considered as the dynamic load on a cantilever beam. The deflection has close relation with the force applied to the

end of the beam, the length of the beam, Young Modulus of the material and the inertia moment of the beam. Z1 is

the rotational speed of shaft 1 and gear 1, Z2 is the rotational speed of shaft 2 and gears 2 and 3, Z3 is the rotational

speed of shaft 3 and gear 4, Z12 is the meshing frequency of gears 1 and 2, Z34 is the meshing frequency of gears 3

and 4.

The purpose of the experiment is to test the proposed methods of fault diagnosis and develop the relation between

faults and signatures. Figure 6 shows the critical area of the gear.

Here the parameter a is one half of the chordal tooth thickness. The parameter b is the face width of the tooth with

25 mm. The crack widths of the fault modes F2, F3, and F4 are about 25%, 50% and 75% of the face width (b),
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Fig. 5. The diagram of the experimental system.

Table 2

The geometry parameters of the test gear

Parameter Gear 3

Type MA25-24S

Number of teeth 24

Module 2.5

Face width (mm) 25
Pressure angle (deg) 20

Helix angle (deg) 0

Pitch diameter (mm) 50

Material (mild steel) EN8 Fig. 6. The critical area of the tooth of the gear in gearbox.

Table 3

Geometry of the crack fault in our experiment

Crack fault modes
Geometry of fault

Depth (mm) Width (mm) Thickness (mm) Angle (degree)

F2 (1/4)a (1/4)b 0.4

45◦F3 (1/2)a (1/2)b 0.4

F4 (3/4)a (3/4)b 0.4

Table 4

Four gear fault modes

Fault modes Fault description Target output modes

F1 Cracks at levels of 0% 1 0 0 0

F2 Cracks at levels of 25% 0 1 0 0

F3 Cracks at levels of 50% 0 0 1 0
F4 Cracks at levels of 75% 0 0 0 1

respectively. The crack depths of the fault modes F2, F3, and F4 are about 25%, 50% and 75% of the parameter a.

The crack thickness of the gear 3 is 0.4 mm, which is determined by the thickness of the cutting tool. The geometry

parameters of the tested Gear 3 are listed in Table 2 and the geometry of the crack fault in our experiment is shown

in Table 3. And the crack in gear is generated along the normal line of the tooth’s root curve with an angle of 45.

The four gear fault modes and the target output modes of WNN are defined in Table 4 to test the proposed method’s

effectiveness for the identification of the fault category with the different gear damage levels. The selected rotational

speed and characteristic frequency of gearbox are shown in Table 5. When the rotational speed is constant, there are

two types of loads, which is half load and full load. The full load under each motor speed is shown in Table 5.

In Ref [11,12], the weighted K nearest neighbor classification algorithm and a multidimensional hybrid intelligent

method were proposed to diagnose the three fault modes under F1, F2 and F3 under the different rotational speeds

and the load torques. In Ref [12], a multidimensional hybrid method for the fault gear diagnosis was proposed. The
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Table 5

Rotational speed and characteristic frequency of the gearbox

Motor rpm Torque (N.m) less than Z1(Hz) Z12(Hz) Z2(Hz) Z34(Hz) Z3(Hz)

800 51.77 3.17 152.38 9.52 228.57 5.71

1200 34.51 4.76 228.57 14.29 342.86 8.57

1600 25.89 6.35 304.76 19.05 457.14 11.43

Table 6

The selected nodes, momentum term and learning rate of WNN

Nodes of input layer I = 8

Nodes of hidden layer J = 14

Nodes of output layer N = 4

Momentum term λ = 1

Learning rate η = 0.4

(a) (b)

(c) (d)

Fig. 7. The experimental vibration signal of the gearbox under four conditions, (a) F1, (b) F2, (c) F3 and (d) F4.

fault modes of the gear are the chipped tooth and missing tooth, which is more obvious and easier to be diagnosed

than that in the experiment in this paper. Meanwhile, there are three fault modes of the gear cracks in gearbox to

be diagnosed in Refs [11–21]. In this paper, we proposed the novel method to diagnose the four fault modes under

F1, F2, F3 and F4 under the different rotational speeds and load torques, which is one more fault modes than that in

Refs [11,12]. The classification success rate under F1, F2 and F3 by the proposed method is much better than that

in Refs [11,12].

6. Results and discussions

As discussed above, the experimental vibration signals are collected from the gearbox system under four gear

conditions. Figure 7 shows the experimental vibration signal under F1, F2, F3 and F4 conditions when the rotational

speed is 800 rpm and the load torque is full load. The vibration signal in time domain does not present any infor-

mation, which is used to detect the fault condition of the gears in gearbox. In order to detect the fault degradation

of the gears in gearbox with the feature values in time domain, the method on feature extraction based on WPA is

proposed, which is introduced in Section 2. The three-level decomposition of WPA for the vibration signal analysis

is introduced. Figure 8 shows the three-level decomposition of the vibration signal under F2 fault condition when

the rotational speed is 800 rpm and the load torque is full load. WPA decomposes the experimental vibration signal

within the eight frequency bandwidths. Figure 9 shows the reconstructed vibration signal of (3, 1) in three-level de-

composition of WPA under F1, F2, F3 and F4 gear conditions. The difference of the energy in time domain is slightly
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Fig. 8. Three-level decomposition of the experimental vibration signal under F2 fault condition.

(a) (b)

(c) (d)

Fig. 9. The reconstructed vibration signal of (3,1) in three-level decomposition of WPA under four conditions, (a) F1, (b) F2, (c) F3 and (d) F4.

different, which is not enough to classify the fault conditions of the gears in gearbox. As described in Table 1 and

Eqs (15)–(16), the energy of the reconstructed vibration signals in three-level decomposition of WPA is calculated

and used as the input feature values of WNN to detect the fault degradation of the gear cracks in gearbox.

Figure 10(a) shows that the energy under the F4 fault condition is larger than that under the other three conditions.

Figures 10(b)–(h) show that the energy under F3 is lower than that under other three conditions. It is not enough to

make decision on the gear conditions in gearbox by the visual images as shown in Fig. 10. It is necessary to develop

the intelligent methodology to detect the fault degradation of the gear cracks in gearbox by using the data in Fig. 10.

As proposed procedure in Section 4, the method based on WNN is applied to identify the gear conditions in gearbox.

The effectiveness for the detection of the gear cracks by WNN has relation with the parameters in WNN. It
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 10. The energy feature values of the eight reconstructed vibration signals in three-level decomposition of WPA under F1 (solid), F2 (dash),

F3 (dot) and F4 (dash-dot) gear condition.

(a) (b)

(c) (d)

Fig. 11. The effects of the parameters in WNN on the success rate: (a) Node of WNN, (b) Momentum term, (c) Learning rate, and (d) Epoch.

is necessary to optimize the parameters in WNN structure, including the number of nodes of the hidden layer,

momentum factor, learning rate. Figure 11 shows effects of the four important parameters on the average success

rate of the classification under four gear conditions in gearbox. Figure 11(a) shows the relation between number of
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Table 7

The classification success rate with the vertical vibration signal analysis

800r/min 1200r/min 1600r/min

Half load Full load Half load Full load Half load Full load

F1 (%) 83.33 100 75 75 100 91.67

F2 (%) 91.67 91.67 100 91.67 100 100

F3 (%) 100 100 91.67 100 100 100
F4 (%) 100 100 100 100 100 100

Table 8

The classification success rate with the horizontal vibration signal analysis

800r/min 1200r/min 1600r/min

Half load Full load Half load Full load Half load Full load

F1 (%) 100 100 100 100 100 100

F2 (%) 100 100 100 100 100 100

F3 (%) 100 100 100 100 100 100

F4 (%) 100 100 100 100 100 100

nodes of the hidden layer and success rate when the rotational speed is 800 rpm and the load torque is full load.

When the number of nodes of the hidden layer is small, the success rate is not good enough. The system output

error of the training network is reduced when the number of nodes of the hidden layer is large, which produce

the prolonged training time of network and the results of the training WNN is easy to be the local minimum. The

principle of selecting the number of nodes of hidden layer of network is that structure is compact enough both

to meet the requirement of the accuracy and choose small number of nodes of hidden layer. Here the number of

nodes of the hidden layer is 14. Figure 11(b) shows the relation between the success rate and the learning rate. The

learning rate determines the stability of the learning process of WNN. The large learning rate is difficult to make

the WNN network to converge to the certain minimum value. The small learning rate results in the long learning

time of WNN network. Based on the convergence and stability of WNN network, the learning rate between 0.01

and 0.8 is much better. The learning rate is chosen to be 0.4. Figure 11(c) shows the relation between the success

rate and momentum term. The increasing momentum term is used to avoid the local minimum points of the training

of network. Theoretically, the momentum term is usually between 0 and 1 and is larger than the learning rate. The

momentum coefficient of the WNN network is selected to be 1. The number of nodes of input layer of network is

I = 8, which corresponds the eight feature input parameters. The number of nodes of the output layer is N = 4 for

the four fault modes. The number of nodes of WNN, momentum term and learning rate are shown in Table 6.

As described in Fig. 3, the proposed method is applied to analyze the vertical and horizontal vibration signals.

There are twenty-four set of the experimental vibration signals along the horizontal and vertical directions, which

are collected from the gearbox system. The twelve set of the feature values are used as the training data to WNN

and twelve set of feature value are used as the testing data to WNN. Table 7 shows the classification success rate

of the four gear conditions by analyzing the vertical vibration signal under the different load torques and rotational

speeds. When the rotational speed is 1200 rpm and the load is half and full, the classification success rate under F1

is 75%, which are not good enough by comparison with other success rates. When the rotational speed increased

to be 1600 rpm, the success rates under half load and full load is 100% and 91.67%, which is higher than that with

the rotational speed of 1200 rpm. The other success rates in Table 7 are more than 90%. Table 8 shows the success

rate of the classification by the horizontal vibration signal. All the success rates is 100% under different loads and

rotational speeds. The results on the horizontal vibration signal analysis in Table 8 are much better than that for the

vertical vibration signal analysis in Table 7. The horizontal vibration signal is more sensitive to the development of

the gear crack in gearbox than the vertical vibration signal. Based on the above analysis results, the proposed method

in the paper is effective and reliable for the fault degradation of the gear cracks in gearbox under the different torques

and rotational speeds.

The effectiveness and robustness for the fault detection of the gear cracks in gearbox by the proposed method

in this paper is tested by the comparison with the results in Ref [11,12]. In Refs [11,12], the proposed method

just can detect and classify the three fault modes about F1, F2 and F3. Especially, the range of the accuracy of the

classification in Ref [12] is from 86.11% to 100%. The average classification rates under the different training and
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testing mode is 98.33%. In this paper, the proposed method can diagnose and classify the four fault modes with F1,

F2, F3 and F4, which is more than three fault modes with F1, F2 and F3 in Refs [11,12]. As shown in Table 8, all

of the classification rates for the horizontal vibration signals are 100% and the average classification rate is 100%,

which are higher than the results in Ref [12].

In Table 7, the classification success rates for the vertical vibration signals are between 83.33% and 100% except

two classification success rates for F1 under the rotational speed of 1200 r/min. The average classification rate except

the 75% under F1 and including the 75% under F1 is 88.6% 87%, respectively. The 75% classification success rates

under F1 in Table 7 are less than that in Refs [11,12]. The important reason for 75% classification rate is that the

classification rate by WNN has close relationship with the inputted feature values by WPA. The sets of the feature

values under four types of the fault modes are more complicated than that under three types of the fault modes in

Refs [11,12]. One more fault mode with F4 in this paper increases the complexity and difficulties in the feature

extraction by WPA and the classification of the multiple fault modes of gearbox by the WNN, which reduces the

classification success rate. Meanwhile, it tests the robustness of the proposed method based on WPA and WNN.

The classification success rates for the horizontal vibration signal are 100%, which is higher than that for the

vertical vibration signal. It shows the horizontal vibration signal is sensitive to the gear crack than the vertical

vibration signal. Because the inputted feature values in WNN under the different fault conditions have close relation

with the dynamic structure of the gearbox system, which is shown Fig. 5.

The proposed method in this paper combines the advantages of the methods with WPA to extract the feature

values and WNN as the classification method, which is effective and robust for the fault degradation identification

of gearbox.

7. Conclusion

This paper proposed a novel method based on wavelet neural network to detect the different fault modes with

the four gear crack sizes. The wavelet packet analysis is used to preprocess the vibration signal to extract feature

values of the vibration signals in time domain under different loads and rotational speeds. The algorithm for the

fault detection of the gear cracks based on wavelet neural network is proposed. The optimization for the parameters

in WNN is introduced. The experimental gearbox system is designed to collect the horizontal and vertical vibration

signal under different loads and rotational speeds for the different fault modes of the gearbox. The results show

that the proposed method is effective to identify the different damage levels and categories of the gear cracks under

multiple fault modes.
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