
IEEE zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATRANSACTIONS ON COMPUTERS, VOL. 42, NO. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA8, AUGUST 1993 
t 

913 

Fault Injection and Dependability 
Evaluation of Fault-Tolerant Systems 

Jean Arlat, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAMember, IEEE, Alain Costes, Yves Crouzet, Jean-Claude Laprie, and David Powell, Member, IEEE 

Abstract- This paper describes a dependability evaluation 
method based on fault injection that establishes the link between 
the experimental evaluation of the fault tolerance process and 
the fault occurrence process. The main characteristics of a fault 
injection test sequence aimed at evaluating the coverage of the 
fault tolerance process are presented. Emphasis is given to the 
derivation of experimental measures. The various steps by which 
the fault occurrence and fault tolerance processes are combined 
to evaluate dependability measures are identified and their inter- 
actions are analyzed. The method is illustrated by an application 
to the dependability evaluation of the distributed fault-tolerant 
architecture of the ESPRIT Delta-4 Project. 

Index Terms- Coverage, dependability modeling and evalu- 
ation, experimental evaluation, fault injection, fault tolerance, 
Markov chains. 

I. INTRODUCTION 

HE EVALUATION of a fault-tolerant system is a com- T plex task that requires the use of different levels of mod- 

eling (axiomatic, empirical, and physical models) and related 

tools [l] .  A large number of studies (e.g., see [2]-[4]), have 

shown the prominence of the efficiency of the fault tolerance 

algorithms and mechanisms (FTAM’s) on the dependabi,lity 

of a wide range of systems and architectures. Determination 

of the appropriate model for the fault tolerance process and 

proper estimation of the associated coverage parameters are 

therefore essential in any dependability evaluation study. 

Compared with other possible approaches such as proving 

or analytical modeling, fault injection is particularly attractive 

[5]-[13]. By speeding up the occurrence of errors and failures, 

fault injection is a method for testing the FTAM’s with respect 

to their own specific inputs: the faults that they are intended 

to tolerate. 
As pointed out in [14], fault injection addresses both dimen- 

sions of FTAM validation: fault removal and fault forecasting 
[15], [16]. With respect to the fault removal objective, fault 

injection is explicitly aimed at reducing, by verification, the 

presence of FTAM design and implementation faults. Since 

such faults can cause incorrect behavior of the FTAM’s when 

they are faced with the faults they are intended to handle, we 

call them fault-tolerance deficiency faults (in short, ftd-faults). 
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From the verification viewpoint, fault injection therefore aims 

to reveal such ftd-faults and to determine appropriate actions 

to correct the design or implementation of the FTAM’s. 

In the case of fault forecasting, the main issue is to rate, 

by evaluation, the efficiency of the operational behavior of 

the FTAM’s. This type of test thus constitutes primarily a 

test of the FTAM’s with respect to their overall behavioral 

specification. In practice, this means estimating the parameters 

that characterize the operational behavior of the FTAM’s: 

coverage factors, dormancy, latency, etc. 

Both dimensions are of interest for validating the 
FTAM’s. The relationships and complementarity between 

these two objectives, as well as the main characteristics 

of the ftd-fault removal objective, are addressed in [14], 

[17], [18]. This paper focuses on the fault forecasting 

objective. 

The fault tolerance coverage estimations obtained through 

fault injection experiments are estimates of conditional proba- 

bilistic measures characterizing dependability. They need to be 

related to the fault occurrence and activation rates to derive 

overall measures of system dependability. Such a necessary 

relationship is-at least conceptually-well established. How- 

ever, few studies consider its actual incorporation into the 

dependability evaluation of real fault-tolerant systems. Among 

the most significant related studies, see the work reported in 

[19], the ESS, SIFT, and FTMP validation processes depicted 

in [20, ch. 12, 16, 171 and, more recently, the evaluation of 

the MAFT architecture presented in [21]. 

This paper describes a dependability evaluation method 
based on fault injection that establishes the link between 

the experimental evaluation of the coverage of the fault 

tolerance process and the fault occurrence process. The paper 

also illustrates the application of the method to the evalua- 
tion of a real system. Such an experiment-based evaluation 

method combining fault injection experiments and analytical 

evaluation has been-along with formal protocol verification 

activities-the central point in the validation of the distributed 

fault-tolerant architecture of the ESPRIT Delta-4 Project (see 

[22, ch. 1.51 for a global description of the validation tasks). 

Markov-based modeling and evaluation, and especially sen- 

sitivity analysis of the impact of the coverage parameters 

(both coverage factors and latencies), helped to identify the 

most significant parameters to be estimated from the fault 

injection experiments. Conversely, the experiments not only 

made it possible to obtain the range of values for the coverage 

parameters used in the analytical models, but also helped in 

the validation and refinement of these models. In particular, 
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the models were refined to capture specific behaviors revealed 

by the experiments. 

More recently, the study presented in [23] described an 
example of cross-fertilization between experimental evaluation 

and analytical modeling. However, that study relied more on 

the analysis of recorded field data than on fault injection ex- 

periments. The physical fault injection experiments carried out 

on the Delta-4 prototype testbed made it possible to iterate the 
evaluation process for validating the design assumptions (e.g., 

the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfail-silence assumption) and thus had an impact-albeit 

during the final phases--on the development of the Delta-4 

architecture. 

The paper defines and analyzes the relationships between 

experimental and analytical dependability evaluation. The re- 

sults obtained in the case of the evaluation of a real sys- 
tem provide practical examples of such relationships. The 

remainder of this paper consists of four sections. Section 

I1 depicts the main characteristics of a fault injection test 

sequence aimed at evaluating the fault tolerance process. This 

section-adapted and extended from [24]-summarizes some 

definitions and results that are necessary for the understanding 

of the developments presented in the next section. Section 

I11 describes the main steps of the integration of the fault 

occurrence and fault tolerance processes that were defined 

and fully detailed in [25]. Section IV applies the method to 
the dependability evaluation of the Delta-4 distributed fault- 

tolerant architecture. Section V concludes the paper. 

IEEE TRANSACTIONS ON COMPUTERS, VOL. 42, NO. 8, AUGUST 1993 

I 

I 

11. EXPERIMENTAL EVALUATION OF FAULT TOLERANCE 

The proposed experimental evaluation method embodies the 

concept of a fault injection test sequence, characterized by 

an input domain and an output domain. The input domain 
corresponds to a set of injected faults zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAF and a set A that 

specifies the data used for the activation of the target system 

and thus, of the injected faults. The output domain corresponds 

to a set of readouts R that are collected to characterize the 

target system behavior in the presence of faults and a set of 

measures M that are derived from the analysis and processing 

of the FAR sets. 

Together, the FARM sets constitute the major attributes that 

can be used to fully characterize a fault injection test sequence. 

In practice, the fault injection test sequence consists of a series 

of experiments; each experiment specifying a particular point 

in the { F  x A x R }  space. 

A. Characterization of a Fault Injection Test Sequence 

During each experiment in a fault injection test sequence, 

a fault from the F set is injected that, in conjunction with 

the activity of the target system ( A  set), determines an error 

pattern that constitutes a test input for the FTAM’s to be 

validated. For increased confidence in the estimates obtained, 

it is necessary to carry out a large number of experiments. For 

minimum bias in the estimation, it is further recommended 

to select both F and A sets by statistical sampling among 

the expected operational fault and activation domains of the 
target fault tolerant system. Further issues concerning the 

combination of the F and A sets to produce error patterns zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Predicatm - F: Fault, E: Error, D: Detection, T: Tolerance 

Fig. 1. Example of a predicate graph. 

are discussed in detail in [14]; we focus here on the R and M 
sets characterizing the experimental evaluation process. 

The readouts collected in R during an experiment 

contribute to a characterization of the state of the target 

system. This is achieved by way of the assertion or 

not of a set of predicates that are meant to abstract 

the specification of the behavior of the target system 

and thus of the FTAM’s under test. Typical exam- 

ples of predicates are: {fault-activated}, {faultactivated 

errorsignaled} , {errorsignaled proper service delivered}. 

Such predicates or their combinations define the set of vertices 

of a graph that models the behavior of the target system (or 

of the FTAM’s) in the presence of faults. This graph can be 

either established a priori to describe anticipated behaviors or 

obtained a posteriori from the analysis of the R set, which 

is a form of model extraction from the experimental results 

(e.g., see [12]). 

Fig. 1 gives an example of such a graph. Transition 1 

corresponds to the activation of an injected fault as an error; 

the associated time defines the fault dormancy. Transition 2 

represents the situation where an injected fault is not activated; 

such an experiment is not significant when FTAM coverage 

is evaluated with respect to error patterns (resulting from 

activated faults) rather than with respect to the faults injected. 

Transition 3 depicts the case of a detected error; the associated 

time characterizes the latency of error detection. Transition 

4 represents the case where an error is apparently tolerated 

although it was not detected whereas transition 6 depicts the 

(normal) situation where the error is tolerated after having been 

detected. Transitions 5 and 7 distinguish the cases of failure of 

the detection and tolerance mechanisms. This graph depicts the 

faulty behavior observed during the experiments carried out on 
the Delta-4 architecture. In particular, transition 4 characterizes 

a singular behavior, that is not always easy to diagnose in 

practice since it may result from either 1) an activated fault that 

remains hidden (latent) or 2) a propagated error that is tolerated 

or that is eliminated by some other-unobserved-mechanism. 

Fig. 2 further illustrates the types of predicates and system 

state transitions that can be deduced from the readout set R, in 

the case of a single binary predicate p ;  three principal cases are 

accounted for, depending on whether the predicate is expected 

1) to maintain its value for the whole interval T = [ t ~ , t ~ ]  
that defines the observation domain for an experiment (Fig. 

2(a)) or 2) to change value once (Fig. 2(b)) or several times 

(Fig. 2(c)) during the experiment. 

A typical example of Fig. 2(a) is the case of a reliability or 

availability predicate characterizing the continuity of service 

I 
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Fig. 2. Examples of tests of predicates. 

delivery in the presence of faults (e.g., fault masking): zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
p = true * {acceptableresults-delivered} 

1 

and 

p = false * { erroneous-result-delivered}. 

The testability property, for which an error must be signaled 

whenever a fault is present, is a possible example for Fig. 2(b): 

p = true {errorsignaled} (1) 

and 

p = false @ {error-notsignaled}. 

Fig. 2(c) provides an example for the test of a fail-safe property 

defined as 

p = true * {fault-not-activated V errorsignaled} 

and 

p = false {fault-activated A error-notsignaled} 

where V and A denote, respectively, OR and AND connectives. 

This corresponds to an alternating behavior between graph 

vertices vo and VI that may be described by the decomposition 
of the predicate p into two elementary predicates of the types 

shown in Fig. 2(b): 

with p l  = {fault-activated} and pa = {errorsignaled} 

where 7 is the NOT operator. 
The observation of the instant of assertion of a predicate 

characterizes the temporal performance of the €TAM under 

test; in particular for the predicate of Fig. 2(b), (1) can be 

modified to 

p = true zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA3, E T.  

Since relevant timing measurements are related to the instant 

of fault occurrence, it is simpler to consider hereafter that the 

observation domain T is defined by the interval [0, TI. 

B. Definition of Experimental Measures 

We only summarize here the major experimental measures 
that can be derived from a fault injection test sequence. 

Let Tp denote the random variable characterizing the instant 
of assertion of a predicate p ;  then, the cumulative distribution 
function of the coverage (with respect to predicate p )  can be 

defined as 

C(t)  = prob. {T, 5 t } .  (2) 

Other related studies (e.g., see [26]) focus on the probabil- 

ity density function of the coverage. Both approaches are 

equivalent in principle; however, we advocate the use of the 

cumulative function as this facilitates the relationship with 
analytical models: the asymptotic value simply tends towards 

the constant coverage parameters usually used in these models. 

Two principal constraints have to be considered in the 
derivation of experimental measures. First, it is worth noting 

that C(t)  is usually defective (e.g., see [3]) since all the faults 
cannot be properly covered, thus its asymptotic value is less 

than or equal to one, ie., 

C(00) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAJl%C(t) 5 1. (3) 

Also, the observation domain T is bounded and the read- 

outs obtained from the experiments form a set of so-called 

Type I (or time) censored data (e.g., see [27, p. 2481); the 

unobserved times are known only to be above the upper 

bound T (censoring time) of the observation domain. The 

characteristics of the considered target system and especially 

the temporal parameters of the FTAM’s to be evaluated have 

a direct impact on the determination of T .  The choice of T 
relies on a careful analysis of the a priori (partial) information 

available concerning the temporal parameters of the FTAh4’s 
and may necessitate a set of preliminary experiments for its 

proper adjustment. 

The combination of these two constraints results in a 
total uncertainty for the experiments for which no outcome 

(predicate assertion) is observed. Indeed, either the assertion 

would occur in a finite time beyond T or the assertion 

is not true for that experiment (which denotes a coverage 

deficiency). These implications are further analyzed in the 

following subsections. 

1) Basic Estimation of the Coverage Function: Consider a 

test sequence of n independent fault injection experiments; 

in each experiment, a point in the { F  x A }  space is ran- 

domly selected according to the distribution of occurrences in 

{ F  x A }  and the corresponding readouts collected. If t,i 
denotes the instant of assertion of p for experiment i,z = 
1, . . . , n, let E i ( t )  denote the random variable defined by 

1, 
0, otherwise. 

if assertion of p is observed in [O, t ]  
E i ( t )  = I(t,i 5 t )  = 

The number of assertions of p cumulated within the time 
interval [O,t] can thus be expressed as 

n 

(4) 

I 

i = l  
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and the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcoveragefunction zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC(t)  can be simply estimated by 

N ( t )  C(t )  = -. 
n 

The asymptotic coverage is estimated by 

Due to the monotonically increasing behavior of C( t )  and 

to the finite restriction of the observation domain, this estima- 

tion is always pessimistic. Furthermore, as C(t)  is defective, 

another interesting measure corresponds to the conditional 
coverage expressed as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

1 

I 

This experimental conditional coverage also refers to the con- 

ditional distributions defined for the coverage model presented 

in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[3]. 
If TL designates the random variable characterizing the 

noninfinite coverage times (noninfinite instants of assertion of 

p), then TL can be described by the following distribution: 

that is estimated by 

(9) 

2) Estimation of the Mean Coverage Time: The mean cov- 

erage time is defined by: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAT = E[T,] = t . dC(t). The two 
constraints identified previously also complicate the estimation 

of 7; three types of estimators can be considered: 

= C( T )  . ?' + [ 1 - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC( T) ]  . T 
. n  

The first estimator given by (10) corresponds to the esti- 

mation of the mean of the coverage times actually observed. 

It is thus an estimator of E[T'], Le., of the mean of the 

.~ 
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Fig. 3. Interactions between analytical and experimental dependability eval- 
uation. 

conditional coverage time. The second estimator defined by 

(11) estimates the random variable min (Tpl T). It has been 

modified to assign a time T (i.e.7 the upper bound of the 
observation domain) to each of the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[n- N ( T ) ]  experiments for 

which the assertion of p was not observed. The third estimator 

(12) corresponds to the estimator typically used when dealing 

with time-censored exponentially distributed test data (e.g., see 

[28, pp. 105-1061) or with the estimation of the mean time to 

first failure (MTFF) [29]. 
It is worth noting that ? 5 .it' 5 ?"; it follows that .i' con- 

stitutes an "optimisitic" estimation of the mean coverage time. 

However, the fact that C(t )  is defective prevents conclusions 

being drawn about the bias induced by the other estimators. 
We therefore selected the first estimator. 

111. INTEGRATION OF EXPERIMENTAL MEASURES OF 

FAULT TOLERANT WITH THE FAULT OCCURENCE PROCESS 

In this section we first identify the main interactions be- 

tween analytical dependability modeling and experimental 

evaluation. We then present a framework for characterizing 

the relationship between the experimental estimates obtained 

in a fault injection test sequence and the coverage parameters 
usually considered to account for FTAM behavior in Markov 

chain models. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAn example is given to illustrate the respective 

impact on dependability evaluation of asymptotic coverage and 

coverage distribution. 

A.  Bridging the Gap between Analytical Modeling 
and Fault Injection 

Fig. 3 depicts the principal phases of analytical dependabil- 

ity evaluation and experimental dependability evaluation based 

on fault injection that rely respectively on the construction and 

the processing of either axiomatic models (sequence 1 -2-4-6), 

or empirical and physical models (sequence 1-3-57'). 
Of course, both sequences may be used separately to impact 

the target system (e.g., parameter sensitivity analysis for early 

architectural design decisions in the case of model-based 



ARLAT zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAet al.: FAULT INJECTION zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAND DEPENDABILITY EVALUATION 
1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA917 

evaluation or as a design aid for fault removal in the case 

of fault injection-based experimental testing). However, we 

would like to stress here the benefits that can be obtained 

from the interactions between these two sequences. For sake 

of conciseness, we will emphasize only the most significant 

interactions (identified by bold arrows in Fig. 3). 
The transition from 2 to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 depicts the necessary impact 

of modeling on the definition of the readouts in the R set 

and the determination of the measures in the M set. In 

particular, one impact represented by this transition may be 

that of considering the relative ratios of the occurrence rates of 

different fault classes in order to refine the general estimators 

of the coverage function given in Section I1 (e.g., see [30] 
and [31] ) .  

The transition from 7 to 8 identifies two types of interac- 

tions: 

Impact of Models on Experiments: The reference to the 

fault occurrence process, usually described in axiomatic 

models, is necessary to derive dependability measures. 
Impact of Experiments on Models: This includes estima- 

tion of the coverage parameters of the original models, 

validation of the assumptions made in the elaboration 

of these models, and refinement of the structure of the 

models. 

Relevant measures of system dependability can be obtained 

by processing models thus supported by experiments. This 
provides an objective foundation for proposing modifications 

to the design and implementation of the target fault-tolerant 

system. 

The interactions induced by transition 7-8 are analyzed 

further in the next subsection. 

B. Dependability Evaluation 

If we assume that the major risk of system failure is that 

induced by the failure of the FTAM’s in properly processing 
the first fault occurrence, the reliability expression for a 

nonmaintained fault-tolerant system can be written as 

where @ ~ ( t )  and 4 F ( t )  are, respectively, the cumulative 

distribution and density functions characterizing the fault 

occurrence process of the whole target fault-tolerant system 

and C( t )  designates the cumulative distribution of the FTAM 

coverage function (see Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA11). In particular, the first part of 

(13), 1 - @ ~ ( t )  expresses the probability that no fault occurred 

before t and the last term expresses the probability of survival 

to the first component failure. 
The derivation of (13) is based on the fact that, in a fault- 

tolerant system, the risks of failure resulting from exhaustion 

of redundancy correspond generally to much lower orders of 

magnitude than those induced by a coverage deficiency in the 

FTAM’s. This is especially true when the mission time is small 

compared to the mean time to fault occurrence. It should also 

be pointed out that the reference to the fault occurrence process 

OK 

(1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- C‘) h zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAgi, 
h, h*: fault occurrence rates; v: faulfferror processing rate 
C = C(-): asymptotic coverage; C*: equivalent coverage 

Fig. 4. Markov model of the coverage distribution. 

is by no means a limiting factor: the extension to the error 

occurrence process (fault activation) can be simply achieved 

by substituting E for F in the indexes. 

Three major techniques (namely, Monte Carlo simulation, 

closed-form expressions, and Markov chains) can be con- 

sidered for implementing the relationship between the fault 

occurrence process and the experimental coverage parameters 

formally expressed by (13)  (see [14] ) .  Of these three, Markov 

chains are especially attractive since they provide a tractable 

means to account for the main temporal characteristics of 

the coverage distribution, as exemplified in the following 

subsections. 

I )  Estimation of the Coverage Parameters zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof a Markov 
Chain: Let us consider the model of Fig. 4(a) that describes the 

behavior of a fault-tolerant system. This model accounts for 

the coverage of the FTAM’s with respect to the occurrence of a 

fault and the possible occurrence of a second (near-coincident 

[ 32 ] )  fault while processing the first one. 

As shown in [ 3 ] ,  an equivalent Markov representation (Fig. 

4(b)) can be derived for such a behavior where the equivalent 

coverage C* is defined as 

where the constant parameter C can be identified as the 

asymptotic value of the coverage cumulative distribution C( t )  
(see Section 11), A *  is the rate of occurrence of a near 

coincident fault, and the E[Tj] designates the successive 

moments of the random variable characterizing the processing 

time of the RAM’S. 
By limiting (14)  to the first order and letting Y = l / E [ T d ] ,  

the decision rate of the FTAM’s, we obtain the model of Fig. 

4(c). This model provides an essential “building block” to 

describe the coverage process, in particular for studying the 

impact of the temporal distribution. 

Although the truncation of the observation domain leads to a 

conservative estimation of the asymptotic coverage [see (6 ) ] ,  
the estimation of the distribution of Td is in practice more 

complex. Basically, the distribution of Td can be related to 

the distribution of the random variable TL characterizing the 

noninfinite coverage times [see ( lo) ]  which is in turn related 

to the random variable Tp characterizing the coverage process 
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Parameters zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
k fault Occurrence rate (each unit) 
C: FTAM asymptotic coverage (each unit) 
v: FTAM decision rate (each unit) 
a activation rate (both units) 
p: repair rate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
1: fault-free state 
2: dormant fault in one unit 
3: covered fault + repair. benign lailure 
4: non-covered fault: catastrophic failure 
5: dormant fault in each unit 
6: two erroneous units: catastrophic failure 

States 

Fig. 5. Duplex system model. 

(i.e., the assertion of predicate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp )  by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
C(t)  = prob. {T, 5 t }  = prob. {assertionof p in  [0, t ] }  

=prob. {assertionofpin [O,t]lassertionofpin [0, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAco[} 

=prob. {T, 5 tlTp < m} . Prob. {T, < co} 
. prob. {assertion of p in [0, m[} 

= prob. {Ti 5 t }  . C(m) (15) 

Accordingly, E[Td] 
expressed as 

E[T,]/C, and thus (14) can be simply 

c* M c - A* ' E[T,], (16) 

and E[T,] can then be (under-)estimated by the estimator given 

in (10). 

2) Impact of the Time Distribution of the Fault Tolerance 
Process: In order to study this impact, we consider as an 

example the case of a duplex architecture featuring 1) self- 
checking units whose coverage is characterized by an asymp- 

totic coverage C and a mean decision time denoted by 
1/u and 2) a procedure for cross-checking both units-with 

perfect coverage-and whose timing is characterized by the 

activation process that is common to both units; let (Y denote 
the associated rate. Fig. 5 describes the considered model 

and defines the model parameters as well as the meaning 

of the states. This model corresponds to the basic model 

used in the safety and availability evaluation of the potential 

architectures for the computerized interlocking of the French 

National Railways [33]. 

The analysis of the failure states explicitly distinguishes 

whether or not an error was detected. Accordingly, state 

3, although unreliable since the service delivery has been 

interrupted during the repair action that follows the detection 

of an error, can be considered as a safe state (benign failure); 
therefore, only states 4 and 6 are catastrophic failure states. 

State 5 represents the system after a second failure but before 

(re-)activation of the system. Its positive effect on system 

dependability is usually very slight (since (Y >> A) and can 

be neglected (by merging it into state 6). 
For the evaluation, we use the equivalent catastrophic failure 

rate (denoted I') associated with the absorbing states 4 and 6. 

The strong connectivity property of the graph consisting of 

the nonabsorbing states as well as the very small values that 

are usual for the model parameter ratios zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA/a and A/u ensure 

that the absorption process is asymptotically a homogeneous 

Poisson process and that the associated equivalent failure rate 

r is given by (e.g., see pp. 178-182 of [34]): 

r =  c zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
n transition rates of the considered path 

n [E output rates of the considered state] 
s t a t e s  I" path 

( iexpec ted)  

Application of (17) to the model of Fig. 5 and some 

algebraic manipulations lead to the following normalized 

failure rate: 

Expression (18) reveals the prominent role of the asymptotic 

noncoverage of the self-checking mechanisms (E) ,  or by the 

activation rate ( a ) ,  according to the value of the ratio A/u 
(with respect to E ) .  It is worth noting that this ratio cor- 

responds to the normalized mean decision time (l/u)-with 
respect to the MTFF of one unit (Le., l / A ) .  These results 

extend and refine the results usually found in the existing 

literature, which are mainly restricted to the influence of the 

asymptotic coverage. It is also worth noting that the ratio 

obtained when inverting (18) corresponds to the ratio of the 
MTFF procured by the redundant duplex architecture (Le., 

MTFFduplex M l / r )  over the MTFF of one unit (MTFFunit 

= l/A). This is illustrated by the curves shown in Fig. 6 
that plot the gain in MTFF procured by the redundant duplex 

architecture as a function of the ratio A/u. Fig. 6(a) illustrates 

the impact of the lack of coverage ( E ) ,  while Fig. 6(b) 

illustrates the influence of the activation rate through the 

normalized mean activation time (A/a). 
The curves provide useful insight about the domains where 

the impact of the ITAM coverage time distribution is signifi- 

cant. The variations observed explicitly show that, for the usual 
order of magnitudes of the ratio A/u, Le., A/u << 1, the impact 

of the asymptotic coverage is the most prominent. This clearly 

indicates that, in the experimental evaluation, specific attention 

should be paid to the estimation of asymptotic coverages. 

Iv. EXAMPLE OF FAULT INJECTION-BASED 

DEPENDABILITY EVALUATION 

This section illustrates the concepts set forth in the pre- 

vious sections by applying them to the Delta-4 distributed 

fault-tolerant architecture. The reader interested by the Delta- 

I 
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Fig. 6. Impact of the temporal and asymptotic parameters of the FTAM’s. 

4 architecture can refer to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[22] and [35] .  ’ h o  issues are 
considered here: 

model construction, exemplified by the description of a 

calibration of coverage parameters for the evaluation of 
typical experimental graph, 

dependability measures. 

A. Experimental Graph 

The target system considered for the experimental validation 

of the Delta-4 architecture is made up of a local area network 

of four nodes. Each node is composed of a host computer and 

of a network attachment controller (NAC). The NAC features 
hardware self-checking mechanisms specifically designed to 

ensure a fail-silent behavior (by provoking the extraction of a 

faulty node from the network). Tolerance of faults at the host 
computer level is achieved through data and code replication 

and a variety of alternate mechanisms of which the basic 
building block is an atomic multicast protocol (AMp) also 

implemented in the NAC. 

The fault injection test sequence was aimed at testing 
the hardware self-checking mechanisms implemented in the 

NAC’s as well as the behavior of the AMP software in the 

presence of hardware faults. Faults were injected in the NAC 

of a single node (the faulty node) that was monitored to assess 

the efficiency of its hardware self-checking mechanisms. Suc- 

cessful hardware error-detection (resulting in node extraction) 

17.5% 

Non-SiQnificant 
Experiments 

Fig. 7. Example of experimental graph. 

is characterized by a predicate D. The resulting behavior of the 

noninjected nodes (the nonfaulty nodes) was aiso observed to 

assess the efficiency of the AMP mechanisms in tolerating the 

faults at the communication level. Correct operation of AMP is 
specified in terms of atomicity, order, and group membership 

properties that are globally characterized by a predicate T. 
To C ~ K Y  out the test sequence, a general distributed testbed, 

featuring automatic control and sequencing of the experiments, 

as well as reset and recovery of the crashed nodes, was 

built around the fault injection tool MESSALINE [24]. This 

enabled us to carry out extensive fault injection experiments 

(almost 20000 experiments of about 5-min duration each) on 
a prototype of the Delta-4 architecture. 

Faults in the F set were injected by forcing “zero” or 

“one” levels on the pins (up to 3 pins simultaneously)--and 

thus on the connected equipotential l ines-of 86 IC’s on the 

NAC board. To account for the most likely faults, the injected 

faults were mainly intermittent faults, but transient as well as 

permanent faults were also injected. Activation of the target 

system (the A set) consisted of two types of traffic exchanged 

among the nodes with various traffic profiles that ensured 

different activation modes for the injected node. Further details 

on the testing environment can be found in [36]. 
The experimental results obtained proved very useful in 

building a relevant model of fault tolerance behavior. Fig. 7 
gives an example of values obtained for a typical experimen- 

tal graph, which in fact corresponds to the predicate graph 

discussed earlier (Fig. 1). 

The percentages indicate the values of asymptotic coverage 

for the predicates E (error), zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD (hardware error detection), 

and T (tolerance by the communication protocol). The time 

measures indicate the mean values of the fault dormancy and 

error detection latency distributions; only asymptotic coverage 

is considered with respect to the T predicate since such a 

predicate is of the type described in Fig. 2(a). 
The main feature of this graph concerns the inclusion of 

transitions that might have been omitted from an a priori 
model of system behavior and thus also from the evaluation of 

the associated probabilities; two such transitions exist, which 

are related to 1) the identification of the injected faults that 
were not activated as errors, and 2)  the inclusion of a transition 

between states E and T accounting for injected faults that 

were actually activated as errors but were apparently tolerated 

without being detected. 

The first transition represents the experiments that are 

nonsignificant (i.e., experiments that cannot activate the tested 

€TAM’S); relevant error-based coverage estimates can be 

obtained by processing only the readouts of the significant ex- 

periments. The results show that, thanks to the large proportion 

of intermittent faults injected and to the variety of activation 
I 
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L 

Parameters zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A. failure rate of one node (Host + NAC): A = AH + AN zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

k H = h x h  and k N = ( l - h ) x ) r  = h x a  

p: repair rate of one node 

CT: coverage of predicate T: TT = 1 - CT = E:=, TT, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
TT,~: nonconfinement zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA01 multiplicity I. I = 1. .... 3 

States 
1 : a11 4 nodes are operational zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2: a single node (the faulty node) did extract 
3: 2 nodes did exlract 
4: failure state: more than 2 nodes did extract 

Fig. 8. Model of the target system. 

modes applied, a very large proportion of experiments (Le., 

93%) were significant ones since the injected faults were 

actually activated as errors; this information was obtained 

by means of current sensors attached to each fault-injection 

device. 

The T predicate coverage can be estimated more con- 

servatively when the percentage associated with the second 
transition (E to T) is taken (pessimistically) to represent 
experiments that terminate with errors that have remained 

latent but could eventually lead to failure. 

An experimental graph such as this, together with the exper- 

imental values obtained, serve as the basis for the system-level 

dependability evaluation sketched out in the next subsection. 

B. Evaluation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Dependability Measures 

To relate the dependability evaluation to the experiments 

that were carried out, we consider a system made up of four 

nodes, as in the case of the target system used for the fault 

injection test sequence. Such an architecture may for example 

correspond to the case of a system requirement for triplex task 

execution with a fourth node as a back-up in order to tolerate 

two consecutive faults. 

Fig. 8 shows the Markov model that describes the behavior 

of this architecture. A proportion h of the total node failure rate 

is considered to be that of the host computer, the remaining 
(1 - h) that of the NAC. 

In the model, parameter CT accounts only for the asymp- 

totic coverage associated with the tolerance predicate T of 

the NAC’s (see Fig. 7); as a high coverage majority voting 

decision is applied to the results of task replicas running on 

computers is considered here as perfect. The rate at which 
task replicas exchange results for voting is considered to 

be much greater than the mean time to node failure ( l / A ) .  

Consequently, the host and the NAC fault-tolerance processes 

(activated respectively by the exchange of results for majority 

voting and execution of the underlying AMp protocol) are 

considered as instantaneous in comparison to the other model 

I the host computers, the coverage of the faults in the host 

I 
1 
I 

parameters. Therefore, this model contains no parameters 

analogous to the Q and v parameters of Fig. 5. 

The experiments that were carried out clearly revealed cases 

of nonconfinement of errors (i.e., some injected faults not 

only resulted in the fact that the faulty node did extract from 

the rest of the network, but also provoked the extraction of 

several nonfaulty nodes). The multiplicity of such multiple 

node extractions impacts the dependability behavior of the 

system; therefore, the model includes parameters to 

account for the undesired extraction of a nonfaulty nodes. 

The model assumes that it is possible to tolerate up to two 

simultaneous extractions. Although this assumption is valid for 

the redundant configuration considered here and it has been 

possible to obtain these figures in the case of our four-node 

testbed, this might not be true in practice for more complex 

configurations. This model can thus be considered as leading to 

an (optimistic) upper bound for dependability evaluation. It is 

also interesting to account for the (pessimistic) case when any 

multiple extraction results in total network failure. In practice, 

this can be achieved by simply transferring the rate associated 

with transition 1-3 to transition 1 4  on the model of Fig. 8. 

The equivalent failure rate of the system described by the 

model of Fig. 8, normalized with respect to the failure rate of 

a single node, is 

M 4 . (E772 + C,,3) . h _ -  r [ MTFFnetwork] -’ 
A MTFFnode 

x 
8 .E,,i - 

U + 
A 

2 +  - 

x 
3 + -  

P 

+ 

When considering the more restrictive assumption, then the 

equivalent failure rate becomes 

- - M  r [ MTFFnetwork] -’ 
A MTFFnode 

x 
P 

_ _  - _  
1 2 .  (1 - h .  C,) . h.C,. - 

x 
3 + -  

P 

M4.C,.h+ 

24 * (1 - - h . - C T ) ~ .  (t)2 
\ ’  ’ 

+ ( 3 +  t). ( 2 +  t) 
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Fig. 10. Dependability gain variations. 

For the analysis, we consider the results obtained dur- 

ing the experiments concerning two distinct versions of the 

NAC hardware architecture: a NAC with only limited self- 

checking capabilities (LSC NAC) and a NAC featuring en- 

hanced self-checking capabilities provided by a duplex ar- 

chitecture (ESC NAC). The fault injection experiments that 

were carried out-in particular on the LSC NAC (featuring a 

lower coverageFhad a significant impact in the debugging of 

the AMp software and several releases of the AMP software 

(denoted AMP zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAV&) were therefore tested. The table in 

Fig. 9 summarizes the experimental measures considered for 

the analysis. More details on the experimental results can be 

found in [37] and [38]. 
The results obtained for the ESC NAC-AMP V2.5 config- 

uration show a very appreciable improvement in the coverage. 

Out of the 4019 significant experiments that were carried out, 

only 18 faults were not tolerated; no nonconfinement of multi- 

plicity 2 was observed. To provide a more objective estimation 

for this configuration, we have therefore considered confidence 

intervals for the coverage estimations. The percentages in bold 

characters give the nominal estimates; the figures in italics 

correspond to the upper and lower confidence limits for a 95% 
confidence level. Confidence intervals are not considered for 

the other configurations as their impact would be negligible 

due to the relatively low coverage values. 

Fig. 10 compares the ranges of variations observed 

on the dependability gain measure for the configurations 

considered and for both optimistic and pessimistic assump- 

tions. 

The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAupper and lower bounds that define the areas shown 

for each configuration are obtained, respectively, from (19) 

and (20) when considering the nominal coverage percentages 
of Fig. 9; they can thus be considered as nominal bounds. Note 

that the areas associated with configurations LSC NAC-AMP 

V2 and LSC NAC-AMp V2.3 overlap. 

The confidence limits for the coverage of configuration ESC 

NAC-AMp V 2.5 enable confidence limits to be obtained for 

these bounds; these limits appear as dotted lines. Note that the 

lower limit of the upper bound and the upper limit of the 

lower bound almost coincide. 

The best nominal upper and lower bounds obtained for 

configuration ESC NAC-AMp V 2.5 indicate an MTFF im- 

provement factor of 2000 and 500, respectively. However, the 

limits shown for each bound indicate how the uncertainty in 

the estimation of the coverages may affect these dependability 

predictions. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAs could be expected, the influence is stronger 

for the upper bound; the lowerfupper limits are respectively 

800f4000 for the upper bound and 400f800 for the lower 

bound. This shows that, even in the most conservative case, the 

Delta-4 architecture still provides a substantial dependability 

improvement. 
Fig. 10 shows that the ESC NAC-AMp V2.5 combination 

provides almost one order of magnitude gain over the best 

results obtained for the LSC NAC architecture. This improve- 

ment can be attributed mainly to the improved self-checking 

mechanisms of the ESC NAC architecture rather than the 
change in AMP version since some partial tests using version 

2.5 of AMP software on the LSC NAC were carried out and it 

was observed that there was no significant modification with 

respect to those obtained for version 2.3. 
It should be pointed out that the curves shown here have 

been plotted for h = 90%, that is, the proportion of node 

failure rate associated to the host computer. Although it is clear 

from (19) and (20) that parameter h impacts the absolute value 

of the.gain, the sensitivity analysis with respect to h carried out 

in [36] has shown than for h 5 95% (which covers the most 

realistic values of the ratio of host and NAC failure rates), the 

relative impact of the software and hardware modifications of 
the architecture shown in Fig. 10 is not significantly changed. 

V. CONCLUSION 

The dependability evaluation of complex fault-tolerant sys- 

tems requires a combination of both experimental and analyt- 

ical methods. This issue has been addressed by proposing a 
framework that establishes the link between the experimental 

evaluation of the coverage of the fault tolerance process and 

the fault occurrence process. 

By investigating the relationship between the time distribu- 

tions of the fault occurrence and coverage processes, we were 

able to show how it is possible to identify the relative domains 

where the time distribution has an impact on dependability 

measures. 

The examples given clearly illustrate how the main in- 

teractions between model-based evaluation and experimental 

evaluation-namely, model characterization and coverage pa- 

l 
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rameter calibration-fit within this framework and can be 

applied in practice. 

The insights gained from the combined fault injection 

and dependability analysis carried out were regarded by the 

industrial partners of the Delta-4 project as providing very 

vahable aids in improving the designs and in making architec- 

tural decisions concerning the fault tolerance algorithms and 

mechanisms. 
However, much work remains to be carried out towards the 

incorporation of fault injection at the various stages of the 
development and validation process of fault-tolerant systems. 

The results reported in this paper constitute only one facet 

of the work we are carrying out towards this goal. Other 

investigations include: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
# the use of fault simulation as a complement to physical 

fault injection on a fault-tolerant system prototype, 

the identification of specific input patterns aimed at distin- 

guishing the various errodfault processing actions of the 

fault-tolerance algorithms and mechanisms so that they 

can be adequately and efficiently verified, 

the clustering of the experimental results in order to 

refine the computation of the coverage estimators by 

accounting for significant differences in the operational 

fault occurrence rates associated with these clusters. 
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