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Abstract:
The subject of this thesis is the development of concepts and techniques to be used in the testing of cellular logic arrays. In particular, the subject is to develop techniques to locate, detect, and isolate failures in cellular logic arrays.

The primary purpose of the thesis is to develop the most general fault location theory for two-dimensional cellular arrays consisting of two-input, one-output cells. The theory presented utilizes a physical basis to assume a maximum set of allowable errors and thus realistically accounts for the appearance of cell failures.

The content of the thesis is summarized as follows: First, a physical basis for the assumption of the maximum error set is given.

The assumption of the maximum error set assures that the most general solution will be obtained. Second, the problem of testing a two-dimensional cellular array is expressed in terms of testing a Maitra cascade. Third, a necessary and sufficient condition for the location of a single error in a Maitra cascade is given and proven. Also, a least upper bound on the number of tests needed to test the array is derived. Fourth, an algorithm is given, based on the necessary and sufficient condition, for error location, which allows testing of arrays for either location or detection of errors. Fifth, error detection and error location methods are given for certain very important proper subsets of the maximum error subset. Sixth, examples are given that 1) illustrate the various error location and. detection methods that were proposed, and 2) illustrate that location of some multiple errors is possible utilizing single error location theories.
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- The subject of this thesis is the development of concepts and techniques to be used in the testing of cellular logic axrays. In particular, the subject is to develop techniques to locate, detect, and isolate failures in cellular logic arrays.

The primary purpose of the thesis is to develop the most general fault location theory for two-dimensional cellular arrays consisting of two-input, onewoutput cells. The theory presented utilizes a physical basis to assume a maximum set of allowable errors and thus realistically accounts for the appearance of cell failures.

The content of the thesis is summarized as follows: First, a physical basis for the assumption of the maximum error set is given. The assumption of the maximum exror set assures that the most general solution will be obtained. Second, the problem of testing a twodimensional cellular arcou is expressed in terms of testing a Maitra cascade. Third, a necessary and sufficient condition for the location of a single error in a Maitra, cascade is given and proven. Also, a least upper bound on the number of tests needed to test the array is derived. Fourth, an algorithrn is given, based on the necessary and sufficient condition, for error location, which allows testing of arrays for either location or detection of errors. Fifth, error detection and error location methods are given for certain very important proper subsets of the maximum error subset. Sixth, examples are given that l) illustrate the various error location and detection methods that were proposed, and 2). inlustrate that location of some multiple errors is possible utilizing single error location theories.

## Chapter 1

INTRODUCTION TO THE TESTING OF INTEGRATED
CETIULAR LOGJC ARRAYS
1.1 Introduction

Testing of complex integrated cellular logic circuits fabricated using LSI techniques has become a source of concern to users and manufacturers. Since no economically feasible solution to testing problems is visible for the complex arrays contemplated for the near future, manufacturers have acknowledged the seriousness of this problem. Currently some observers believe that LSI cannot be tested because general. procedures for testing and diagnosing digital circuits are applicable to rather small networks of approximately 30 gates, while cellular arrays are contemplated as containing hundreds or thousands of gates on one chip. However, if arrays are constrained to be in a cellular form, then testing problems can be simplified and test schedules can be produced which utilize the interconnection structure of cellular arrays.

In some cases, the iterative interconnection structure of cellu-. lar arrays enables derivation of test schedules which also exhibit an iterative nature, thus reducing the complexity of the testing problem in comparison to testing problems encountered in testing a non-iterative structure containing an equal number of gates. It will be shown that the structure of single-rail cascades con be utilized to great advantage in derivation of test algorithms for Maitra and general function cas.cades $\{10\}$ and that this testing can be accomplished from the edge of the cascade. These results are extendable to a large class of arrays. However, Kautz \{8, 9$\}$ has shown that there exist cellular arrays which cannot be tested from their edge terminals.

### 1.2 Problem Definition

The iterative interconnection structure of cellular arrays allows decomposition of testing problems for LSI cellular arrays into several sub-problems. One sub-problem is testing of single-rail cascades such as show in Figure 1.1. These cascades can be utilized in the production of more complex cellular arrays and technjques can be derived such that if a single-rail cascade can be tested then certain complex arrays can be tested. Examination of problems encountered during solution of the problem of testing single-rail cascsces utilizing only input and output terminals of cascades produces methods that can be utilized to test more complex arrays. Specifically, solution of problems involved in testing single-rail cascades lends insight to methods useful in testing cellular arrays from their edge terminals by computers utilizing only an average of 2 or 3 tests per cell contained in the array.

Figure J. 2 indjcates the manner of construction of an important class of cellular arrays. An example of on important class of arrays that has this interconnection structure is a cutpoint array \{ 12$\}$; however, cutpoint arrays do not have a buss running lengthwise through each vertical cascade. This acray consists of collector rows and vertical cascades. There is a buss munning the length of each vertical cascade and all busses extend across all collector rows, while busses distribute every variable to every vertical cascade. This construction reduces testing this array to testing a single-rail cascade since each collector row can be tested as a cascade and each vertical cascade can


Figure 1.1. Interconnection Structure of Cascades.


Figure 1. 2. Construction of a Testable Cellular Array.
be likewise tested. One problem in this approach is that the vertical busses must be guaranteed to be error-free or alternatively the ability to place both a, 0 and a 1 on the input into the busses that extend across the collector rows must be guaranteed. Ov'tput values of vertical cascades are measured at the bottom of the array; whereas, collector row output values are measured on the right-hand side of the array.

## 1. 3 Practical Considerations

Testing LSI circuits is a potentially difficult task; however, circuits of today are tested and they presented complex problems a few years ago. A consideration of testing problems currently solved leads to a conclusion that possibly many problems inherent in testing of LSI arrays have been solved while reaching for solutions to test problems caused by printed circuit boards and today's integrated circuits. Today's complex printed circuit boards may become tomorrow's elementary LSI chips. Consideration of testing problens produced by LSI chips may help develop test algorithms that could be used to test today's complex printed circuit boards. However, complex cellular arrays in practice will be harder to test than printed circuit boards. Consider that not only must exact exror locations be indicated, but a decision must be made based on the number of errors and their locations as to what can be done with imperfect arrays. Are imperfect arrays discarded or can they be salvaged in some manner? Minnick \{11\} and Spandorfer \{16\} have suggested that at predetermined intervals in arrays such as in Figure 1.2,
extra vertical cascades and collector rows be installed. If a vertical cascade or collector row has an error, then the extra cascade or row could be used to produce the correct function.

Before any test procedures can be established an error or circuit failure criterion must be established which allows definition of possible error types that may appear in LSI construction. In Chapter 3, a logical method of deciding on an allowable set of ersors for certain types of cellular arrays will be presented.

Placing an accessible test pad on on interconnection between cells reduces the effective area usable for the cells. For this reason attempta should be made to accomplish all testing and location of faulty cells from the terminals of the array without any test pads being included in the array. Actual testing of arrays is to be accomplished utilieing a computer. A test schedule could verify the complete truth table, transfer function, or state table for any given device; however, this procedure would require too much computer time and a.d. greatly to the expense of the array. Instead of a complete verification procedure, another solution could be to test certain input conditions on a probabalistic or expected utilization basis; however, this method is still very unsatis. factory. A feasible approach is to decide on a dominant failure mode from which a set of allowable errons can be derived for each cell type used in arrays under consideration. With this knowledge, manufacturexs could construct arrays utilizing certain interconection structures and design cells with redundant properties causing an increase in the proba-
bility that if a failuxe occurs which was one of the dominant failure types, then the cell error that occurs is a cell error which is contained in the set of allowable errors.

### 1.4 Testing

Redundant design, failure modes, allowable exrors and required confidence level contribute to determination of the number of tests required, but the array's structure can determine the number of tests almost independently of these factors. To test arrays of the type shown in Figure l. 2, the most complex array to be tested is a single-rail cascade. Admittedly, it would be desirable to test all collector rows (vertical cascades) simultaneously; however, in order to accomplish this restrictions on the array structure must be made that restrict the class of testable arrays until the procedure becomes practically useless.

In Figure I.l, cell $n$ is tested first, then cell $n-1$, etc. If: on error appears in cell $n-j$, its propagation may be stopped by one of cells $n-1, n-2, \ldots, n-j-1$, thereby enabling cell $n$ to be tested. Once cell $n$ is tested, it may be set such that it transmits the output of cell n-1. to the output terminal of the cascade. In this manner (under certain excor assumptions) the cells may be tested in the following order until error location results: $n, n-1, \ldots$, I. It is shown in Chapter 3 that the maximum number of tests needed to locate errors under certain assumptions is a linear function of $n$, namely $2(n+1)$, where $n \cdot i s$ the number of cells comprising the single-rail cascade. Hence, assuming that all
vertical cascades are tested implies the number of tests does not exceed $p(2(n+1))+2(p+1)$ (where $p$ equals number of vertical cascades and $n$ equals number of cells per vertical cascade) to test an array with one collector row. If there are $m$ collector rows, i.e., array produces m function of $n+1$ variables, then verifying complete truth tables of m functions of $n+1$ variables would require not more than $p(2(n+1))+$ $m(2(p+1))$ tests. A considerable savings in the number of tests is noted due to construction and structural interconnections of the array of Figure 1.2 if $n$ is large. It is noted that the number of tests was proportional to the number of input pins.

## 1. 5 Generation of Tests and Test Equioment

Test schedules are constructed to verify whether each cell is producing its specified function. This method of testing was chosen in prew ference to verifying an array's truth table because in general the number of tests needed is less than $m\left(2^{n^{+}}\right.$) , where $m$ functions of $n+1$ variables are produced. Under certain assumptions choosing test schedules capable of accomplishing the task of locating every error in arrays such as shown in Figure 1.2 is plausible (see Chapter 3) and these test schedules can be programed for testing utilizing digital computers. Iterative structures of celluler arrays simplifies problens connected with detection of faults. Certain forms of exhaustive test schedules are practical and can be implemented on computers for a small number of trariables. $\quad$.

Since test schedules can be programed in the case of single-rail cascades, computers will be able to test many types of arrays with very minor software input changes. In particular, for the single-rail cas. cade under the assumptions of Chapter 3, a general fault location program can be written. In order to test a cascade, the only needed input information would be the cell types and their location in the cascade. With this information the general program is able to test all cascades of one type. When the type of cascade changes this information can be given the computer as input data and all cascades of the new type can then be tested. Due to the structural interconnection of arrays shown in Figure 1.2 , no reprograming of the test computer is needed when a new type of array appears. Structure of the test computers is determined by structural complexity of arrays.

Computex testing of arrays could be very costly if a large number of tests are required. If the number of required tests is large enovgh, it is conceivable that computer time could be the largest cost factor in production of cellular arrays. A procedure of exhaustive testing such as verifying complete truth tables of every fuaction in an array will be very costly if the number of variables is large; horvever, a high level of confidence can be placed on arrays so tested. Alternately, if required tests were few in number, then computer time could be kept froin beconing such a dominant cost factor. Use of computer testing could allow test time to be less than handling time and thereby reduce prices.

Conceptually, the actual test system contains several testers, one of which is an initial tester to determine if an array has an error. If it does have an exror, then it is tested by a computer specifically designed for exror location; otherwise it is prepared for shipnent. Once the computer has found all errors, the array is placed in a computer which attempts to correct and reroute the logic. If the array is correctable it is corrected and prepared for shipment. All other arrays are checked by a fourth computer which determines if the array is salvagable or not. An array will be salvagable if it can be used to produce non-trivial functions. If there is a large enough number of exrors in an array and these errors have considerable effect on performance, then it might be advisable to consider using the array to produce functions other than those originally specified for the array.
1.6 Conclusions

Although prior work on actually testing cellular arrays is restricted to very few papers, noticeable progress has been made on the theoretical aspect of fault detection and location in cellular arrays. It is seen that test schedules for cellular arrays can test complete arrays with a number of tests proportional to the number of input terminals to the array. Detailed consideration of the structure of arrays can yield significant concepts enabling derivation of very short test schedules for cellular arrays. Utilizing computens and testing from the array's pins seens to be a solution to the testing problems of cellular arrays worth considerable detailed study.

## Chapter 2

SURVEY OE PUBLISHED WORK IN THE FTELD OF
FAULT DETECTION

### 2.1 Introduction

As the title suggests, the purpose of this chapter is to survey work done in the field of fault detection. However, it is to be noted that the work to be reported differs from previous work in that previous investigators were interested in fault detection and not in fault location.

The relation of the previous problems studied to the problem consjdered here is that one must ascertain that a failure exists in order to locate it. Most previous investigations have only considered determining whether a circuit contains a favit and not where the fault is located. Most of the work surveyed allows only two exror types; i.e., s-a-1 (stuck at I) and s-a-0 (stuck at 0); whereas, this work ailows more than two error types.

### 2.2 General Strategy

The general strategy employed in most of the papers studied is to assume a certain set of allowable failures and to allow only one element to fail. The system in question is then analyzed utilizing a fault table. A test is said to detect a fault if and only if the output of the system differs from the correct theoretical output of the system.

A test is any combinational input. Analysis of the circuit allows the fault table to be constructed as follows: Rows of the table will correspond to a possible test whereas colums of the table will correspond to a possible foult. A table with every possible fault and test is
constructed such that $a(0)$ at the intersection of a row and column corresponds to detection (foilure to detect the given fault by the corresponding test) of the given fault by the corresponding test. After the table is constructed a minimal set of rows is selected such that this set of rows hos 2 . 1 in every column. One notes that this set of tests generally gives some indication of where the erxor is located and in some cases could lead to error location.

### 2.3 Some Diagnostic Techniques

### 2.3.1 Boolean Graphs

Galey et al, \{5\} consider the Boolean graph method. In general, a Boolean graph is a set of nodes together with several input and output lines. Each input line corresponds to a variable whereas each output line corresponds to a function. These building blocks are connected together to forra a system with no feedback. The functions in the system have defined for them on and off arrays, a procedure is established which allows one to construct the in jective word of the graph, and derive a set of tests for the graph.

Galey et al. consider the problems of finding whether a cirm cuit had an element $\mathrm{s}-\mathrm{a}-\mathrm{O}$ or $\mathrm{s}-\mathrm{a-l}$ and then of isolating this ele.. ment if possible. (Isolation to a single element is fault location; however, there exist circuits in which location is impossible in certain cases. For example, if any gate in Figure 2.1 is s-a.-1; then the error cannot be located.)

In general, the procedure is to express the set of all possible tests for any element in terms of the primary inputs of the circuit. This is accomplished by means of starting at the output of the circuit and working back to the inputs of the circuit. The totality of inputs that are capable of distinguishing between a good and bad machine are then calculated. Some of the tests may also give fault isolation or location depending on the circuit undex consideration.


Figure 2.1. Circuit in Which a Gate s--a-I Cannot Be Located.

The following is an outline of the general strategy of Galey et al.:

A Boolean graph is a set of nodes along with input lines and output lines. Each input (output) line has an argument (Boolean function) attached. The output lines of some nodes could be the input lines of other nodes:

First the injective word, on, and off arxays of the graph are constructed. The on array for a node is the values for which the function is 1 ; i.e., I ARD 2 hos the on array 11 and off arrays $O X$ and $X O$, where $X$ stands for a don't care condition: The injective word is just a list of the injection operators; i.e., a list of the functions in the graph (read frora right to left) where the rightrost (leftmost) entry is the function of the node nearest the output (inputs). Figure 2.2 is an example of the construction of the on and off arrays from a Boolean graph and its injective word taken from $\{5\}$.



Next, the set of tests that dis~ tinguish a machine that j.s good from a machine in which the $i=$ th branch is $s-a-1$ is computed. (A similar procedure holds for $s-a-0$ in the $i^{\text {th }}$ branch.) Consider the $i-$ th node as an input and ignoxe the subgraph feeding it. This forms a new graph with a new injective word. Compute the on and ofi arrays for this new graph deleting all on (off) arrays with a don't care condition in position i. For every cube in the on axray with a $I^{-}$in position i, change the 1 to $a$ and intersect this cube with all cubes in the off array. This set (denoted $P(0,1)$ ) represents the totality of inputs for which the good machine gives a o output and a bad machine (node i s-a-1) gives a I output. This set must now be translated into a primary input representation. To do this, one considers the subgraph feeding node $i$ and finds the set of all inputs that produce a 0 at node i.

Galey et al. then give the "Algorithm for Computing Totality of All Tests." This algoxithm may be simply explained as follows:

A matrix is constructed in which a column is labeled for each possible s-a-l failure and a row is labeled for each test. A l is placed in row i column $\mathfrak{j}$ if and only if failure $j$ is detected by test i. Tho matrices are constructed in this manner; i.e., one for swa-1 faults and one for s-a-O faults. The remaining problem is to select a minimal test set which covers both matrices.

An exanple problem, which consists of testing an eight-bit.parity-check circuit for s-a-1 and s-a-O failures, is worked \{5\} by Galey et al. The s-aml and s-amo matrices each had foux rows and 102 columns. Four tests were needed to detect any failure in the circuit.

This algorithm could be applied to cellular cascades with only two faults allowed; however, since the Coxollary to Wheorem 4.1 of Chapter 4 of this thesis shows that at most tro tests are needed to detect a cascade which has faults $f_{0}(s-a-0)$, $f_{15}(s-a-1)$, and $f_{15-p}$ (where $f_{0}$ is the cell function) the
application of the above algorithrn would not seem logical considering its complexity.

### 2.3.2 Armstrong's Method

Armstrong \{ 1$\}$ 'describes a procedure for detection of s-a-l and s-a-0 faults in gate networks with the following gate functions: AND, OR, NAND, NOR, and NOM. Amstrong's nethod if best suited for large circuits in which the fault table methods are unwieldy due to the sjae of the fault table.

Armstrong calculates the equivalent nomal form for the circuit. Since the equivalent nornal form is a sum of products form, the circuit now corresponds to a hypothetical circuit of AND gates feeding an OR gate. Utilizing the concept of path sensitizing, an algorithm is described which will allow one to obtain a set of tests which detects faults in the equivalent normal form. It is shown that this set also detects all faults in the original circuit,

The following is an outline of Armstrong's method:
The equivalent nomal form (enf) of the circuit is derived. This is done utilizing two criteria: (1) The identity of every path from the ingut to the output is maintained, and. (2) no: redundant terms are discarded. In the enf
if input $X$ goes through gates $1,6,12,19$, 20, and 21 in one path from input to output, a term will appear in the enf with $X_{1,6,12,19,20,21}$ as a literal involved.

Next, two tables are formed: one for the enf and one for the complement of the enc. These two tables are used to dem rive s-a-1 and s-a-0 tests. One notes that a s-a-O(1) test for a literal in the enf is a s-a-l(0) test for the corresponding literal in the complement of the enf. Armstrong's method selects s-a-l tests for both the enf and its complement. Both tables are constructed as follows: Row 1 gives the enf, row 2 gives the score from the s-a,-1 scoring function, row 3 gives the order of all literal oppearences based on the highest (second highest) score being number $l(2)$, and the remaining rows contain the binary values assigned the literals by the s-a.-1 tests that are generated.

To generate the s.a-l tests: (1) The literal appearance with the highest
score is selected (from either table) and assigned the value 0 . (2) All other literal.s in the same term of the enf with the preceding Jiteral are assi.gned the value 1. (3) Evexy other appearance of these literals are assigned the appropriate value of 0 or 1. (4) One now checks to see if any values must be "forced" to stop the test from failing. (A test fails if the previous assignment causes another term to have all l's assigned to its variables).
(5) Once all literals have been assigned the test is complete. (6) All literals tested by a test are labeled. (7) The highest scoring literal (that is not labeled) is selected and a second test is constructed. (8) This process continues until all literals are tested.

The scoring function is given for reference. It is derived on the basis of the following two properties: A terra has the fewest number of literals (property A) and a literal in that term that has the largest number of complimented forms
appearing in other terms (property B).
This scoxing function seems to give about the appropriate weights to properties $A$ and $B$ to enable derivation of near minimal test schedules with much less effort than needed by the foult table method.

$$
\left(S_{c_{I}}\right)_{k}=\left(1 \cdots \frac{V_{j}}{V}\right)+\frac{\lambda_{k}}{L}
$$

where
$\left(S_{C_{1}}\right)_{k}=$ the $s-2-1$ score for the $k$ th
literal of the enf,
$V_{j}=$ the number of variables in the
$j$ th term of the enf, where the
$k^{\text {th }}$ literal is in the $j \frac{\text { th }}{-}$ term,
$\mathrm{V}=$ total number of literal appeax-
ance in the enf,
$\lambda_{k=} A_{i}^{\prime}$, if the $k$ th literal is unprimed
$A_{i}$, if the $k^{\text {th }}$ litieral is prined
$A_{j}=$ number of unprimed appearances
of the $i$ th variable in the enf, and $A_{i}^{\prime}=$ number of primed appearances of the $i$ th variable in the enf. One notes that if literal $k$ is being considered $A_{i}\left(A_{i}^{\prime}\right)$ for literal $i=k$ is used. The scorjng function would probably be clearer j.f $A_{k}$ were used in its statement instead of $A_{i}$.

Armstrong works an example and compares it to the same example worked utilizing fault table methods. The minimal. test set has six tests; whereas, Amstrong's method calculates eight tests.

This algorithm could be applied to cascades with cell. functions of AND, OR, NAMD, NOR, and INOT; however, utilizing the Corollary to Theorem 4.1 of Chapter 4 of this thesis one could produce the minimal test schedule with much less effort.

### 2.3.3 Redundant Circuits

Friedman \{4\} considers fault detection in redundant circuits of the same type as those considered by Armstrong. Several examples are presented which illustrate the problems encountered in redundant circuits; however, no algorithm for testing redundant circuits is given. Friedman does state that "With redundancy present, it is necessary to verify that every
test remains valid if preceded by any sequence of undetectable faults," where "test" means a detection test derived by single-. fault analysis techniques.

### 2.3.4 Kautz's Method

Kautz \{7\} considers the general problem of fault testing. He presents several solutions to the problem of fault testing. Fixed test schedule procedures and serial test procedures are both considered.

For the fixed test schedule problem, a specific set of errors is not assumed; instead, it is assumed that the network can produce certain erroneous functions. Since no errors have been specified, Kautz should assume that any of the $2^{2^{n}}$ functions of $n$ veriables could be produced, but with this assumption the test schedule would have $2^{n}$ tests. Kautz does not say what the total number of functions are, but that they can be reduced to m distinguishable exroneous functions, A.farlt. ma, trix $F$ consisting of the correct function in column $I$ and the $m$ possible erroneous functions in columns $2,3, \ldots, m t l$ is constructed. Next, as many rows as possible are deleted from the fault matrix subject to the condition that every column is oistinguishablé. This gives a minimal test schedule for detecting all the erroneous functions.

Kautz shows how serial testing may be generalized from fault testing with fixed test schedule procedures. Actually, the tests are always applied serially, but these are derived serially. The algorithm is as follows: Given the fault matrix F (described in the preceding paragraph), delete the row $p$ where the number of $(0,1)$ pairs are maximum; split $F$ into $F_{0}$ and $F_{1}$, where $F_{0}\left(F_{1}\right)$ is the set of columns having $O^{\prime} s\left(I^{\prime} s\right)$ in row p; repeat the algorithm utilizing the previous results,

In order to effectively utilize Kautz's method to test cellular arrays, one would have to translate the maximum error set into a maximum set of possible erroneous functions; however, this would be an exceedingly aifficult task. Since Theorems 3.1 and 3.2 give the minimal test schedule for any cellular array considered in this thesis, it would not seem logical to utilize Keutz's method to test for faults in these cellular arrays.

### 2.3.5 An Adaptive Solution

Cohn and ott \{3\} explain an adaptive approach to fault detection. The problem they solve is design of minimum-ex-pected-cost testing procedures for both detection and isolation of single failures. In certain special cases the problem is related to the design of a minimum redundancy binary code for a source whose messages are statistically independent (Huffman $\{6\}$ ) and to the problem of deciding which test to
omit and the sequence in which the remaining tests are per-. formed in a tree structure with one limb where the number of nodes is less than the number of elements in the system. The problem formulation is given here because it is a very interesting way in which to consider fault testing. The system is to consist of parts which may be single elements or modules. The elements are defined so that each element has associated with it a probability of failure with the probability of mul.tiple fajlures assumed to be negligible, while each test has associated with it the cost to perform the tests. The problem is to find a minimum cost test schedule. This is a very complex approach to fault detection and location; however, it would seem to be the most unique sexial type test concept available at present. The algorithm is very good if one is interested in test procedures in which there are probabilistic failure assumptions. The algorithm procedes as follows:

The condition no fault is replaced by an element $S_{0}$ with all $O^{\prime} s$ in every test vector in the 0 th component. The elenents are arranged in rows with all components in a row having the same number of elements in each set. For example:

The evaluation $E_{D}$ of a subset $D$ iss $\min \left(p_{D} C_{A, B}+E_{A}+E_{B}\right)$ where $D=A U B, A A B=\phi, P_{D}$ is the sum of probabilities of elements in $D$, and $C_{A, B}$ is the cost of the least expensive test partitioning $D$ into non-trivial subsets A and B. The subsets in the lowest row have $\mathbb{B}_{D}=0$ since they represent single elements and thus have no ambiguity. From the fact that for every element in the lowest row $E_{D}=0$ and the expression $E_{D}$, the array can be evaluated and a test schedule found.

### 2.3.6 Programned Algorithms

Roth et al. \{15\} have programed two algorithms for fault detection in combinational logic circuits. Roth \{5,13-15\} has written several papers on fault detection in combinational. logic circuits. The two ajgorithms programmed in \{15\} are based on the other papers Roth published on foult detection problems.

The first algorithm is DALG-II. DALG-II is a test generation procedure which guarentees finding a test for a fail... ure (s-a-l and s-a-0 are the allowable failures) if such a test-exists. The second algorithm is called IEST-DETECT. TEST-DETECT is an algorithm to ascertain all failures detected by a given test. TEST-DETMCT and DALG-TI are used in conjunction with each other to produce test schedules for combinational logic circuits; however, strategies for their use to.. gether need to be worked out so that a small number of tests can be quickly generated which detect all failures in the circuit and after all foults have been detected, a larger set of tests can be generated which isolate the error to within the smallest replaceable module. Roth et al. discuss three such strategies.

The algoxithms are given in the form of APJ, (A Programming Language, Iverson's notation) programs. DAJG-II has thirteen subroutines whereas TEST-DETECT has one subroutine, Since the detection problem for three errors ( $\mathrm{s}-\mathrm{a}-\mathrm{O}, \mathrm{s}-\mathrm{a-l}$, complementation) is solved in a minimal manner by Corollexy 1 to Theorem 4.1 of this thesis, Roth's algorithms are not reproduced.

### 2.4 Testing of Cellular Arrays

Kautz \{8,9\} and You and Orsic \{17\} have considered testing cellular arrays. Kautz looks at general arrays whereas Yau and Orsic look at cutpoint cellular axrays. The results of Kautz tend to be necessary and sufficient conditions for an array to be testable. These results are of a very general nature and no algorithm is given to determine the test schedules which have been show to exist.

Yau and Orsic consider cutpoint arrays; however, in testing cutpoint arrays there are problems because s-a-0 (s-a-1) appear to look like cell functions $O$ (1) which are allowed in cutpoint arrays. The purpose of Yau and Orsic is to locate faulty columns and collector rows, Their approach is to construct two fault matrices somewhat analogous to fault tables previously discussed.

The algorithm of Yau and Orsic is not given in this thesis for the following two reasons: (1) Since the purpose of Yau and Orsic is to locate faulty rows and colums with two allowable faults ( $s-a-1$ and $s-a, 0$ ), an application of Corollary 1 to Theorem 4.1 of this thesis gives locetion of the faulty rows and columns in $2(\mathrm{~m}+\mathrm{V})$ tests; however, Yau and Orsic's algorithm needs $2 m(n+\mathbb{N}+1)$ tests (where $m, n$, and iv are the number of columns, input variables, and rows of the array). (2) $\mathrm{Two}(\mathrm{n}+\mathrm{N}) \mathrm{m} \mathrm{m}$ matrices are utilized in the algorithm and the constmetion of these two matrices is just one out of eight steps in the algorithm.

### 2.5 Digital Simulation of Pailures in Digital Systems

This section is concerned with a paper by Chang \{2\}. In his paper Chang gives a method for simulating shorted input diode failures other than the $s-a-0$ and $s-a-1$ faults. The method is extendable to simulate all modes of failure that are describable by truth tables and Boolean algebra.

The importance of Chang's work is that while experience has shown that s-a-l and s-a-0 are common faults, there are many types of failure modes that may occur in integrated circuits that did not occur in current discrete logic circuit technology. Also, in gate networks it is possible for shorted diode failures to occur and for that reason the problem of fault detection and location should not be restricted to consideration of only s-a-0 and s-a-l failure models.

The method Chang utilizes is to change the theoretical truth table. For example, if the function $f_{14}(X, Y)$ can have as a possible error a condition described by shorting diode $Y$ to 0 , then this exror can be deacribed by the truth table function $f_{12}(x, y)$.

The iraplication of Chang's work $\{2\}$ is that as testing procedures becone more sophisticated, more faults will be added to the allowable error sets; however, this trend will have no effect on this thesis since it utilizes the maximum possible error set.
2.6 Conclusion

The usual problem considered in the field of fault detection and location is the detection in an arbitrary digital network of two failure modes, i.e., s-a-0 and s-a-l. A fault table is a common solution to the problem; however, there exist other methods of solving the problem.

That most researchers concern themselves with detection of faults and allow only two failure modes to exist points out the complexities of the problems involved in this field. Location of a fault after it has been detected is in most cases an impossible problem; however, some results can be used to isolate the failure to a certain part of the system. It is interesting to note that work has been done on simulating faults other than s-a-0 and s-a-1 \{2\}.

In the future, more work should be done in systems in which more then two possible errors are allowed to exist, since these systems can be simulated if only by hand calculation. It is the purpose of the following sections of this thesis to attempt a solution of the problem of fault location in cellular arrays with an expanded error set and develop an algorithm that will allow one to test cellular arrays of certain interconnection structures.

Chapter 3

FAULT LOCATION IN CASCADES

### 3.1 Introduction

This section is a review of Chapters 1 and 2. Production of practical, reliable, and economical batch-fabricated circuits is an important trend in the field of digital circuits. However, use of these complex integrated circuit modules increases the chance that some of the components in the circuit will be faulty. Construction of these circuits in the form of a cellular array has the following advantages: uniform interconnection structure makes the circuits easy to manufacture, reduces the number of pins, and increases reliability. Since there are no test pads in the array, all testing must be accomplished using only the input and output terminals; therefore, fault location is a very important problem jf cellular arrays are to be utilized in practical circuits.

The current trends in fault detection in arbitrary digital circuits are due to Armstrong \{I\} and Roth \{5,13-15\} . Both Roth and Armstrong allow only two types of errors; i.e., s-a-1 (stuck at one) or s-a-0 (stuck at zero). Keutz \{8,9\} has studied fault detection in many different types of cellular arrays.

This research studied a specific cellular array called the cascade. In 1962, Maitra $\{10\}$ studied a very fundamental cellular array which may be described as a single-rail cascade. Cells in this array are connected as shown in Figure l.l. Each cell in the cascades under consideration produces a function selected from the following 12 func-
tions: $Y^{*} ; X^{*}+Y^{*}, X^{*} Y^{*}$ or $X^{*}$ (1) $Y$. (See Definition 3.6, page 40.) One notes that current work is based on fault detection on a very limited set of allowable errors whereas this research is concerned with fault location on an allowable set of errors which will contain more than two failure types.

In general, the relationship between current work and this re- < search is that the fault must be detected before it can be located. For arbitrary digital circuits it is hard to decide on an allowable set of exrors; however, in cascades there exists a natural manner in which to determine the set of allowed faults.

### 3.2 Assumptions

The physical structure of the cells of the cascade furnishes a basis to obtain a maximum allowable set of errors. Since every cell has two input leads it is logical to assume that if a cell fails, it produces one of the remaining 15 functions of two variables; therefore, it is assumed that every cell has 15 possible modes of failure. In accordance with assumptions implicit in previous work done in fault detection, it is assumed that the interconnections between cells do not fail, that the failure is time independent, i.e., if cell $m$ is in error at time $t_{1}$ then cell $m$ is still in error at time $t_{2}>t_{1}$, the error in cell $m$ has not changed, and that the input and output leads of the systern do not fail.

It is assumed that every cell is a two-input, one-output cell and cascades are constmucted as indicated in Figure I.l, if a cascade has a
faulty cell, then only one cell may produce an erroneous function and whether a cascade is redundant or irredundant, the variables are numbered as shown in Figure 1.1.

### 3.3 Objectives

The objective of the research is to obtain and prove a necessary and sufficient condition (Theorem 3.1) for single failure location in cascades. A least upper bound on the number of tests needed to verify whether a.cascade has a failure will be obtained (Theorem 3.2). The proof of Theoren 3.1 will be constructive and an algorithm will be obtained from this proof which will allow location of a fault in a cascade subject to the assumptions of Theorem 3.1.

### 3.4 General Concepts

As explained in Section 1.4, the cells will be tested in order $n$, $n-1, \ldots, 2,1$ as indicated on Figure 1.1. Utilizing this testing procedure, the cascade may be thought of in the following manner: a tested section (cells $n, n-1, \ldots, i+1$ ), a cell being tested (cell i), and an untested section (cells i-I, ..., I). A set. of constants $C_{n}, C_{n-1}$, $\ldots, C_{i+1}$ may be chosen and applied to the cascade shown in Figure 1.1 (where $C_{j}$ is applied to input $X_{j}$ ) such that the output of the cascade will be equal to the output of cell. i (or its complement). In order to test cell $i, Y_{i-1}$ (where $Y_{i-1}$ is defined to be the value on the interconnection between cells $i$ and $i-1$ ) must be determined. Cell 1 is a
special case because the tester has access to both $X_{0}=Y_{0}$ and $X_{1}$ and therefore there is no uncertainty in testing cell. 1.

In order to completely test cell i, the two-variable truth table for cell i must be verified. Since $X_{i}$ is accessible, both a 0 and a 1 may be placed on the input lead $X_{i}$; however, no direct access to $Y_{i-1}$ is available.

By careful testing procedures $Y_{i-I}$ can be consistently produced and determined (under appropriate assumptions). If $\mathrm{C}_{\mathrm{O}}, \mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{i}-\mathrm{I}}$ are applied to the inputs $X_{0}, X_{1}, \ldots, X_{i-1}$ in the untested portion of the cascade and if they theoretically set $Y_{i-1}$ to a particular value, $C$, then the actual $Y_{i-1}$ is either correct or not correct; however, if $Y_{i-1}=C$ is needed for another test in the test schedule, then $C_{0}, C_{1}$, $\ldots, C_{i-1}$ will be used (since the error has been assumed to be time independent, it is noted that if $C_{0}, C_{1}, \ldots, C_{i-1}$ produce $Y_{i-1}=F$ at time $t_{1}$, then $C_{0}, C_{1}, \ldots, C_{i-1}$ produce $Y_{i-1}=F$ at any time $t_{2} \geqslant t_{1}$ ) for this test. Although $Y_{i-1}$ may not equal $C$, at least it has the same value as it had previously.

Assume that the same constants $C_{0}, C_{1}, \ldots, C_{i-1}\left(D_{0}, D_{1}, \ldots\right.$, $D_{i-1}$ ) are used to produce every $Y_{i-I}=O(I)$, then there will be only four possible receivable $Y_{i-1}$ sequences, as shown in Figure 3.1.

| $X_{i}$ | $Y_{i-1}$ | Desired $Y_{i-1}$ | Possible $Y_{i-1}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 01 |
| 1 | 0 | 1 | 1 |

Figure 3.1. Determination of $Y_{i-I}$.

One notes from Figure 3.1. that there are only four possible $Y_{i-1}$ sequences that can be received. These are: $0,1,0,1 ; 1,0,1,0$; $0,0,0,0 ; 1,1,1,1$. These four sequences come about because the $Y_{i-1}=O(1)$ setting is either right or wrong, but if one $O$ ( 1 ) is wrong, then so is the other $O$ (1) because the same set of constants was used to produce both $0^{\prime} s$ ( $l^{\prime} s$ ) and the system is time independent. Once the test schene is understood, the problem reduces to somehow being able to account for the three possible bad sequences that are caparle of being received.

The effect of this testing procedure will be illustroted: If the $Y_{i-l}$ sequences are not produced utilizing the same settings for both $0^{\prime} \mathrm{s}$ (1's) then since either $O$ (1) could be correct or incorrect, but the 0 's ( 1 's) are not necessarily both correct or incorrect, there are $2^{4}$ possible receivable sequences and this means instead of three incorrect sequences to be accounted for, there are firteen. In some special cases this number is only seven incorrect sequences; i.e., the same constants
are used to produce either the 0 or the 1 value but not both, thereby giving $2^{3}$ possible sequences. Theorem 3.1 utilizes the previously discussed test procedures and illustrates under what assumptions faults can be located.

### 3.5 Definitions

The following definitions are standard for the rest of the discussion on fault location.

Definition 3.1 An error occurs in a cell whenever the cell produces a function that is not the same as the function specified for that particular cell.

Definition 3.2 - The set of sixteen functions of two variables is denoted $G$.

Definition $3.3 \quad I_{p}$ denotes $1,2,3,4, \ldots, p$.
Definition 3.4 The error function $E$ is a mapping from $G X I_{n}$ to $G$, where $E\left(\hat{I}_{i}, j\right)=f_{k}$ denotes that cell $j$ was theoreti.. cally to produce $f_{i} \leqslant G$, but instead it produced. $f_{k} \in G$. Clearly, $E\left(f_{i} ; j\right)=f_{i}$ indicates that cell $j$ does not have on error occurring in it.

Definition 3.5: The cell functions are numbered as follows:
$\left.\begin{array}{lllllllllllllllllll}X_{i} & Y_{i-1} & f_{0} & f_{1} & f_{2} & f_{3} & f_{4} & f_{5} & f_{6} & f_{7} & f_{8} & f_{9} & f_{10} & f_{11} & f_{12} & f_{13} & f_{14} & f_{15} \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$

Definition $3.6 X^{*}$ means either $X$ or $X^{\prime}$ but not both.
3.6 A Necessary and Sufficient Condition for Location of Faults in a

Cascade and a Least Upper Bound for the Number of Tests.
It is to be noted that the allowable cell functions for a cascade $\operatorname{are} X^{*}+Y^{*}, X^{*} Y^{*}, Y^{*}$, and $X^{*} \oplus Y$.

Theorem 3.I
Given a cascade (12 possible cell functions) of length $n$, then the error can be located if and only if for every $i \in I_{n}-\{ \}$
(1) $E\left(f_{14}, i\right) \neq f_{15}, f_{12}, f_{13}$
(2) $E\left(f_{11}, i\right) \neq f_{15}, f_{7}, f_{3}$
(3) $E\left(f_{8}, i\right) \neq f_{0}, f_{12}, f_{4}$
(4). $E\left(f_{2}, i\right) \neq f_{0}, f_{3}, f_{1}$
(5). $E\left(f_{6}, i\right) \neq f_{9}, f_{12}, f_{3}$
(6) $\quad E\left(f_{9}, i\right) \neq f_{6}, \hat{I}_{12}, f_{3}$
(7) $E\left(f_{13}, i\right) \neq f_{12}, f_{14}, f_{15}$
(8) $E\left(f_{7}, i\right) \neq f_{3}, f_{11}, f_{15}$
(9) $E\left(f_{4}, i\right) \neq f_{0}, f_{8}, f_{12}$
(10) $E\left(f_{1}, i\right) \neq f_{0}, f_{2}, f_{3}$
(11) $E\left(f_{10}, i\right) \neq f_{0}, f_{15}, f_{5}$
(12) $E\left(f_{5}, i\right) \neq f_{10}, f_{0}, f_{15}$

Proof of Theorem 3.1
The proof is an induction proof. Clearly, the theorem is true for the case $n=1$. Assume the theorem is true for a positive integer $k$ and consider a cascade with $k+1$ cells: Given the cell function for cell $k+I$, jf it can be show that the error can be located in cell $k+1$ if and only if assumptions (1) - (12) are valid for cell $k+1$, then the proof is complete.

Assume conditions (1) - (12). This part of the proof is now completed in Figures $3.2-3.13$.


Figure 3.2. Test Decision Map for $f_{14}$.


Figure 3.3. Test Decision Map for $f_{11}$.


Figure 3.4. Test Decision Map for $f_{8}$.


Figure 3.5. Test Decision Map for $f_{2}$.

$$
E\left(f_{6}, k+1\right) \neq f_{3}, f_{9}, \text { or } f_{12}
$$



Figure 3.6. Test Decision Map for $\mathrm{f}_{6}$.


Figure 3.7. Test Decision Map for $f_{9}$.


Figure 3.8. Test Decision Map for $\mathrm{f}_{13}$.


Figure 3.9. Test Decision Map for $\mathrm{f}_{7}$.


Figure 3.10. Test Decision Map for $f_{4}$.


Figure 3.17. Test Decision Map for $f_{1}$.


Figure 3.12. Test Decision Miap for $\mathrm{f}_{10}$.


Figure 3.13. Test Decision Map for $f_{5}$.

The proof of the other half of the theorem will be by contradiction. Assume the error can be located, but that the restrictions (1) - (12) are not needed.

Then it can be verified that the following pairs of conditions give the same output at the terminals. Since the two conditions give the same outputs, the exror cannot be located, which is a contradiction of the assumption; therefore, the assumption that the restrictions are not needed is incorrect and the proof is completed. After (1) an abbreviated notation is used.
(1) $\underline{Y}_{k}=1, I, I, I$ end $E\left(I_{14}, k+1\right)=f_{14}$ is equivalent to $Y_{k}=0, I, 0, I$ and $E\left(X_{14}, K+1\right)=f_{15}$ at the cascade's output terminal.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{14}, k+1\right)=\hat{r}_{14} \text { is equiva. }
$$ lent to $Y_{k}=0, I, O, I$ and $E\left(I_{14}, k+I\right)=f_{12}$ at the cascadets output terminal.

$$
Y_{k}=1,0,1,0 \text { and } E\left(f_{14}, k+1\right)=f_{14} \text { is equiva- }
$$

lent to $Y_{k}=0, I, 0, I$ and $E\left(f_{14}, k+1\right)=f_{13}$ at the cascade's output terminal.
(2) $Y_{k}=0,0,0,0$ and $E\left(f_{11}, k+1\right)=f_{I I} ; Y_{k}=0,1$,

0,1 and $E\left(f_{14}, k+1\right)=f_{3}$.

$$
Y_{\mathrm{k}}=I, I, I, I \text { and } E\left(f_{11}, k+1\right) \quad f_{11} ; Y_{\mathrm{k}}=0, I \text {, }
$$

$0, I$ and $E\left(f_{14}, K+1\right)=f_{15}$.

$$
Y_{k}=1,0, I, O \text { and } E\left(f_{11}, k+1\right)=I_{11} ; Y_{k}=0, I,
$$

$0, i$ and $E\left(f_{1} l_{4}, k+I\right)=f_{7}$.
(3) $Y_{k}=I, I, I, I$ and $E\left(I_{8}, k+1\right)=f_{8} ; Y_{k}=0, I$, 0,1 and $\mathbb{E}\left(\mathrm{f}_{8}, \mathrm{k}+1\right)=\mathrm{f}_{12}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{8}, k+1\right)=f_{8} ; Y_{k}=0,1,
$$

0,1 and $E\left(f_{8}, k+1\right)=f_{0}$.

$$
Y_{\mathrm{k}}=1,0,1,0 \text { and } \mathbb{E}\left(f_{8}, k+1\right)=f_{8} ; Y_{k}=0,1,
$$

0,1 and $E\left(f_{8}, k+1\right)=\hat{x}_{4}$.
(4) $Y_{k}=I, I, I$, $I$ and $\mathbb{I}\left(f_{2}, \underline{x+I}\right)=f_{2} ; Y_{k}=0, I$, $0, I$ and $E\left(f_{2}, k+1\right)=f_{3}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{2}, k+1\right)=f_{2} ; Y_{k}=0,1,
$$

$0, l$ and $E\left(f_{2}, k+1\right)=f_{0}$.

$$
Y_{k}=1,0,1,0 \text { and } E\left(I_{2}, k+1\right)=I_{2} ; Y_{k}=0,1
$$

0,1 and $E\left(f_{2}, k+1\right)=f_{1}$.
(5) $Y_{k}=I, I, I, I$ and $E\left(f_{6}, k+I\right)=f_{6} ; Y_{k}=0, I$,
$0, l$ and $f_{1}\left(f_{6}, k+1\right)=f_{3}$.

$$
Y_{k}=0,0,0,0 \text { and } F\left(f_{6}, k+1\right)=f_{6} ; Y_{k}=0,1,
$$

0,1 and $E\left(f_{6} ; k+1\right)=f_{12}$.

$$
Y_{k}=1,0,1,0 \text { and } \mathbb{E}\left(f_{6}, k+1\right)=f_{6} ; Y_{k}=0, I,
$$

$0, I$ and $E\left(\rho_{6}, k+\mathcal{I}\right)=f_{9}$.
(6) $Y_{k}=1,1,1$, 1 and $E\left(f_{9}, k+1\right)=f_{9} ; Y_{k}=0, I$, 0,1 and $E(f, k+1)=f_{12}$.

$$
Y_{k}=0,0,0,0 \text { and } \mathbb{E}\left(f, f_{9}, 1\right)=f_{9} ; Y_{k}=0, I,
$$

$0, I$ and $\mathbb{E}\left(f_{9}, x^{k+1}\right)=f_{3}$.

$$
Y_{k}=1,0, I, 0 \text { and } E\left(P_{9}, k+1\right)=f_{9} ; Y_{k}=0, I,
$$

$0, I$ and $E(f, k+1)=f_{6}$.
(7.) $Y_{k}=1, I, I, I$ and $E\left(f_{13} ;{ }^{\mathrm{k}+1}\right)=f_{13} ; Y_{\mathrm{k}}=0, I$, 0,1 and $E\left(f_{13}, k+1\right)=f_{12}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{13}, k+1\right)=f_{13} ; Y_{k}=0,1,
$$

0,1 and $E\left(f_{13}, k+1\right)=f_{15}$.

$$
Y_{k}=1,0,1,0 \text { and } E\left(f_{13}, k+1\right)=f_{1-3} ; Y_{k}=0,1,
$$

$0, I$ and $E\left(f_{13}, k+1\right)=f_{14}$.
(8) $Y_{k}=1, I, I, I$ and $E\left(f_{7}, k+1\right)=f_{7} ; Y_{k}=0, I$, $0, I$ and $E\left(f_{7}, k+1\right)=f_{3}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{7}, k+1\right)=f_{7} ; Y_{k}=0, l,
$$

0 , 1 and. $E\left(f_{7}, k+1\right)=f_{15}$.

$$
Y_{k}=1,0,1,0 \text { and } E\left(f_{7}, k+1\right)=f_{7} ; Y_{k}=0,1,
$$

0,1 and $\mathbb{E}\left(f_{7}, k+1\right)=f_{71}$.
(9) $Y_{k}=1, l, I, l$ and $E\left(f_{4}, k+1\right)=f_{4} ; Y_{k}=0, l$, $0, I$ and $E\left(f_{4}, k+1\right)=f_{0}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{4}, k+1\right)=f_{4} ; Y_{k}=0,1,
$$

$0, I$ and $\mathbb{E}\left(f_{4}\right.$, , $\left.\mathrm{k}+\mathrm{I}\right)=\mathrm{f}_{12}$.

$$
Y_{k}=I, 0, I, 0 \text { and } E\left(f_{4}, k+1\right)=f_{4} ; Y_{k}=0, I,
$$ $0, I$ and $E\left(f_{4}, k+1\right) \quad f_{8}$.

(10) $Y_{k}=I, I, I, I$ and $E\left(f_{1}, k+1\right)=f_{1} ; Y_{k}=0, I$, $0, I$ and $E\left(f_{1}, k+1\right)=f_{0}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{1}, k+1\right)=f_{1} ; Y_{k}=0,1,
$$

$0, I$ and $E\left(f_{1}, k+1\right)=f_{3}$.

$$
Y_{k}=1,0,1,0 \text { and } E\left(f_{I}, k+1\right)=f_{1} ; Y_{k}=0,1,
$$

$0, I$ and $E\left(f_{1}, k+1\right)=f_{2}$.
(11) $Y_{k}=1, I, I, I$ and $E\left(f_{10}, k+1\right)=f_{10} ; Y_{k}=0,1$, $0, I$ and $E\left(f_{10}, K+1\right)=f_{15}$.

$$
Y_{k}=0,0,0,0 \text { and } E\left(f_{10}, k+1\right)=f_{10} ; Y_{k}=0, I,
$$

$0, I$ and $\mathbb{E}\left(f_{10}, k+1\right)=f_{0}$.

$$
Y_{k}=1,0,1,0 \text { and } E\left(f_{10}, k+1\right)=f_{10} ; Y_{k}=0,1,
$$

$0, I$ and $E\left(f_{10}, k+\lambda\right)=\hat{x}_{5}$.
(12) $Y_{k}=1,1, I, I$ and $E\left(f_{5}, k+1\right)=f_{5} ; Y_{k}=0,1$,
$0, I$ and $E\left(f_{5}, k+I\right)=f_{0}$.
$y_{k}=0,0,0,0$ and $E\left(f_{5}, k+1\right)=f_{5} ; y_{k}=0,1$,
$0, I$ and $E\left(f_{5}, k+1\right)=f_{15}$.

$$
Y_{k}=1,0,1,0 \text { and } \mathbb{E}\left(f_{5}, \dot{k}^{+1}\right)=e_{5} ; Y_{k}=0,1,
$$

0,1 and $E\left(f_{5}, k+1\right)=f_{10}$.

Before Theorem 3.2 is stated and proved, it is inceresting to . note that by utilizing Figures 3.2-3.13 and the contradiction half of the proof it is obvious what the received values of $Y_{k}$ were even though they could not be measured.

Theorem 3.2
Given a cascade with $n$ cells, then the error can be located in $2^{n+1}$ tests or less if and only if it cen be located in $2(n+1)$ tests or less.

Clearly, if the error can be located in $2(n+1)$ tests or less, it can be located in $2^{n+1}$ tests or less.

Assume the error can be located in $2^{n+1}$ tests or less and consider cell n. Four tests are required to characterize cell n. If cell $n$ is functioning properly, then cell n-l is tested, and so on. For any cell i (where i $\neq n$ ) only two additional tests are required since two distinct settings of cell i were utilized to test cell i +1 and the assumption that the error can be located allows Theorem 3,1 to be utilized so that the values of $Y_{i}$ are know for the two distinct tests. Therefore, $4+(n-1) 2=2(n+1)$ tests (or less) are needed to locate the error.

### 3.7 Test Algorithm

The test algorithm in Figure 3.14 is a result of Theorems 3.1 and 3.2 and is applicable to cascades satisfying their assumptions. It should be noted that even if conditions (1) - (12) of theorem 3.1 can not be met, fault detection of any single error is possible and the test algorithm of Figure 3.14 is still valid. Also, Theorem 3.2 is valid for detection of faults utilizing the theory presented in Section 3.4.
3. 8 Conclusion

A new approach to fauli testing in digital systems is presented. A specialized digital system (cascades and certoin arrays) is considered in order to obtain a condition that will enable the location of a single fault in the system (each cascade). Since elements of the system are all two-input, one-output cells, a physical basis exists to choose a, maximura set of possible errors. All testing is accomplished utilizing only the input and output terminals of the system under consideration because no test pads have been placed between cells.

Consideration of the interconnection of the systems to be tested. yields a highly efficient test algorithra which under certain assumptions yields location of any one of twelve possible cell errors; however, one particularly notes from the proof of Theorem 3.l that if the assumptions restricting the possible errors from fifteen pex cell to twelve per cell are relaxed, fault detection can still be accomplished. However, in general the fault could only be isolated. According to the algorithm

Set $\mathrm{i}=\mathrm{i}-1$

Figure 3.14.
Flow Chart for the Test Algorithm.
the cells are to be tested in the following order: $n, n-1, \ldots, 2,1$. This order is chosen on the basis that if cells $n, n-1, \ldots, i+1$ are known to be fault-free, then the output of cell i can be measured at the output terminal whereas the only uncertainty in testing cell is in the actual value of $Y_{i-1}$. Uncertainties in $Y_{i-1}$ are minimized utilizing the fact that the error is time independent, thereby allowing the fault to be located. If certain minor assumptions of Theorem 3.1 cannot be met, then all errors are detectable; however, the exror may be only isolated to within a group of cells and possible cell errors.

Coreful testing procedures and the interconnection structure under study has considerable effect on the number of tests needed to locate a large number of possible single faults. For a n-cell cascade. and $n$ large $2(n+1) \ll 2^{n+1}$, and therefore computerized testing of cas . cades can be done quickly and efficiently.

Finally, the simplicity of the actusl test algorithm makes this method of testing especially suitable for computerized testing, since a master program could be written so that the cell functions and their location can be put in as data and the cascades tested without altering the master progran.

If the remaining four functions are desired in a cascade, a good understanding of the method discussed in Chapter 3 will allow one to extend the results of Theorem 3.I; however, when these functions are. allowed one must be careful not to allow trivial cascades to be tested.

If one allows certain trivial cascades to be tested many unusual problems may occur.

Since one error can be located in a cascade under assumptions of Theorem 3.1, one error can be located in each vertical cascade and collector row of an array. The theories presented are applicable to use in any array that can be decomposed into a series of cascade structures; therefore, even cobweb arrays can be considered, because to obtain a cascade doesn't imply that physically each cell lịes directly below the previous cell, but that a structure such as show in Figure 1.1 can be obtained.

Chapter 4

TRIBUTARY CASCADES

### 4.1 Introduction

An important set of cascades can be built utilizing the following three functions: $\operatorname{AND}\left(f_{8}\right), O R\left(f_{14}\right)$, and $\operatorname{EXOR}\left(f_{6}\right)$, Also, if the set of possible errors is restricted, some interesting properties and results can be derived.

In this chapter, tributary cascades will be considered from the viewpoint of obtaining interesting results that may be extended to more general cases. However, the results will tend to be most interesting in the context that they are derived.

The allowable set of errors for the function $f_{p}$ will be $f_{15-p}$, $f_{0}, f_{15}, f_{12}, f_{3}, f_{10}$, and $f_{5}$. The number of tests needed to test these cascades will not be calculated since Theorem 3.2 gives a very good bound on the number of tests. The proofs of theorems in this section will be argumentative since the detajled proof of most of these theorens can be obtained from theorem 3.1 under suitable modifications.

### 4.2 Classification of Tributary Cascades

The purpose of this section is to utilize two tests to classify tributary cascades. Theorem 4.1 and its corollary are the same whether a tributary cascade or a cascade (see Chapter 3) are under considera. tion. In order that the special case of cell I need not be considered the theorem is stated in terms of $X_{0}$, but it could be easily modified to utilize $X_{1}$.

Let the cascade have $n$ cells. If $C_{1}, C_{2}, C_{3} \ldots$, . $C_{n}$ are such that $f\left(X_{0}, C_{1}, C_{2}, \ldots, C_{n}\right)=X_{0}^{*}$ then:
(1) $f\left(1, C_{1}, \ldots, C_{n}\right)=1^{*}$ and $f\left(0, C_{1}, \ldots, C_{n}\right)=0^{*}$ imply there is no error in the cascade or there exists one cell $i$ such that $E\left(f_{p}, i\right)=f_{10}$.
(2) $f\left(I, C_{1}, \ldots, C_{n}\right)=\left(I^{*}\right)$ and $f\left(0, C_{1}, \ldots, C_{n}\right)=\left(0^{*}\right)$ imply there exists a cell i such that $E\left(f_{p}, i\right)=f_{5}$ or ${ }^{f} 15-\mathrm{p}$.
(3) $f\left(1, C_{1}, \ldots, C_{n}\right)=f\left(0, C_{1}, \ldots, C_{n}\right)$ implies there exists a cell $j$ such that $E\left(f_{p}, j\right)=f_{0}, f_{15}, f_{1-2}$, or $f_{3}$.

Theorem 4.1 will not be proven; however, the Corollary to Theorem 4.1 will be proven. The corollary has an error set that is restricted to $f_{0}, f_{15}, f_{15-p}$ where $f_{p}$ is the cell function.

Corollaxy to Theorem 4.1

Let the cascade have $n$ cells. If $C_{1}, \ldots, C_{n}$ are such that $f\left(X_{0}, C_{1}, \ldots, C_{n}\right)=X_{0}{ }^{*}$ then:
(I) $f\left(1, C_{1}, \ldots, C_{n}\right)=f\left(0, C_{1}, \ldots, C_{n}\right)$ implies there exists a cell i such that $E\left(f_{p}, i\right)=f_{0}$ or $f_{1-5}$.
(2) $f\left(1, C_{1}, \ldots, C_{n}\right)=\left(1^{*^{\prime}}\right)$ and $f\left(0, C_{1}, \ldots, C_{n}\right)=\left(0^{*^{\prime}}\right)$ imply there exists a cell i such that $E(f, i)=f_{15-p}$.
(3) $f\left(1, C_{1}, \ldots, C_{n}\right)=1^{*}$ and $f\left(0, C_{1}, \ldots, C_{n}\right)=0^{*}$ imply there is no error in the cascade.

Proof of the Corollary to Theorem 4.1
In paxt (1) f does not depend on $X_{0}$; therefore, there is a cell i such that $E\left(f_{p}, i\right)=f_{0}$ or $f_{15^{\circ}}$ In part (2) $f$ depends on $\left(X_{0}^{*}\right)^{\prime}$; therefore, there is a cell i such that $E\left(f_{p}, i\right)=f_{15-p}$; whereas, the proof of part (3) should now be obvious.

### 4.3 Subcascades

Definition 4.1 A subcascade of a cascade is any subset or ad. jacent cells.

Theoren 4.2
A cascade can be tested and the error located if and only if any subcascade can be tested and the error located.

Proof of Theorem 4.2
If any subcascade can be tested and the error located, then the cascade can be tested and the exror
located since the cascade is a subcascade of itself.

Assume the cascade can be tested and the fault located. This assumption implies that every cell in the cascade can be tested; which implies any subset of cells of the cascade can be tested. Therefore, any subcascade can be tested and since the foult can be located, if it is in the subcascade it can be located. However, it should be noted that if the subcascade doesn't start with cell $n$, more than just the subcascade under consideration may have to be tested.

Assume that a cascade is given in which the subcascade consisting of cells 1, 2, and 3 is to be tested, but that cell 4 is producing $E\left(f_{j}, 4\right)=f_{0}$. In order to test the subcascade, cell 4 is tested and it is determined that cell 4 is producing $\mathbb{E}\left(f_{j}, 4\right)=f_{0}$, is this a contradiction of Corollary 2? No, because there is only one error in the cascade nnd it is not in the subcascade; therefore, it may be concluded that the subcascade is error-free without ever actually testing the subcascade.

Theorem 4.2 is true for any cascade, even multi-rail cascades, since no actual mention was made of the cell functions or structure other than that it was a cascade interconnection structure.

### 4.4 Iocation and Isolation of Faults in Tributary Cascades

Three theorems will be presented in this section pertaining to tributary cascades. Theorem 4.3 is concerned with location of the seven possible errors in tributary cascades; whereas, Theorem 4.4 is concerned with the location of three possible errors in tributary cas-cades. Theoren 4.4 leads to Theorem 4.5 which is concerned with isolation of the errors allowed in Theoren 4.4 when the hypothesis of Theorem 4.4 are relaxed. Theorems 4.3 and 4.4 can be proven utilizing Theorem 3.1 since they are special cases of Theorem 3.1. or they can be proven directly. A discussion of theorem 4.3 is provided which will allow one to construct the proof directly. Theorems 4.3 and 4.4 can be easily extended to encompass cascades more complex than tributery cascades; however, although Theorem 4.5 con be extended to encompass cascades, if more possible errors are allowed in Theoren 4.5, the theorem becomes too complex to warrant fuxther attention.

Theorem 4.3
Given a tributary cascade mith $n$ cells, then the error can be located if and only if for every if $I_{n}-\varepsilon 13$
(1) $E\left(f_{14}, i\right) \neq f_{15}, f_{12}$
(2) $E\left(f_{8}, i\right) \neq f_{0}, f_{12}$
(3) $E\left(f_{0}, i\right) \neq f_{9}, f_{12}, f_{3}$

Discussion of Theorem 4.3

Consider the EXOR (OR; AND) cell. If a sequence of all $O^{\prime}$ s is received, then this would appear the same as if the function $f_{12}\left(f_{12} ; f_{0}\right)$ was produced when the correct test sequence was received. If a sequence of all l's is received, then this would appear the same as if the function $f_{3}\left(f_{15} ; f_{12}\right)$ was produced when the correct test sequence was received. If the actually received test sequence was the compliment of the desired test sequence, then this would appear the same as if the function $f_{9},\left(f_{13} ; f_{4}\right)$ was produced when the correct test sequence was received; however, by assumption $f_{13}$ and $f_{4}$ were not possible errors. Therefore, it is clear how the conditions for this theorem can be verified.

For the purpose of Theorem 4.4 it will be assumed that there are only three possible exrors for a cell function $f_{p} ;$ i.e., $f_{15-p}, f_{15}$, and $f_{0}$. It should be noted that this is the standard allowable set of other investigators $\{1,4,5,7-9,13-15,17\}$ augmented by $f_{15-\mathrm{p}}$. Theorem 4.4

Given a toibutary coscode with $n$ celle, then the error can be located if and only if for every i.G $I_{n}-\{1\}$
(1) $E\left(f_{14}, i\right) \cdot \neq f_{15}$
(2) $E\left(f_{8}, i\right) \neq f_{0}$
(3) $E\left(f_{6}, i\right) \neq x_{9}$

In order to consider isolation of errors when the hypotheses of Theorem 4.4 are $x$ laxed, the following definitions axe helpful. Definition 4.2 An error is said to be isolated within $k$ cells if and only if there exists a set of exactly $m>1$ error functions with the property that $E\left(f_{p}, j\right)=f_{e}$ (where $p \neq e$ ) capable of producing the results obtained from the test schedule and $k$ is the number of the distinct values in $I_{n}$ that $j$ is assigned in this set of error functions.

Since it is impossible to distinguish between certain errox functions from the output terminal if the hypotheses of Theorem 4.4 are relaxed, the following definition explains the concept of a cell appearing to have a certain error.

Definition 4.3
Cell i appears to have the following error funceion

$$
\left(\mathbb{E}\left(f_{14}, i\right)=f_{15}\left(E\left(f_{8}, i\right)=f_{0}, E\left(f_{6}, i\right)=f_{9}\right)\right. \text { if }
$$

and only if to the observer at the output terminal of the cascade, the test schedule indicates that $\mathbb{F}\left(f_{14} s i\right)$
$=f_{15}\left(E\left(f_{8}, i\right)=f_{0}, E\left(f_{6}, i\right)=f_{9}\right)$ is a possible error function to be included in the set of error functions producing the results of the test schedule. (It should be noted, however, that the test schedule used may have to be supplemented with more tests in some cases in order to establish that cell $i$ does appear to behave as if $E\left(f_{14}, i\right)=f_{15} .\left(E\left(f_{8}, i\right)=f_{0}, E\left(f_{6}, i\right)=f_{9}\right)$ is a possible error function. Examples of this are given in the proof of theorem 4.5.)

Given a tributary cascade of $n$ cells, then cell i appears to have the error function $E\left(f_{14}, i\right)=f_{15}$ $\left(\mathbb{E}\left(f_{8}, i\right)=f_{0}, E\left(f_{6}, i\right)=f_{9}\right)$ if and only if the error can be isolated to within the set of ra +1 cells in $\varepsilon_{i}, i-1, \ldots, i-m 3$ where cells in $\xi_{i}, i-1, \ldots$, $i-m+13$ a,ll have the cell function $f_{14}\left(f_{8}, f_{6}\right)$ and cell i-rn is the first cell such that it has the cell function $f_{8}$ or $f_{6}\left(f_{14}\right.$ or $f_{6}, f_{14}$ or $\left.f_{8}\right)$ and $m>0$.

Proof of Theorem 4.5

The proof consists of considering three cases.
Case I. Assume cells in $\xi_{i}, i-1, \ldots, i-m+13$ have the cell function $f_{8}$, cell $i$-m has the cell function $f_{14}$ $\left(f_{6}\right)$ and it appears that $E\left(f_{8}, i\right)=f_{0}$.

If $X_{i-m}=0$ was used in the test, then set $X_{j-m}$ $=1$ and run the test again. If $E\left(f_{8}, i\right)=f_{0}$ still appears as a possible error, then the error lies in one of the cells in $\xi_{i}, i-1, \ldots, i-m$ because if there exists a cell $j$ such that $j<i-m$ and $\mathbb{E}\left(f_{p}, j\right)$ $=f_{0}$ or $f_{15 \cdots p}$ is causing $a$ to be received by cell i-m, then cell $j-m$ is producing a 1 because its cell function is $f_{14}\left(f_{6}\right)$ and in this case $E\left(f_{8}, i\right) \neq f_{0}$ is the conclusion. Therefore, since cells in $\varepsilon_{n}, \ldots$, i+l 3 have already been tested, the error is isolated to the $m+1$ cells in $E_{i}, \ldots, i-m 3$. If cell i is a cell with cell function $f_{14}$, the conclusion can be reached in a dual manner in the case where cell i-m has the cell function $f_{8}$; however, the case in which cell i.m has the cell function $f_{6}$ is not obvious. In the test schedule for cell i-m having a cell function $\hat{I}_{6}$, the cells must be set as follows: $X_{i}=X_{i-1}=\ldots X_{i-m+1}=X_{i-m}=0$ and the constant produced by cell i-n-1 is set such that it is 0 . If it appears that $E\left(T_{14}, i\right)=f_{15}$ (i.e., when $X_{i}$ was set to I without anything else being changed, the output from cell i remained at 1 ) then set $X_{i-\mathrm{m}}=1$ in the original test (instead of 0 ) and test again. If $\hat{I}=1$ for both
of these tests, then the exrox lies in the cells $\xi$ i, $i-1, \ldots, i-m 3$ since if there exists a cell $j$ such that $j<i-m$ and $E\left(f_{p}, j\right)=f_{15}$ or $f_{15-p}$ is causing cell $i-m$ to receive a 1 , then setting $X_{i-m}=1$ causes cell i-m to produce 2.0 output, since in the previous case i.t had to be producing a. i output, otherwise cell i would not have appeared as if $\mathbb{E}\left(f_{14}, i\right)=f_{15}$ and allowed the conclusion that $\mathbb{E}\left(f_{14}, i\right)=f_{14}$.

The case for cell i having the cell function $f_{6}$ and cell $i-m$ having the cell function $f_{8}$ is trivial; however, the case for cell i-m having the cell function $f_{14}$ is not obvious but can be obtained from the proof of Case II with suitable modifications.

To prove the other half of the theorem, assume the error is isolated within the cells in $\xi_{i}, \ldots$, . i-m 3 , then the error could not be locatea. There-
 function $f_{d}$ must have the error function $E\left(f_{d} ; p\right)=f_{1.5}$ $\left(\mathbb{E}\left(f_{d}, p\right)=\hat{I}_{0}, E\left(f_{d^{\prime}}, p\right)=f_{9}\right)$ and when any one of those cells has this error function it appears as if $\mathbb{E}\left(f_{14}, \dot{i}\right)=f_{15}\left(\mathbb{E}\left(f_{8}, i\right)=f_{0}, \dot{E}\left(f_{6}, i\right)=f_{9}\right)$.

### 4.5 Conclusion

Several concepts were presented in this chapter which a.llow certain facts to be ascertained about faults in cellular cascades. A , reduced set of possible errors is assumed; although the theorems are concerned with tributary cascades, they can be extended to encompass cascades with more possible errors.

It is interesting to note the results of cascade classification and error isolation. Depending on the types of cascades and error sets under consideration in a specific problem it may be useful to utilize these sections in the testing procedure; however, these results are too complex in the general cases to be useful.

## EXAMPLES

### 5.1. Introduction and Description of Examples

The purpose of this chapter is to present thirty-one examples of the use of the previously presented theorems.

For all examples $f_{T}$ denotee the theorethat value of the function of the cascade under consideration; whereas, $f_{A}$ denotes the actually measured value. The specification of the error that is in the cascade has been placed immediately following the example number. The specification of the error is given in the notation of this paper.

Examples 5.1-5.14 are direct applications of Theorems 3.1 and 3.2. Examples 5.1-5.14 are worked on the basis of the hypothesis of Theorem 3.1 concerning the restriction of errors. The details of the application of the test algorithm are not given, the conclusions of the tests are given in the notation previously developed, and the tests are grouped as they would be in actual application of the test algorithm; i.e., four tests are appiied to cell $n$ and a conclusion is then made, the two remaining tests are applied to cell n-I and a conclusion is then made, etc.

Examples 5.15 and 5.16 were included to illustrate that there do exist test schedules based on theories of single~fault location that can locate multiple faults in a system. The multiple faults were located by assuming that there was only one fault and when this foult was located the tests were continued as if looking for another single fault, etc. The notation for Examples 5.15 and 5.16 is the same as
the notation for Examples 5.1-5.14. Examples 5.15 and 5.16 utilize the hypothesis of Theorem 3.1 except that they have multiple faults. The tests schedules for Txamples 5.15 and 5.16 are taken from Theorem 3.1 just as if only one fault was being searched for.

Examples 5.17-5.20 are examples of the use of Theorem 4.4. Only three errors are allowed in Theorem 4.4 and the cascade under consideration satisfies the hypothesis of Theorem 4.4 on the restric. tion of errors. In utilizing Theorem 4.4 it has been found that the following tests will usually be sufficient: $O R$ cell ( 00 , lO), AND cell (11, OI), and EXOR cell ( 00,10 ), where $C D$ means $X_{i}=C$ and $Y_{i-1}=D$. Usually these are the tests one wants to utilize if possible when using Theorem 4.4. It is also noted that with suitable care the test schedule length should be mil (or less) for this situation.

Examples 5.21. - 5.24 are examples of the use of Theorem 4.4 on a cascade other than a tributary cascade. Suitable modifications in the assurntions of Theorer 4.4 have been made and with this example and Theorem 4.4 the reader should be able to construct the general case of Theorem 4.4.

Examples 5.25-5.27 ane examples of the general case- of Theorem 4.5. With Theorem 4.5 and Examples 5.25 -5.27 the interested reader should be able to construct the general case of Theorem 4:5.

Examples 5.28-5.31 are examples of the use of Theorem 4.1.

Some of the theorems given may easily be extended. For example, if $X_{i}^{\prime}+Y_{i-1}$ is a cell function in a cascade, then one can construct the proper result utilizing $X_{i}+Y_{i-1}$ and then compliment the values of $X_{i}$. Examples of this procedure can be seen by comparing Examples. 5.5 and 5.9. or Examples 5.21 and 5.25. This procedure makes it useful for some considerations to list the cascade functions as follows: $X^{*}+Y, X^{*}+Y^{i}, X^{*} Y, X^{*} Y^{1}, X^{*} \oplus Y$, and $Y^{*}$.

It should be noted that Theorem 3.1 allows serial, hybrid, or tabular testing. If one wants, the testing may be accomplished in the serial mode (Examples 5.17-5.27), in the hybrid mode (Examples 5.15.16 , or in a tabular mode (no examples).

1 The figures for this chapter appear at the end of the chapter beginning with page 107 .

### 5.2 Examples

Example 5.l: Assume there is no fault in the cascade show in Figure 5.J.

Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{f}_{\mathrm{T}}$ | $f_{\text {A }}$ | Conclusion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1. | 0 | 0 | . |
| 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | - |
| 0 | 0 | 1 | 1 | I | 1 |  |
|  | - |  |  |  |  | $E\left(x_{8}, 3\right)=f_{8}$ |
| 1 | 1 | 1 | 1. | 0 | 0 | $\cdots$ |
| 1 | 1 | 0 | 1 | 1 | 1 |  |
|  |  |  |  |  |  | $E\left(\hat{x}_{6}, 2\right)=f_{6}$ |
| 0 | 1 | 0 | 1 | 1 | 1 |  |
| 1 | 0 | 0 | 1 | 1 | 1 | . |
|  |  |  |  |  |  | $E\left(\mathrm{f}_{14} \cdot \underline{I}\right)=\mathrm{P}_{14}$ |

Example 5.2: Let $E\left(f_{6}, 2\right)=f_{0}$ in the cascade in Figure 5.1.

Test
$\begin{array}{llllll}X_{0} & X_{1} & X_{2} & X_{3} \quad f_{T} \quad \hat{X}_{A} \quad \text { Conclusion }\end{array}$

| 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 |

$$
E\left(f_{8}, 3\right)=f_{8}
$$

| 0 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 0 | 0 |

$$
E\left(f_{6}, 2\right)=f_{0}
$$

Example 5.3: Let $\mathbb{E}\left(f_{8} ; 3\right)=f_{2}$ in the cascade shown in Figure 5.1.

Test

| $X_{0}$ | $X_{I}$ | $X_{2}$ | $X_{3}$ | $f_{T}$ | $I_{A}$ | Conclusion |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 1 | 1 | 0 | $\cdots$ |

$$
E\left(f_{8}, 3\right)=f_{2}
$$

Example 5.4: Let $E\left(f_{14}, I\right)=f_{15}$ in the cascade shown in Figure 5.1.

Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{f}_{\mathrm{T}}$ | $\mathrm{f}_{\mathrm{A}}$ | Conctusion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 1 | 1 | 0 |  |
|  |  |  |  |  | . | $E\left(f_{8}, 3\right)=f_{8}$ |
| 1 | 1 | 1 | 1 | 0 | 0 |  |
| 1 | 1 | 0 | 1. | 1 | 1 |  |
|  |  |  |  |  |  | $E\left(f_{6}, 2\right)=f_{6}$ |
| 0 | 1 | 0 | 1 | 1 | 1 |  |
| 1 | 0 | 0 | 1 | 1 | 1 | . |
|  |  |  |  |  |  | $E\left(f_{14}, I\right)=f_{15}$ |

Example 5.5: Assume there is no fault in the cascade shown in Figure 5.2.

## Test

$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{11} & f_{A} & \text { Conclusion }\end{array}$

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$\begin{array}{llllllllll}0 & 0 & 0 & 0 & 0 & 1 & 1\end{array}$
$\begin{array}{llllllll}0 & 0 & 0 & 0 & 1 & 1 & 0 & 0\end{array}$
$\begin{array}{llllllll}0 & 0 & 0 & 0 & 1 & 0 & 1 & 1\end{array}$

$$
E\left(f_{6}, 5\right)=f_{6}
$$

$\begin{array}{llllllll}0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 .\end{array}$
$\begin{array}{llllllll}0 & 1 & 0 & 1 & 1 & 0 & 1 & 1\end{array}$

$$
E\left(f_{14}, 4\right)=f_{14}
$$

$\begin{array}{lllllllll}0 & 0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllll}0 & 1 & 0 & 0 & 0 & 0 & 0 & 0\end{array}$

$$
E\left(f_{8}, 3\right)=f_{8}
$$

$\begin{array}{lllllllll}0 & 0 & 1 & 1 & 0 & 0 & 0 & 0\end{array}$
01111201

$$
E\left(f_{10}, 2\right)=f_{100}
$$

$$
\begin{array}{lllllllll}
1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & \\
& & & & & & & & B\left(f_{6}, 1\right)=f_{6}
\end{array}
$$
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Example 5.6: Let $\mathbb{E}\left(f_{14}, 4\right)=P_{1}$ in the cascade shown in Figure 5.2.

Test
$\begin{array}{lllllllll}\mathrm{X}_{0} & \mathrm{X}_{1} & \mathrm{X}_{2} & \mathrm{X}_{3} & \mathrm{X}_{4} & \mathrm{X}_{5} & \mathrm{I}_{\mathrm{T}} & \mathrm{f}_{\mathrm{A}} & \text { Conclusion }\end{array}$
$0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 1$

$0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 1 \quad 0 \quad 1$
0 . $0 \quad 0 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0$

$$
E\left(f_{6}, 5\right)=f_{6}
$$

| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |

$$
E\left(f_{14}, 4\right)=f_{1}
$$

Example 5.7: Let $\mathbb{E}\left(f_{6}, 1\right)=f_{14}$ in the cascade shown in Figure 5.?.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{I T} & f_{A} & \text { Conclusion }\end{array}$
 $\begin{array}{llllllll}0 & 0 & 0 & 0 & 0 & 1 & 1 & 1\end{array}$
$0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 1 \quad 0.0$.
0 •O 0 O 0 I 0 I 1

$$
E(f, 5,5)=f_{6}
$$

01101001
$\begin{array}{llllllll}0 & 1 & 0 & 1 & 1 & 0 & 1 & 1\end{array}$

$$
E\left(f_{14}, 4\right)=f_{14}
$$

$\begin{array}{llllllll}0 & 0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}$
$010 \begin{array}{lllllll}0 & 0 & 0 & 0 & 0 & 0\end{array}$

$$
E\left(f_{8}, 3\right)=f_{8}
$$

$\begin{array}{llllllll}0 & 0 & 1 & 1 & 0 & 0 & 0 & 0\end{array}$
0111110101

$$
E\left(f_{10}, 2\right)=f_{10}
$$

$10 \begin{array}{lllllll}1 & 0 & 1 & 0 & 1\end{array}$
$\begin{array}{llllllll}1 & 1 & 1 & 1 & 0 & 0 & 0 & 1\end{array}$

$$
E\left(f_{6}, I\right)=f_{I 4}
$$

Example 5.8: Let $E\left(f_{8}, 3\right)=f_{15}$ in the cascade shown in. Figure 5.2.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusion }\end{array}$

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |  |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 |  |
|  |  |  |  |  |  |  |  | $E\left(f_{6}, 5\right)=f_{6}$ |
| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 |  |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |  |
|  |  |  |  |  |  |  |  | $E\left(f_{14}, 4\right)=f_{12}$ |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |  |

$$
E_{1}\left(f_{8}, 3\right)=f_{15}
$$

Exomple 5.9: Assume there is no fault in the cascade shown in Figure 5.3.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusion }\end{array}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 |

$0.1 .0 \begin{array}{llllll}0 & 1 & 1 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1\end{array}$

$$
E\left(f_{9}, 5\right)=f_{9}
$$

$\begin{array}{llllllll}0 & 0 & 0 & 0 & 0 & 1 & 1 & i\end{array}$
$\begin{array}{llllllll}0 & 0 & 0 & 0 & 1 & 1 & 1 & 1\end{array}$

$$
E\left(f_{14} ; 4\right)=f_{14}
$$

$\begin{array}{llllllll}0 & 1 & 0 & 0 & 0 & 1 & 0 & 0\end{array}$
$\begin{array}{llllllll}0 & 0 & 0 & 1 & 0 & 1 & 0 & 0\end{array}$

$$
E\left(f_{2}, 3\right)=f_{2}
$$

$\begin{array}{llllllll}0 & 1 & 1 & 0 & 0 & 1 & 0 & 0\end{array}$
$\begin{array}{llllllll}0 & 0 & 1 & 0 & 0 & 1 & 1 & 1\end{array}$

$$
F\left(f_{10}, 2\right)=f_{10}
$$

$1111 \begin{array}{llllll}1 & 1 & 0 & 1 & 1 & 1\end{array}$
$1 \begin{array}{llllllll}1 & 0 & 1 & 0 & 0 & 1 & 0 & 0\end{array}$

$$
E\left(f_{9}, I\right)=f_{9}
$$

Example 5.10: Let $E\left(f_{14}, 4\right)=f_{6}$ in the cascade shom in Figure 5.3.
rest
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & P_{A} & \text { Conclusion }\end{array}$
$\begin{array}{llllllll}0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1\end{array}$

$$
E\left(f_{9}, 5\right)=f_{9}
$$

| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |

$$
E\left(f_{14}, 4\right)=f_{6}
$$

Example 5.11: Let $E\left(f_{9}, 5\right)=f_{0}$ in the cascade shown in Figure 5.3.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusion }\end{array}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |

$$
E\left(f_{g}, 5\right)=f_{0}
$$

- Example 5.12: Let $E\left(f_{2}, 3\right)=f_{6}$ in the cascade shown in Figure 5.3.
- Test
$\begin{array}{lllllllll}X_{0} & X_{1} & x_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusion }\end{array}$

| 0 | 1 | 0 | $I$ | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |

$$
E\left(f_{9}, 5\right)=f_{9}
$$




| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |

$$
E\left(f_{2}, 3\right)=f_{6}
$$

Example 5.13: Assume there is no foult in the cascade shown in Figure 5.4.

Test


| 1 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 0 |

$$
\mathbb{E}\left(f_{9} ; 2\right)=f_{9}
$$

$$
\mathbb{E}\left(\mathrm{f}_{2}, I\right)=\mathrm{f}_{2}
$$

Example 5.14: Let $\mathbb{E}\left(f_{2}, 1\right)=f_{0}$ in the cascade shown in Figure 5.4.

Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$ | $x_{2}$ | $\mathrm{X}_{3}$ | $f_{T}$ | $f_{A}$ | Conclusion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 |  |
| 0 | 0 | I | 1 | 1 | 1 |  |
| 0 | 0 | 0 | 1 | 1 | i |  |
| 0 | 0 | 0 | 0 | 1 | 1 | - |
|  | . |  |  |  |  | $E\left(f_{14}, 3\right)=f_{14}$ |
| 1 | 0 | 0 | 0 | 0 | 1 | . |
| 1 | 0 | 1 | 0 | 1 | 0 | .. |
|  |  |  |  |  |  | $E\left(f_{9} ; 2\right)=f_{9}$ |
| 1 | 1 | 1 | 0 | 0 | 0 | - |
| 0 | 1 | 1 | - 0 | 0 | 0 |  |
|  |  |  |  |  |  | $\mathrm{E}\left(\mathrm{f}_{2}, \mathrm{l}\right)=\mathrm{f}_{0}$ |

Example 5.15: Let $E\left(f_{14}, 3\right)=f_{6}$ and $E\left(f_{2}, 1\right)=f_{10}$ in the cascade shown in Figure 5.4.

## Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$. | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $f_{T}$ | $\mathrm{I}_{A}$ | Conclusion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 1 | 1 | 1. |  |
| 0 | 0 | 0 | 1 | 1 | 0 |  |
| 0 | 0 | 0 | 0 | 1 | 1 |  |
|  | . |  |  |  |  | $\underline{E}\left(f_{14}, 3\right)=\mathrm{f}_{6}$ |
| 1 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 0 | 1 | J. |  |
|  |  |  |  |  |  | $E(f, 2)=f_{9}$ |
| 1 | 1 | 1 | 0 | 0 | 1 |  |
| 0. | 1 | J. | 0 | 0 | 0 |  |
|  |  |  |  |  |  | $E\left(f_{2}, 1\right)=f_{10}$ |

Example 5.16: Let $E\left(f_{1}, 3\right)=f_{9}, E\left(f_{9}, 2\right)=f_{1}$, and $E\left(f_{2}, 1\right)=f_{6}$ in the cascade shown in Figure 5.4.

## Test

$x_{0}$

| 0 | 0 | 1 | 0 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 |

$$
E\left(f_{14}, 3\right)=f_{9}
$$

1

| 0 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |

1
0
1
1
10

$$
E\left(f_{9}, 2\right)=f_{I}
$$

| 1 | 1 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 1 | 0 |

$$
E\left(f_{2}, I\right)=f_{6}
$$

Example 5.17: Assume there is no error in the cascade show in Figure 5.5.

Test

| $X_{0}$ | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $f_{T}$ | $f_{A} \quad$ Conclusions |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 0 | 1 | 0 | 0 | 0 | 0 | $E\left(f_{6}, 4\right) \neq f_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $\mathrm{E}\left(\mathrm{f}_{8}, 3\right) \neq \mathrm{f}_{15}$ |
|  |  |  |  |  |  |  | or $\mathrm{r}_{7}$ |
| 0 | 0 | 1 | 0 | 1 | 1 | 1 | $E\left(\mathrm{I}_{6}, 4\right) \neq \mathrm{I}_{0}$ |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | $E\left(P_{14}\right.$, 2) $\neq \mathrm{P}_{1}$ |
|  |  |  |  |  |  |  | or $\mathrm{f}_{0}$ |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | $\mathrm{E}\left(\mathrm{f}_{14} ; 1\right) \neq \mathrm{S}_{15}$ |
|  |  |  |  |  | . |  | or $f_{1}$ |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | $E\left(x_{1-4}, 1\right) \leqslant x_{0}$ |

Example 5.18: Assume $\mathbb{B}\left(f_{8}, 3\right)=f_{15}$ for the cascade shom in Figure 5.5 .

| Test |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $!$ |  |  |  |  |  |  |  |
| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$. | $X_{4}$ | $\mathrm{f}_{\text {T }}$ | $f_{A}$ | Conclusions |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | $\dot{E}\left(\mathrm{I}_{6}, 4\right)=\mathrm{f}_{15}$ Or |
|  |  | -- |  |  |  |  | $\mathrm{E}\left(\mathrm{f}_{8}, 3\right)=\mathrm{f}_{7}$ or $\mathrm{f}_{15}$ |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 | $E\left(f_{6}, 4\right) \neq f_{15}$ |
| 0 | $\bigcirc$ | 1 | 1 | 0 | 1 | 1 | $\mathrm{E}\left(\mathrm{f}_{8}, 3\right) \neq \mathrm{f}_{7}$ |

Example 5.19: Assume $M\left(f_{14}, I\right)=f_{15}$ for the cascade shown in Pigure 5.5.

Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $X_{4}$ | $\mathrm{f}_{\underline{T}}$ | $\mathrm{f}_{\text {A }}$ | Conclusions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1. | 0 | 0 | 0 | 0 | $E\left(x_{6}, 4\right) \neq f_{15}$ |
|  |  |  |  |  |  |  | $E\left(f_{8}, 3\right) \neq f_{7}$ or $f_{15}$ |
| 0 | 0 | 1 | 0 | 1 | 1 | 1 | $\Psi\left(f_{8}, 4\right) \neq f_{0}$ |
| 0 | 0 | 1. | 1 | 0 | 1 | 1 | $E\left(f_{14} ; 2\right) \neq f_{0}$ or $f_{1}$ |
| 0 | 0 | 0 | 1 | 0 | 0 | 1 | $E\left(f_{14}, I\right)=f_{15}$ or $f_{1}$ |
| 0 | 1 | 0 | 1 | 0 | 1 | 1 | $\underline{T}\left(f_{14} 5 \cdot 1\right) \neq f_{1}$ |
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Example 5.20: Assume $E\left(f_{14}, 2\right)=P_{0}$ for the cascade shown in Figure 5.5 .

Test

| $\mathrm{X}_{0}$ | $\mathrm{X}_{2}$ | $\mathrm{x}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{X}_{4}$ | $f_{\text {rI }}$ | $\mathrm{f}_{\text {A }}$ | Conclusions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | $E\left(f_{6}, 4\right) \neq f_{15}$ |
|  |  |  |  |  |  |  | $\mathrm{E}\left(\mathrm{f}_{8}, 3\right) \neq \mathrm{f}_{7}$ or $\mathrm{f}_{15}$ |
| 0 | 0 | 1 | 0 | 1 | 1 | 1 | $\underline{E}\left(f_{6}, 4\right) \neq f_{15}$ |
| 0 | 0 | 1 | 1 | 0 | 1 | 0 | $E\left(f_{14}, 2\right)=f_{0}$ or $f_{1}$ |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | $E\left(f_{14}, 2\right) \neq i_{1}$ |

Example 5.21: Assume there is no errox in the cascade shown in Figure 5.6.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & I_{T} & f_{\dot{A}} \quad \text { Conclusions }\end{array}$
0
0
0
1
0
0
0
0
0
$\mathrm{F}\left(\mathrm{f}_{6}, 5\right) \neq f_{15}$
$E\left(f_{4}\right.$, 4) $\neq f_{11}$ or $\mathrm{I}_{15}$
0
0
1
0 .
0
1
1
$1 \quad E\left(f_{6}, 5\right) \neq f_{0}$

00
1
01
01

1. $\quad \mathbb{H}\left(f_{13}, 3\right) \neq f_{2}$
$E\left(f_{14}, 2\right) \neq f_{0}$ or $f_{1}$

$\begin{array}{llllllllllll}0 & 0 & 0 & 0 & 0 & 0 & \mathbb{E}\left(f_{8}, I\right) \neq f_{1} \text { or } f_{1.5}\end{array}$
$0110 \quad 0 \quad 1 \quad 0 \quad 1 \quad 1 \quad E(f, I) \neq x_{0}$

Example 5.22: Assume $\mathbb{E}\left(f_{14}, 2\right)=f_{1}$ for the cascade show in Figure 5.6.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusions }\end{array}$
$0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad E\left(x_{6}, 5\right) \neq f_{15}$

-

Example 5.23: Assume $\mathrm{E}\left(\mathrm{f}_{6}, 5\right)=\mathrm{f}_{0}$ for the cascade shown in Figure 5.6.

## Test

$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusions }\end{array}$

$$
0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 1 \quad I \quad 0 \quad E\left(f_{6}, 5\right)=f_{0}
$$

$$
\begin{aligned}
& 0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad E\left(P_{6}, 5\right) \neq \underbrace{}_{15} \\
& E\left(f_{4}, 4\right) \neq f_{11} \text { or } f_{15}
\end{aligned}
$$

Example 5.24: Assume $E(f 8,1)=f_{7}$ for the cascade shown in Figure 5.6.

## Test

$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & X_{T} & I_{A}\end{array}$ $\begin{array}{llllllllll}0 & 0 & 1 & 0 & 0 & 0 & 0 & \left(f_{6}, 5\right) \neq f_{15}\end{array}$
$E\left(f_{4}, 4\right) \neq f_{J 工}$. $f_{15}$
$0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 1 \quad 1 \quad 1 \quad E\left(f_{6}, 5\right) \neq f_{0}$
$00010 \quad 1 \quad 0 \quad 1 \cdots\left(f_{13}, 3\right)=f_{2}$ or

$$
E\left(f_{14}, 2\right)=f_{1} \text { or }
$$

$$
E\left(f_{8} ; I\right)=f_{7} \text { or }
$$

$$
f_{15}
$$


$00000 \quad 0 \quad 1 \quad 1 \quad 0 \quad E\left(f_{14}, 2\right) \neq f_{1}$


Example 5.25: Assume there is no error in the cascade show in Figure 5.7.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & x_{A} & \text { Conclusions }\end{array}$


Example 5.26: Assume $E\left(f_{7}, 3\right)=f_{15}$ for the cascade shown in Figure 5.7.

Test.
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & r_{T} & f_{A} & \text { Conclusions }\end{array}$

| 0 | 0 | 1 | 1. | 0 | 0 | 0 | 0 | $\begin{aligned} & E\left(f_{6}, 5\right) \neq f_{15} \\ & E\left(f_{4}, 4\right) \not \dot{f}_{11} \text { or } f_{15} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | $E\left(f_{6}, 5\right) \neq f_{0}$ or $f_{9}$ |
| 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | $E\left(f_{4}, 4\right)=f_{0}$ or |
|  |  |  |  |  |  |  |  | $E\left(f_{7}, 3\right)=f_{15}$ or |
|  |  |  |  |  |  |  |  | $\mathrm{F}\left(\mathrm{f}_{14}, 2\right)=f_{0}$ |

Example 5.27: Assume $E\left(f_{6}, 5\right)=f_{9}$ for the cascade shown in Figure 5.7.

Test
$\begin{array}{lllllllll}X_{0} & X_{1} & X_{2} & X_{3} & X_{4} & X_{5} & f_{T} & f_{A} & \text { Conclusions }\end{array}$


$$
\begin{aligned}
& 0 \quad 0 \quad 1 \quad 1 \quad 0 \quad 1 \quad 1 \quad 0 \quad E\left(I_{4}, 4\right)=f_{11} \text { or } \\
& E\left(f_{6}, 5\right)=f_{9}
\end{aligned}
$$

For Examples 5.28-5.31, the cascade shown in Figure 5.8 is considered. The function for this cascade is $I_{T}=X_{5}+X_{4}\left(X_{3}\left(X_{2}+X_{1} X_{0}\right)\right.$ ) and the chosen constants are $C_{1}=1, C_{2}=0, C_{3}=0, C_{4}=1$, and $C_{5}=0$. This yields $f_{T}\left(X_{0} C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=X_{0}$.

Example 5.28: Assume there is no errox in the cascade shom in Figure 5.8.

$$
f_{A}\left(I, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=I \text { and } f_{A}\left(O_{1} C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=0
$$ imply that there is no error in the cascade.

Example 5.29: Assume $E\left(f_{13}, 3\right)=f_{0}$ for the cascade shown in Figure 5.8.
$f_{A}\left(1, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=1$ and $f_{A}\left(0, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=1$ imply there exists an $I \in I_{5}$ such that $\mathbb{E}\left(f_{p}, i\right)=f_{0}$ or $f_{15}$.

Example 5.30: Assume $E\left(f_{13}, 3\right)=f_{15}$ for the cascade shown in Figure 5.8.

$$
f_{A}\left(1, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=0 \text { and } f_{A}\left(0, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=0
$$

imply there exists an $i \because I_{5}$ such that $E\left(f_{p}, i\right)=f_{0}$ or $f_{15}$.
Exemple 5.31: Assume $E\left(f_{14}, 2\right)=f_{1}$ for the cascade shown in Figure 5.8.
$f_{A}\left(1, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=0$ and $f_{A}\left(0, C_{1}, C_{2}, C_{3}, C_{4}, C_{5}\right)=1$ imply there exists an $i \in I_{5}$ such that $E\left(f_{p}, i\right)=f_{15-p}$.


Figure 5.1. Test Example.


Figure5.2. Test Example.


Figure 5.3. Test Example.


Figure 5.4. Test Example.


Figure 5.5. Test Example.


Figure 5.6. Test Example.


Figure 5.7. Test Example.


Figure 5.8. Test Example.

### 6.1 Summary

Fault location in cellular arrays composed of twominput, one output cells is examined in this research. It is show that axrays of this type can be decomposed so that the actual problem to be solved is fault location in a single-rail cascade. A physical basis for the assumption of a maximum allowable set of possible errors is given and it is seen that each cell could have fifteen possible errors.

An algorithm is given for testing a cellular cascade. If the algorithm is followed.it is seen that three of the possible fifteen errors cannot be allowed to occur if fault location is to result.

This information is invaluable to the designer of the circuits to be used in cellular arrays. Since if he can design the circuitis using redundancy techniques such that the probability that these three errors can occur is decreased, then the testing problems for cellular arrays can be simplified. Also, once the circuits are designed this way 2.11 exrors will be locatable, thus providing moxe reliable circuits than would otherwise be possible.

If foult detection and isolation is to result; it can be easily seen that any of the fifteen errors can be detected. A neceessary and sufficient condition for the location of faults (Theorem 3.1) is given. From the proof of Theorem 3.1 one can easily deduce that any of the fifm teen possible errors can be detected. Theorem 3.2 gives a firm least upper bound on the number of tests needed to locate a fault in a cas-
cade. One notes that fault detection is a much simpler problem to solve than fault location especially if only two failure types (s-a-l and $s-a m 0$ ) axe allowed.

Chapter 4. examines classification (detection) of cascades, location of foults, and isolation of faults on restricted sets of possible errors. The Corollary to Theorem 4.l is especially interesting because it points out a method that will allow detection of s-a..0 and s-a-l faults in cellular arrays in fewer tests than any method examined by other re-searchers. Although the corollary is not written for the set of cut.point functions, it can be easily altered to apply to cutpoint amrays if certain trivial cascades are allowed. Location of faults in sub-cas. cades is considered in Theorem 4.2. Theorems 4.3 and 4.5 deal with the problem of fault location on restricted exror sets. Theorem 4.6 concems isolation of emrors when the hypotheses of theoren 4.5 are relaxed. It is shown that with the addition of a few extra tests the fanle can be isolated to within a set of cells that can be specified analytically.

A test algoritho is given; however, the given algorithm is only one of several possible algonithms. If the tester desires, a complete test schedule could be derived or the testing could be done in a serial mode. Thirty-one examples of various test procedures are worked with emphasis given to examples of the utilization of Theorems 3.1 and 3.2 and the given test algorithm.

Since cells are tested individually, the given test algorithm is the most natural because it gives a conclusion as soon as a cell has been tested.

### 6.2 Suggestions for Further Study

Five topics worthy of further consideration are evident from this research.

1. The method of Chapter 3 should be extended to n-input one-output cascades in which $X_{i, 1}{ }^{3}$ $X_{i, 2}, \ldots, X_{i, n \cdots 1}$ would take the place of $X_{i}$ in the single-rail cascades. This extension should be easy since all that needs to be done is to try all combinations of $X_{i, I}, X_{i, 2}, \ldots, X_{i, n-1}$ for $Y_{i-1}=0$ and 1.
2. Extension of single fault location procedures should be considered. Examples 5.15 and 5.16 show that some multiple faults are locatable utilizing single fault location techniques.
3. The test algorithm given in Figure 3.14 should be programed to see how fast computer testing could be.
4. Fault location in multiple-rail cascades
should be considered. In order to test a mul. tiple-rail cell one should apply the same method as used for single-rail cascades. For a $n$-rail cascade there are $\left(2^{n}\right)^{2^{n}}-1$ possible bad sequences because one would like to test alj $2^{\text {n }}$ possible n-rail combinations any of these combinations could be incorrect, and there is a possible $2^{n}$ ways for the sequence to be incor.rect.

However, sone of these sequences are equivalent; i.e., if the desixed test sequence for a two rail cascade cell $Y_{i, I}=X_{i}+Y_{i, \cdots 1,1}+$ $Y_{i-1,2}\left(Y_{i, 2}\right.$ is not bejng considered) is $Y_{i-1, I}$ $Y_{i-1,2}=00,01, \ddot{10}, 11$, then the following bad sequences give the same output $Y_{i, I}$;
$10,00,00,01$
$10,00,00,10$
$10,00,00,11$
$01,00,00,01$
$01,00,00,10$
$01 ; 00,00,11$
$11,00,00,01$
$11,00,00,10$
$11,0, \infty, 11$

All of the above sequences give the $Y_{i, 1}$ sequence. $1, X_{i}, X_{i,}$, $I$ so that they are all terminally indistinguishable wi.th respect to $Y_{i, i}$. There is an added complication; however, due to the large number of functions available in the multiple-rail cascades it is suggested that the research utilize equivalence classes.
5. In all types of cascades isolation of errors should be considered because as the complexity of cells increases the location problem may become insolvable due to notational complexities; whereas, these difficulties may not appear in fault-isolation considerations.
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