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Figure 1: FAUST dataset: Example scans of all 10 subjects (all professional models) showing the range of ages and body

shapes. A sampling of the poses shows the wide pose variation.

Abstract

New scanning technologies are increasing the impor-

tance of 3D mesh data and the need for algorithms that

can reliably align it. Surface registration is important for

building full 3D models from partial scans, creating sta-

tistical shape models, shape retrieval, and tracking. The

problem is particularly challenging for non-rigid and ar-

ticulated objects like human bodies. While the challenges

of real-world data registration are not present in exist-

ing synthetic datasets, establishing ground-truth correspon-

dences for real 3D scans is difficult. We address this with a

novel mesh registration technique that combines 3D shape

and appearance information to produce high-quality align-

ments. We define a new dataset called FAUST that contains

300 scans of 10 people in a wide range of poses together

with an evaluation methodology. To achieve accurate reg-

istration, we paint the subjects with high-frequency textures

and use an extensive validation process to ensure accurate

ground truth. We find that current shape registration meth-

ods have trouble with this real-world data. The dataset and

evaluation website are available for research purposes at

http://faust.is.tue.mpg.de.

1. Introduction

Surface registration is a fundamental problem in com-

puter vision. The identification of a set of dense or sparse

correspondences between two surfaces is a prerequisite for

common tasks like shape retrieval, registration of range

data, or identification of objects in a 3D scene. The task is

particularly challenging when the surfaces are those of ar-

ticulated and deformable objects like human bodies. While

many surface matching algorithms have been proposed, lit-

tle attention has been paid to the development of adequate

datasets and benchmarks [21]. This lack is mainly due to

the difficulty of dealing with real data.

The popular TOSCA [9] dataset contains synthetic

meshes of fixed topology with artist-defined deformations.

SHREC [7] adds a variety of artificial noise to TOSCA

meshes, but meshes and deformation models created by an

artist cannot reproduce what we find in the reality, and arti-

ficial noise is quite different from the real thing. To advance

the field, datasets and benchmarks should contain noisy, re-

alistically deforming meshes that vary in topology: these

are the data real-world applications deal with. The defini-

tion of dense ground-truth correspondences, and therefore

of a reliable evaluation metric, on such meshes is far from

trivial. In this case, common approaches like manual land-

marking are time-consuming, challenging, and error-prone

for humans – and provide only sparse correspondences.

The registration of human body scans is a challenging

problem with many applications; e.g., in tracking [14], sta-

tistical modeling [2, 11], and graphics [4]. We present a

dataset of human body scans of people of different shapes

in different poses, acquired with a high-accuracy 3D multi-

stereo system. Ground-truth correspondences are defined

http://faust.is.tue.mpg.de


by bringing each scan into alignment with a common tem-

plate mesh using a novel technique that exploits both 3D

shape and surface texture information. In many applica-

tions, shape matching has to happen based on surfaces with

no texture information; e.g., when aligning two objects with

similar shapes and very different textures. But to construct

the dataset, texture plays an important role in establishing

ground truth. To achieve full-body ground-truth correspon-

dence between meshes, we paint the subjects with a high-

frequency texture pattern and place textured markers on

key anatomical locations (see Fig. 1). We call the dataset

FAUST for Fine Alignment Using Scan Texture.

Our contribution is threefold. First, we present a novel

mesh registration technique for human meshes exploiting

both shape and appearance information. The approach

estimates scene lighting and surface albedo and uses the

albedo to construct a high-resolution textured 3D model

that is brought into registration with multi-camera image

data using a robust matching term. Our registration pro-

cess results in highly reliable alignments. Second, on the

basis of our alignments, we provide a dataset of 300 real,

high-resolution human scans with automatically computed

ground-truth correspondences. We verify the quality of the

alignments both in terms of geometry and color so that we

can ensure high accuracy. Finally, we define an evaluation

methodology and test several well-known registration algo-

rithms, revealing significant shortcomings of existing meth-

ods when used with real data. FAUST is available for re-

search purposes together with a website for evaluation and

publication of results [1].

2. Related work

The literature on surface matching is extremely rich;

see [20] for a survey. We briefly review the key themes,

with a particular focus on human body registration. Human

body shape modeling has received a great deal of attention

recently [10, 11, 12] but there is a paucity of high-quality

scan data for building and evaluating such models.

One approach starts by defining an intrinsic surface rep-

resentation that is invariant to bending. This representa-

tion is then used to embed the surfaces to be matched in

a new space, where their intrinsic geometry is preserved. In

the embedded space the matching problem reduces to rigid

alignment. Common intrinsic representations include Gen-

eralized Multi-Dimensional Scaling (GMDS) [8], Möbius

transformations [13, 15], and heat kernel maps [16]. These

approaches often provide only sparse correspondences, suf-

fer from reflective symmetries (e.g., the front of the body

is mapped to the back), and typically require watertight

meshes.

Many practical applications require fitting a common

template to noisy scans [3, 11]. Often the template is of

lower resolution. Classic approaches employ nonrigid ICP

Figure 2: Comparison between TOSCA (left) and FAUST

(right). Unrealistic deformations, plus the absence of noise

and missing data, make synthetic datasets not representative

of real-world meshes.

in conjunction with simple regularization terms favoring

surface smoothness [2, 11] or deformations that are as rigid

as possible [14]. Since nonrigid ICP is sensitive to local

optima, the registration is often initialized by identifying

(manually or automatically) a set of corresponding land-

marks on both surfaces [21]. The introduction of shape pri-

ors, by coupling the template to a learned model during the

alignment [10, 12], can increase accuracy and robustness.

These approaches rely only on 3D shape information.

Shape alone may not prevent vertices of one mesh from be-

ing positioned inconsistently (i.e., sliding) across smooth

areas of another. While many regularization methods have

been proposed, without ground truth it is unclear how well

they work at preventing this sliding.

While texture has been used for 3D model-based align-

ment of body parts like faces [6], full bodies are substan-

tially different. Their articulated structure is too complex

to represent with the cylindrical 2D parameterization in [6];

they self occlude and self shadow; they are too extended to

assume a simple lighting model; the size of the body typi-

cally means lower-resolution texture as compared with face

scans. We are aware of no full-body 3D mesh alignment

method that uses texture.

Despite the rich literature on surface matching tech-

niques, the availability of datasets for evaluation is limited.

The CAESAR dataset [17] contains several thousand laser

scans of bodies with texture information and hand-placed

landmarks. It is widely used for alignment – though the

only ground truth is for sparse landmarks. CAESAR con-

tains 3 poses but all published work appears to register only

the standing “A” pose. Hasler et al. [11] provide a dataset

of more than 500 laser scans of 114 different subjects, each



captured in a subset of 34 poses. Each scan has been fitted

to a template, and these alignments are publicly available.

Unfortunately the quality of the alignments is not quanti-

fied, so they cannot be considered ground truth.

TOSCA [9] is a synthetic dataset that is widely used for

evaluation of mesh registration methods. It provides 80 ar-

tificially created meshes of animals and people (with 3 sub-

jects in a dozen different poses each). Meshes in the same

class share the same topology, so ground-truth correspon-

dences are immediately defined. The meshes and the de-

formations however are unrealistic and there is no noise or

missing data. Figure 2 illustrates some differences between

TOSCA bodies and real bodies in FAUST.

The SCAPE dataset [4] contains 71 registered meshes of

a single subject in different poses. Since the meshes are

reconstructed from real data, they are more realistic (e.g.,

they do not have exactly the same local shape features). The

meshes were registered using only geometric information

which, as we will show, is unreliable. Hence it is unclear

how accurate the deformations in this dataset are.

3. Appearance-based registration

We adapt the coregistration framework of [12], which

simultaneously builds a model of the object and its defor-

mations while registering the scans using the model. This

approach does not leverage texture information; we add this

and introduce a number of other improvements.

3.1. Technique overview

We register a corpus of scans of multiple subjects in mul-

tiple poses by aligning a triangulated template mesh T ∗ to

each scan. In our model-based approach, the deformations

that fit T ∗ to a scan are regularized towards a deformable,

statistical human body model. The registration is performed

in two steps: first, we roughly register each scan and learn

the parameters of our body model; then, we refine our align-

ments by introducing a novel appearance-based error term.

The common template T ∗ is segmented into 31 parts,

connected in a kinematic tree structure. Following [12], our

body model parameterizes the deformations that fit T ∗ to a

given scan into a set of pose parameters θ and a set of shape

parameters D: θ collects the relative rotations between

neighboring parts, while D defines subject-specific defor-

mations corresponding to the person’s body shape. During

alignment, T ∗ is first unstitched into disconnected triangles

T ∗

f ; each triangle is then fit according to a sequence of pose-

and shape-dependent deformations:

Tf = Bf (θ)DfQf (θ)T
∗

f (1)

where Bf (θ) ≡
∑

i wfiR
i(θ) is a linear blend of rigid ro-

tations Ri(θ) of body parts i, and Df and Qf (θ) account

for deformations dependent on the subject identity and on

the pose, respectively. After deformation, the disconnected

triangles are stitched into a watertight mesh, T , by solving

for vertex positions via least-squares (cf. [3]). While in [12]

the blending weights wfi are fixed, we optimize them to-

gether with D and Q.

Given a corpus {Sk} of scans of different people, p, we
compute a preliminary alignment for each scan and simulta-
neously learn a preliminary model of shape-dependent and
pose-dependent deformations by minimizing the following
shape-based error function Eshape:

Eshape({T
k}, {θk}, {Bk}, {Dp}, Q; {Sk}) =

∑

scans k

[ES(T
k;Sk) + λC(EC(T

k
,θ

k
, D

pk , Q) + λθEθ(θ
k))]

+ λC [λQEQ(Q) + λD

∑

subjects p

ED(Dp)] (2)

where ES is a data term evaluating the 3D distance between

scan and template, EQ is a regularization term damping the

pose-dependent deformations, ED a smoothness term for

the shape space, EC a regularization term coupling the tem-

plate to the model, Eθ a pose prior, and λC , λθ, λD, λQ are

weights for the different terms (see [12] for details).

In (2) nothing, apart from the coupling term EC , pre-

vents the template from sliding along the scan surface where

no high-frequency shape information is available; in flat

areas, detailed deformations are determined only by the

model. In [12], they address this with a landmark-based

error term. However, it is not clear how to precisely land-

mark smooth areas – exactly the places where landmarks

are needed. Our solution uses dense texture information.

3.2. Appearance error term

Optimizing (2) provides us with initial alignments {T k}
of all the scans in a corpus. These alignments are sufficient

to build an initial subject-specific appearance model. To

that end, we assume that the albedo of a subject is consistent

across scans [5] – as is their shape Dp. Our key idea is to

create a per-subject albedo model Up, refining each align-

ment so that the estimated appearance model matches the

observed scan appearance. As we do for pose and shape,

we learn an appearance model and (re)align a template to

each scan simultaneously.

Synchronized with each 3D scan, Sk, are 22 color cam-

eras, capturing images of the body, Ikj , from different views

j (see [1] for example camera views). Since the calibration

parameters, ckj , of each camera are known, we can project

any 3D surface point x onto a 2D point πk
j (x) in the im-

age plane of camera j; Ikj [π
k
j (x)] returns x’s color if x is

visible in Ikj .

We preprocess the original images to discriminate be-

tween albedo and irradiance. We assume the illumination

can be captured by a Spherical Harmonics (SH) model [18].



Figure 3: Light and shading (middle) and albedo (right) es-

timation in one camera image (left).

Since human bodies are extended and articulated, it is crit-

ical to model self-casting shadows. We work on each RGB

channel independently. For each channel, we represent

the light as a 9-dimensional vector lSH (i.e. a 3rd order

projection on the SH basis). We assume Lambertian re-

flectance, and introduce a shadowed diffuse transfer as a

9-dimensional vector, τ , depending only on scan geometry

(see [18]). Given a generic scan surface point x, its color ix
and its albedo ax are related as:

ix = (τx · lSH)ax.

We estimate lSH by minimizing El(lSH ; {Sk}) =

∑

scans k

∑

cams j

∑

vertsh

V (ckj ,v
k
h)(I

k
j [π

k
j (v

k
h)]− (τvk

h
· lSH)iavg)

2

where iavg is the average color over the vertices of all the

scans and V (ckj ,v
k
h) is a visibility function returning 1 if

vk
h is visible from a camera with parameters ckj , 0 other-

wise. Given lSH , we calculate the irradiance at vertex vk
h

as (τvk
h
· lSH); at a generic scan surface point x this is given

by interpolating between vertices belonging to the same tri-

angle. An albedo image Ak
j is then computed, for any pixel

y with corresponding surface point x such that y = πk
j (x),

as Ak
j [y] = Ikj [y]/(τx · lSH). See Fig. 3.

Given the albedo images for each scan, we seek a per-
subject albedo model represented as a UV map Up that
is consistent with all scans of that particular subject (see
Fig. 4). For any template surface point x, we denote by
uv(x) its mapping from 3D to UV space and by uv′(y) its
inverse, from the UV map to the surface. We initialize Up

by averaging over the set of maps {Upk} corresponding to
subject p; Upk is obtained from alignment T k as Upk [y] =

∑

cams j V (ckj , uv
′(y))Ak

j [π
k
j (uv

′(y))]max(ζck
j
· nuv′(y), 0)

∑

cams j V (ckj , uv
′(y))max(ζck

j
· nuv′(y), 0)

(3)

where nuv′(y) is the surface normal at uv′(y) and ζck
j

de-

notes the ray from uv′(y) to ckj ’s center.

Per-subject maps are usually noisy and incomplete, since
no single pose can provide full-body coverage. Our ap-
proach integrates information over multiple per-subject
poses, refining each alignment and simultaneously learning
an appearance model Up. We therefore define a data term
EU , penalizing appearance errors, and a regularization term
ECU

, penalizing difference from the learned model. Our
data term compares real albedo images against a set of syn-
thetic ones rendered from the model. An alignment T k, in
conjunction with a UV map and a set of camera calibration
parameters ckj , renders a synthetic image Āk

j . For simplic-

ity, we do not model image background. Let F k
j (T

k) be the

intersection between the foreground masks of Ak
j and Āk

j ;

the residual image Gk
j evaluates the discrepancy between

Ak
j and Āk

j ; Gk
j [y] =

{

(Γσ1,σ2
(Ak

j )[y]− Γσ1,σ2
(Āk

j )[y])
2 if y ∈ F k

j (T
k)

0 otherwise
(4)

where Γσ1,σ2
defines a Ratio of Gaussians (RoG) with

parameters σ1 and σ2. RoG filtering is a form of di-

visive contrast normalization, invariant to homogeneous

light modification; in our multi-camera environment, it

provides robustness against differences in color calibra-

tion or brightness. Summing over multiple residual im-

ages and over the RGB channels, we obtain the error term

EU (T
k, Up; {ckj , A

k
j }) =

∑

channels

∑

cams j

∑

pixelsy

Gk
j [y]. (5)

The coupling term ECU
enforces consistency across per-

subject maps, penalizing deviations from the current model:

ECU
(T k, Up) =

∑

pixelsy

(Upk [y]− Up[y])2. (6)

Combining (5) and (6) with the 3D shape term already
defined in (2), we obtain our global objective – that regis-
ters a corpus of scans to a common template and, simulta-
neously, learns a model of shape, pose and appearance:

E({T k}, {θk}, {Bk}, {Dp},{Up}, Q; {Sk
, c

k
j , A

k
j }) =

Eshape +
∑

scans k

[λUEU (T
k
, U

p; {ckj , A
k
j })+

λCU
ECU

(T k
, U

p)] (7)

where λU and λCU
are weights for the appearance data and

coupling term, respectively.

Figure 5 illustrates the benefits of the appearance error

term. Texture information adjusts vertex placement mostly

in smooth 3D areas (like the stomach and back), comple-

menting the partial or ambiguous information provided by

the shape. Using a learned appearance model improves

intra-subject correspondences between scans, resulting in

sharper estimated albedo texture.



Figure 4: Overview. Our registration method proceeds in two steps. 1) a common template is roughly aligned to each scan,

using only shape information. The resulting alignments are used to build a subject-specific appearance model. 2) alignments

are refined, being brought into registration with a set of pre-processed multi-camera images using a robust matching term.

3.3. Optimization

Objectives (2) and (7) are nonlinear and exhibit a high-

dimensional space of solutions; we optimize them in an al-

ternating fashion. For the first phase, our approach is simi-

lar to that proposed in [12]. We consider two separate sub-

problems, optimizing for {T k} and {θk} first, and then for

{Dp} and Q. In our technique, linearly blended rotations

{Bk} are optimized together with {Dp} and Q.

The second phase adopts a similar approach. After ob-

taining a set of initial alignments {T k}, we keep fixed all

the parameters but {Up} and obtain a set of subject-specific

appearance models. We then refine each alignment T k by

minimizing (5), for each scan separately. A single align-

ment, optimizing simultaneously over 22 images (of size

612 × 512 each, see Sec. 4.1 for details), took less than 5
minutes on a desktop machine equipped with a Quad-core

Intel processor and 64GB RAM. A coarse-to-fine approach,

in which the variance of both Gaussians in (4) becomes pro-

gressively narrower, leads to more accurate alignments. In

our experiments, we ran two iterations; σ1 and σ2 ranged

from 4 to 2 and from 8 to 4, respectively. The ratio between

λC and λU turned out to be a crucial parameter; we set it

equal to 25 in the first iteration, and to 15 in the second one.

We observed good intra-subject consistency without the

use of any landmarks, by relying on a strong pose prior term

Eθ . However, this did not provide fully satisfactory inter-

subject correspondence. In the absence of any constraint,

D can induce different deformations in different subjects.

We therefore introduced a weak landmark error term in the

first phase, decreasing its weight progressively over several

iterations. No landmarks were used in the second phase.

Figure 5: Example comparison between results obtained

with and without appearance error minimization. Appear-

ance information prevents sliding effects in smooth areas,

providing sharper estimated albedo texture.

4. Building the FAUST dataset

4.1. Acquisition of scans

Our acquisition system is a full-body 3D stereo capture

system (3dMD, Atlanta, GA). It is composed by 22 scan-

ning units; each unit contains a pair of stereo cameras for

3D shape computation, one or two speckle projectors, and

a single 5MP RGB camera. For efficiency purposes, we

downsampled the RGB images to 612 × 512 pixels. A set



Figure 6: Colored patterns applied to subjects’ skin.

of 20 flash units illuminate the subject during capture, ren-

dering a fairly diffuse light environment; the delay between

speckle pattern projection and texture acquisition is 2ms.

The dataset includes 300 triangulated, non-watertight

meshes of 10 different subjects (5 male and 5 female), each

scanned in 30 different poses. The average mesh resolution

is 172000 vertices. The subjects are all professional models

who have consented to have their data distributed for re-

search purposes; their age ranges from a minimum of 18 to

a maximum of 70. During the scan sessions they all wore

identical, minimal clothing: tight fitting swimwear bottoms

for men and women and a sports bra top for women.

We provide a training set collecting 10 ground-truth

alignments for each subject. All the alignments are wa-

tertight meshes with identical topology (with resolution of

6890 vertices). We withhold the alignments for the scans in

the test set.

4.2. High­frequency textured bodies

It is impossible, for both an algorithm and a human,

to define dense ground-truth correspondences on a naked

body’s skin. Large uniformly-colored areas are uninforma-

tive, making the problem ill-posed. Note that unlike high-

resolution face scans, we do not have sufficient resolution

to see pores.

In order to provide high-frequency information across

the whole body surface, we painted the skin of each sub-

ject. We applied body makeup of two different colors (red

and blue) by using two woodcut stamps with different pat-

terns (see Fig. 6). Each stamp has a surface of 45 × 45mm

and pattern details up to 2mm in width.

This painting provides reliable dense intra-subject cor-

respondences. Between different subjects, we define only

a set of sparse correspondences. Indeed, neither the natu-

ral texture of different people, nor our painted texture, can

be matched across subjects. And in general, a correspon-

dence across different body shapes may not be well defined

- while key anatomical regions clearly can be matched, there

are large non-rigid regions for which this is less clear. To

address this we took an approach that is common in the

anthropometry and motion capture communities of identi-

Figure 7: Sliding analysis using optical flow. We compute

the optical flow between real images (first column) and syn-

thetic ones (second column). Vertices mapped to pixels with

high flow magnitude are deemed misaligned.

fying key landmarks on the body, and we used these for

sparse correspondence. We drew a set of 17 easily identi-

fiable landmarks on specific body points where bones are

palpable; each landmark corresponds to a half-filled circle,

with a diameter of approximately 2.5cm.

4.3. Ground­truth scan­to­scan correspondences

Our alignments implicitly define a set of scan-to-scan

correspondences – dense if both scans are of the same sub-

ject, sparse otherwise. Some correspondences are less reli-

able than others, since scans are noisy and incomplete and

our alignments are the result of an optimization process. To

ensure that we have “ground truth”, we identify vertices that

are not aligned to an accuracy of 2mm using two techniques.

1: Scan-to-scan distance. Since all scans are in align-

ment with a common template, we can compute the scan-

to-scan correspondence between two scans, Sj and Sk, as

follows. For any vertex v
j
h on Sj , find the closest point

on the surface of the aligned template mesh, T j . Call this

point T j(vj
h). If the distance between v

j
h and T j(vj

h) is

greater than a threshold, tshape, we say that we are not able

to provide any correspondence for v
j
h. Otherwise, we can

uniquely identify T j(vj
h) by a face index and a triplet of

barycentric coordinates. Since T j and T k share the same

topology, the same face and barycentric coordinates iden-

tify a point T k(vj
h) on T k. Given this point, we find the

closest point, Sk(vj
h), on the surface of scan Sk. Note our

emphasis that this does not compute point-to-point corre-

spondence but point-to-surface (mesh) correspondence.

If the distance between T k(vj
h) and Sk(vj

h) is larger than

tshape, then we say that the vertex v
j
h on Sj does not have

a corresponding point on Sk. We take tshape = 2mm.

2: Sliding. Even scan vertices that are “near enough”

to the alignment’s surface can still suffer from sliding. This

point is ignored in most matching techniques, that simply

rely on some surface distance metric for assessing corre-

spondences. We quantitatively assess this sliding in image

space by measuring the optical flow between the synthetic

images Āk
j rendered by our final model and the real albedo

images Ak
j . This is illustrated in Fig. 7.

We compute the optical flow between real and rendered



images using Classic+NL [19] with the default settings.

This does quite well with homogeneous differences in light-

ing between the images. For any vertex vk
h that is suffi-

ciently visible (i.e. nvk
h
· ζck

j
> tvis, where tvis = 0.7),

we evaluate the flow magnitude at the image pixel πk
j (v

k
h).

We set a threshold tapp to 1 pixel. We adopt a conservative

approach: vertices mapped to pixels with flow magnitude

higher than tapp in at least one image are considered un-

matched. In the 612× 512 images we consider, this thresh-

old corresponds to at most 2mm on the scan surface.

The two tests ensure that the accuracy of alignments is

within 2mm. This excludes 20% of all scan vertices; note

that the test 1 alone excludes 10%.

Inter-subject, sparse ground-truth correspondences are

obtained from landmarks manually drawn on subjects’ skin

(see Sec. 4.2). We easily detect the position of each land-

mark in camera images, and back project identified 2D

points to scan surface points. For completeness, we eval-

uated also the accuracy of these landmark correspondences

on our alignments. The average error for the inter-subject

correspondences defined by our alignments, computed over

all the landmarks, was 3mm.

4.4. FAUST Benchmark definition

The FAUST benchmark evaluates surface matching algo-

rithms on real scans, on the basis of the ground-truth corre-

spondences defined by the alignments described above. The

website is available at http://faust.is.tue.mpg.

de. It includes information about data, the file formats and

the evaluation metric.

FAUST is split into a training and a test sets. The train-

ing set includes 100 scans (10 per subject) with their corre-

sponding alignments; the test set includes 200 scans. The

FAUST benchmark defines 100 preselected scan pairs, par-

titioned into two classes – 60 requiring intra-subject match-

ing, 40 requiring inter-subject matching. For each scan pair,

(Sj , Sk), the user must submit a 3D point on the surface of

Sk for every vertex on Sj . If the matching point is not a

surface point of Sk, we compute the closest point on the

surface and use this.

We compute the Euclidean distance between the esti-

mated point and the ground truth. Benchmarking is per-

formed on each class (inter and intra) separately. For each

class, we report average error over all correspondences and

the maximal error.

5. Experimental evaluation

We evaluate the performance of different state-of-the-

art registration methods on FAUST, partitioning them into

model-free and model-based methods.

5.1. Model­free registration

We test three embedding techniques, focusing on meth-

ods with publicly available code: Generalized Multi-

Dimensional Scaling (GMDS) [8], Möbius voting [15] and

Blended Intrinsic Maps (BIM) [13]. The first method

achieves good results on TOSCA, while the last two per-

form well on both TOSCA and SCAPE [13, 15].

The three algorithms require watertight meshes as input.

Technically none of these methods can be evaluated on the

FAUST benchmark, but to get a sense of how FAUST com-

pares in complexity to TOSCA and SCAPE we convert our

original scans to watertight meshes via Poisson reconstruc-

tion, keeping them at a fairly high resolution.

The algorithms returned as output a set of sparse (GMDS

and Möbius voting) or dense (BIM) correspondences. We

compute the Euclidean distance between the returned cor-

respondences and the ground truth; to compare our results

with those reported in [13], we computed also a normal-

ized sum of geodesic distances. We used only the intra-

subject test set; the inter-subject test was not used because

it requires correspondences of specific points on the scan,

which are not provided by the sparse algorithms. Möbius

voting and BIM did not return any result for 6 and 15 pairs

of scans, respectively. While this violates our benchmark,

we report errors for the successful scans to get a sense of

how FAUST compares in difficulty to previous datasets. We

were not able to run GMDS at all because the method does

not handle meshes with more than 4000 vertices.

Möbius voting and BIM achieved an average error of

283mm and 120mm, respectively; the maximum errors

were 1770mm and 1698mm. For geodesic error, Möbius

voting and BIM had error lower than 0.05 units for 38% and

of 64% of the correspondences, respectively. For a rough

comparison, on 71 mesh pairs from SCAPE, [13] reports

the same error threshold for 45% and 70% of the correspon-

dences; on 80 mesh pairs from TOSCA, the same error is

reported for 60% and 85% of the correspondences.

We identify four principal challenges for these algo-

rithms: missing data, differing mesh topologies between

scans, high resolution, and self contact. The algorithms re-

turn correspondence with high error even for similar poses

when meshes have missing parts (e.g. truncated hands or

feet) or self contact. Pose variance had in general minor

(although not negligible) impact (see Fig. 8).

This evaluation points to one key benefit of FAUST – to

evaluate on the dataset, methods will need to be much more

robust to real scan data. This should drive the field in a

useful direction.

5.2. Model­based registration

We are aware of no publicly available code for model-

based registration so we removed the texture-based compo-

nent of our method resulting in a method similar to [12].

http://faust.is.tue.mpg.de
http://faust.is.tue.mpg.de


Figure 8: BIM algorithm [13] evaluated on two pairs of

FAUST meshes made watertight. Correspondences ren-

dered with identical color. BIM handles pose variation (left

pair), but fails to match similar meshes with self contact

(right pair).

We also used no landmarks during the alignment process.

On the full FAUST test set, the intra-subject error aver-

aged 7mm; the maximal error was 926mm. When matching

different subjects, the average error was 11mm, while the

maximal error was 74mm. This is interesting because it

quantifies the error one can expect due to sliding of surface

points during mesh registration.

6. Conclusion

We presented FAUST, a dataset for evaluation of 3D

mesh registration techniques, and a new benchmarking

methodology. The 300 human scans in FAUST represent

the first set of high-resolution, real human meshes with

ground-truth correspondences. We show that registration

of real data is substantially more difficult than existing syn-

thetic datasets.

We define ground-truth scan-to-scan correspondences by

introducing a novel technique, that registers a corpus of

scans to a common template by exploiting both shape and

appearance information. With heavily textured subjects,

the FAUST scan-to-scan correspondences are accurate to

within 2mm. In addition to its value for benchmarking, the

FAUST training set, with high-quality alignments, can be

used for learning non-rigid shape models.

FAUST is freely available to the research community.
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