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FBMC System: An Insight into Doubly Dispersive
Channel Impact

Lei Zhang, Pei Xiao, Adnan Zafar, Atta ul Quddus and RahinaZali

Abstract—It has been claimed that the filter bank multicarrier by either imperfect prototype filter or dispersive chanrie&t
(FBMC) systems suffer from negligible performance loss cased can not be eliminated completely by low-complexity channel
by moderate dispersive channels in the absence of guard tingo-  oq3lization. For the imperfect prototype filter inducetbin
tection between symbols. However, a theoretical and systetic f th th in 12 d vtical exi
explanation/analysis for the statement is missing in the térature erence, the au. 0r§ n [ ] P“?Pose, an analytica exrm_»ss
to date. In this paper, based on One_tap minimum mean square Of the OVera” dIStOI’tIOI’l Imon—dISperSIVEhannels by COI’]SId-
error (MMSE) and zero-forcing (ZF) channel equalizations, the ering a finite-length discontinuous prototype filter. Hoagv
impact of doubly dispersive channel on the performance of jt has been reported that a well designed prototype filten wit

FBMC systems is analyzed in terms of mean square error (MSE) ,oderate length (e.g. overlapping factlir = 4 ~ 6) incurs
of received symbols. Based on this analytical framework, we . .
negligible self-interference]1], [6].

prove that the circular convolution property between symbds and - L . .
the corresponding channel coefficients in the frequency doain There have been some investigations in the literature on

holds loosely with a set of inaccuracies. To facilitate angbis, the dispersive channel induced interference in the form of
we first model the FBMC system in a vector/matrix form and |CI and/or ISI for FBMC systems. However, most works
derive the estimated symbols as a sum of desired signal, neis 5csed only on simulation-based evaluations and perfocea
inter-symbol interference (ISI), inter-carrier interfer ence (ICl), . 61 1131 1141, | dditi f
inter-block interference (IBI) and estimation bias in the MMSE Cor_nparlsons., e.g. [ ]',[ 1, [14]. In addition, a few papgrs
equalizer. Those terms are derived one-by-one and expressas ~Claimed that in comparison to OFDM, the FBMC system W'Fh
a function of channel parameters. The numerical results regal well localized prototype filter in time and frequency domain
that in harsh channel conditions, e.g., with large Doppler pread  guarantees immunity to dispersive channels [15]; as atresul
or channel delay spread, the FBMC system performance may be {he |ow-complexity one-tap frequency domain equalizaton
severely deteriorated and error floor will occur. _ applicable to FBMC systems for moderate dispersive channel
~ Index Terms—FBMC, IBI, ICI, ISI, one-tap channel equaliza- in the absence of guard time between FBMC symbols [15].
tion, circular convolution, dispersive/distortion channel However, there is no theoretical analysis to prove why the
circular convolution property holds true in non-CP based
. INTRODUCTION FBMC systems as in the CP-OFDM systems. In addition,
interface candidate solution for thetnel 1S unclear how much performance loss will be anticipated

As a promising air- . . : . i
generation wireless communications, filter bank multiearr when the circular convolution property is not strictly fléd
in various channel conditions.

(FBMC) has drawn significant attention by both academld Few works in the literature focused on the advanced channel

and industry in the last few years [1], [2], [3], [4]. [5] lizati h q he ICl in highlv f
Apart from its main advantage of significantly reduced ofat-0°9U2 |_zat|0n approaches to reduce the In highly Treqyen
Eflectlve channels. Authors in [16] proposed a two stage

band emission in comparison to the widely used orthogonsa S ;
frequency division multiplexing (OFDM) system [1], [2]’0rdered successive interference cancelation (OSIC) igebn

[6]; another major benefit is ease in the implementation EH“? first stage consists of using the OSIC technique to peovid

multi-user (MU) access in the uplink transmission since ! initial estimation of the transmitted symbols. In thecset

strict synchronization requirements for OFDM systems ¢ age, the rqugh !n|t|al est|mgt|on IS gsed to remove IClthed
be relaxed in FBMC systems [7], [8]. In addition, it has SIC technique is then applied again. In addition, the agtho

been reported in [9] that FBMC system is more robust { [17] proposed frequency sampling-based (FS) equalizer

carrier frequency offset (CFO) [10], which is critical fdri$ esign techniques for MIMO (multiple-input-multiple-qut)

waveform when employed in high mobility environments anﬁBMC systems. It was ShOW_” that 5|gn|f|(_:ant gain can be
multi-cell cooperation scenarios [7], [11]. achieved at a cost of slightly higher complexity. The aushior

- - - - 18] have analyzed the effect of multi-tap subcarrier eizaal
Unlike the widely used CP (cyclic-prefix) based OFDI\/{.
system, where the effect of frequency selective channels ipn on error performance of precoded MIMO-FBMC systems

be removed with low complexity one-tap channel equalizatiotr"’msrnlttlng through highly frequency se_lect|ve c_hanfﬂabw
rqsults suggest that subcarrier equalizers with more than

The FBMC system, however, may encounter inter-symbﬁ1 A d t bri ticeable i tin th
interference (ISI) and inter-carrier interference (ICHused ree taps do not bring any noticeable improvement in the
system performance. In another study, the authors in [19]

Copyright (c) 2015 IEEE. Personal use of this material isnited. How- €valuated the performance of precoding and receiver pro-
ever, permission to use this material for any other purpasest be obtained
from the IEEE by sending a request to pubs-permissions@iepeThe lindeed, the analytical and simulation results in Sectionhus that this
authors are with the Institute for Communication Systen@Sjl University type of interference contributes less than to -40 dB meanarscerror (MSE)
of Surrey, Guildford, GU2 7XH, UK (Email: lei.zhang@surragy.uk). in total.



cessing techniques for multiple access MIMO-FBMC system. channel coefficients is a valid assumption for the FBMC
Results show that for the uplink transmission, forward lerro  system in moderate dispersive channel without CP inser-
correction is required in addition to receiver processing t  tion. This explains why one-tap equalization is sufficient
obtain satisfactory performance. With channel state ahd al for FBMC in moderate dispersive channels.

users information available, the downlink produces bditer « In this paper, we focus our analysis on SISO (single-
error rates comparatively. In addition, both linear and-non  input-single-output) system, However, it can be readily
linear transceiver processing approaches for MIMO-FMBC extended to MIMO system. In addition, the developed
systems were considered in [20] to evaluate the performaince ~ mathematic framework serves as a basis for different
FMBC in terms of bit error rate (BER). It was shown that the  types of performance analysis. In the numerical examples,

linear processing technique cannot offer adequate pediocm we adopt two sets of the most representative channels:
improvement while the non-linear processing can elimitiate 3GPP (3rd Generation Partnership Project) LTE (long
error floor effectively. term evolution) channels and IEEE (Institute of Electrical
The aforementioned studies focused on advanced equal- and Electronics Engineers) 802.11 channels. However,
ization algorithms to eliminate IClI by using simpli- the analysis is generic and broadly applicable to different

fied/approxmiated models and by partially considering time channel models.

domain distortion caused by the channel. However, an analyt \gtations Vectors and matrices are denoted by lowercase
ical system model to analyze the impactdufubly dispersive .4 uppercase bold letters, afdi?, {-}7,{-}* stand for
channel is unavailable to date. In addition, it is still areOp e Hermitian conjugate, transpose and conjugate oparatio

question as to how much performance penalty will occur fspectively.£{A} denotes the expectation operation Af
the presence of dispersive channel with specific quantized dpe ;s R{Al and S{A} to denote taking the real and

persions (€.g. Doppler spread or delay spread), and in What fnaginary part of the scalarivariable/matrik. ||A|| refers
uha'uon /mulp—tdap cgannfl equahz?tlon is rert]quwed to r;nmk:n to the Frobenius norm of matrbA. I,,.,. refers tom
the ICI/ISI induced performance loss. Furthermore, thelolo gimension identity matrix and for some cases the subscilpt w

based FBMC system (i.e. several consecutive symbols b&logg gropped for simplification whenever no ambiguity arises.
to a block are correlated to each other) is different from . Means anm x n matrix with all its element being

the symbol-based OFDM system, the inter-block interfeeenngTT{A} denotes taking the trace of matrik. We usex

(IBl) is another source of interference which should be takes 5 jinear convolution operation of two vectors/matridas.
into co_nS|dera_t|on in multipath channel envwonmgnt.s when addition, We use[-} and {-} over a symbol to refer to the
guard interval is available between FBMC transmissionks0c (o3| and imaginary branches related scalars/vectors/icas,
In this paper, we establish a theoretical framework f%spectively.
FBMC systems by taking into account both frequency and
time domain channel dispersions. For our analysis, we first
represent the FBMC system model in a vector/matrix form, 1. BACKGROUND
all types of interference (IBI, I1SI and ICI), noise and dedir
signal estimation bias are derived for two most repres’w&tatA' FBMC/OQAM System
linear channel equalization algorithms: zero-forcing XaRd Without loss of generality, we assume that the transmitting
MMSE. We then prove that the circular convolution propdata is modulated to QAM (quadrature amplitude modulation)
erty between modulated symbols and corresponding chansyginbols. To satisfy the orthogonality requirements, th&/1EB
coefficients in frequency domain can be satisfied in FBM&ystem has to transmit a real symbol every half symbol dura-
systems with minor inaccuracies. The MSE of received symhwn, resulting in the so-called FBMC/OQAM (offset QAM)
is derived accordingly. The contributions of this paper agy/stem [21]. Alternatively, it could be implemented by shij
summarized as follows: the prototype filter while extending the real and imaginary
« We derive an analytical expression of the FBMC systeparts of the symbol into the whole symbol duration [15],
signal model in a matrix form, in terms of IBI, ISI and[22], which is equivalent to the traditional FBMC/OQAM
ICI, noise and desired signal estimation bias as presenigtplementation. One advantage of this alternative is that i
in Section Ill. MSE due to each term is derived individcan avoid the staggered processing of mapping the complex
ually in Section IV, and those expressions are given &AM symbols into OQAM symbols [21]. However, the real
functions of channel parameters such as Doppler sprezrt imaginary branch should be processed independently, as
and delay spread. Our analysis clearly and quantitativedgpicted in Fig. 1. In this paper, we will use this alternativ
shows how the channel dispersion degrades systerimigplementation for our analysis. The baseband discreteakig
performance. This analytical framework provides a usefat i-th sample ofm-th FBMC symbol at the output of a
guideline for optimal system design by minimizing the tosynthesis filterbank is expressed by [15]
tal interference caused by dispersive channels. The work
. o N
also explains when and why the FBMC system is immune wi[m] = Lf]‘[m] . Z g iRnfIm) s2eai
to dispersive channels and how much performance loss ™" VN7 —m
will be incurred by a specific channel. N
o We provi.de a mqthemgtical proof to show that the circular T Lgi,N/g[m] N Z dm,newe% 1)
convolution relationship between modulated symbols and VN 0



wherem, n and N are the time index for the FBMC symbol,with its k-th sub-vectorg, (for k = 0,1,--- , K — 1) being
the index of subcarrier and the total number of subcarriedsfined as

in each FBMC symbol, respectively,,, , and a,, , are the
real and imaginary part of the input QAM symbao}, ,,, i.e.
A, = Amon + Jamn- Gilm] = glmN + 4] and g;_n/a2[m] = The prototype filter will be linearly convolved with the
glmN + i — N/2] are the prototype filters of the real andsignals in the transmitter and receiver. In order to sirgplif
imaginary branches, respectively, which will be introdlice the derivation, we replace linear convolution operatiogys b
Section 1I-C in detail. From Eqg. (1) we can see that rathen thanatrices multiplications and define a diagonal matdy =
offsetting the QAM symbols, this model shifts the prototypgliag g, ) for k = 0,1, - - - , K —1. Then the convolution matrix

8k = [Gkn, GkN+1, » Genan—1] € RPY (5)

filter instead. C € CE+M-1)NXMN phacomes
Go 0 0 0
B. Doubly dispersive Channel Model Gy Go 0 0
We consider tap-delay-line based channel model that has ; Gy Go 0
L taps with itsi-th tap power being?, which keeps constant ~ e : G 0
during the transmission of the whadiBMC block Each block C= K-l ~ ' _1 - (6)
containsM FBMC symbols and we assume that the channel 0 Ggr_1 o C_:o
is static in oneFBMC symbol durationthen the channel for 0 0 Gg_1 - G,
the m-th FBMC symbol can be expressed in a vector form as . ) .
hm = [hm,Oa hm,la ) hm,L—l]T (_) 0 0 o GK71
= [P0Zm,0s P1Zm.1," " " ,polzmyL,l]T (2) Note that FBMC system consists of two independent

branches as shown by Eq. (1) and Fig. 1, where the imaginary

whereh,, ; = pizm,; is thel-th tap in the time domain channelpranch prototype filter can be expressed as a shift of the real
impulse response, and the complex random variaflewith  pranch as

complex Gaussian distribution &\ (0,1) is a small-scale _ o _ o )
multipath fading factor of thd-th tap of the channel. We g =[80,81, " ,8Kxk-1] = [Jo, G1, "+ , G N-1]
assume,, ;1 is independent of,,, ;2 for i1 # (2. To show the = [9n/2,IN/241> " IKN-1,00,91, "+, Gny2—1) (7)

time domain channel dispersion, thé¢h tap multipath fading Followi h hod for th b h to desi
factor at thei-th sample of of then-th FBMC symbols can —ollowing the same method as for the real branch to design

be expressed by [23], [24]: Gy = diaggx] with g = [grn, Gren1s o
-, grN+N—1]. The convolution matrixC for imaginary
Zit = Am—iZmi + €m—iy (3) branch can be defined with the same structureCam Eq.
(6) with G, replaced byGy.
(3) is also called Jake’s model whekg,—; = Jo[27fp(m — Let us define the autocorrelation and cross-correlation ma-

i)AT] is the temporal correlation factor [23], [24]7, is trices of C andC as
the zero-order Bessel function of first kingp and AT = _, _ = = o =
refer to the Doppler spread and the FBMC symbol duratiorP =C"C, D=C"C, D=C"C, D=C"C (8

respectively, an@,,,_; denotes the channel mismatch Vectal here the matrice®. D ]:3 andD have dimensio/ N x
. . 2 1 1
with each element being modeled @s/(0,1 — X7, _;) [23], M N. The four matrices can be split infte/ row andM col-

[24]. Note that fp is a parameter to measure the channgl. sub-matrices (in totgl/[Q sub-matrices) with dimension

dispersion in time domain, largéi, leads to a smallek,, ; . o= = = = :
and the channel between two consecutive symbols are mﬁe>< N, respectively, WithD y, i, Doy, i, Dn; andDyy, ; being

€ m-th row andi-th column sub-matrices.

uncorrelated.
On the other hand, the channel frequency domain dispersion
(i.e. Doppler spread) can be measured by root mean square

_ L=1 99 2
(RMS) delay sprLeid 261?31\45 B \/Zl:(’ P prot =75, The block diagram for both transmitter and receiver of the
where prot f_lz:lzo Pi .'S the total power of the channel,ggyc system is shown in Fig. 1, where real and imaginary
and7y = Y_,2, pil/pior is the mean delay [23]. Apparently,pranches are independently and simultaneously processed a
larger7rars leads to more frequency selective channels.  poth the transmitter and the receiver sides. We will firsuoc
on the real branch derivation, followed by derivations foe t
imaginary branch.

IIl. INTERFERENCEANALYSIS IN THE PRESENCE OF
DOUBLY DISPERSIVE CHANNELS

C. Prototype Filters and Filter Matrices

Let us suppose the overlap factor of the prototype filter E

K, then the total length of prototype filtg is KN, and the Transmitter Processing )
filter can be written as FBMC takes a block-based processing approach, we assume

that each FBMC block containd/ FBMC symbols and
g=1[80,81, " Bk-1] =[90,91, "+, GrN-1] (4) each symbol hasV subcarriers in frequency domain (or
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Fig. 1. Blocks diagrams for FBMC transmitter and receivemiatrix operation form.

equivalently N samples in time domain), then in totAf N with b,,, = jo,am.
modulated QAM symbols can be transmitted by one FBMC

block. We assume the power of modulated signrals, (for . .
Lo B. Passing Through Channel and Interference Analysis
m=0,1,---,M—1andn = 0,1,--- ,N — 1) is ¢, i.e. Ing throug ysi

E{llamnl?} = o°. The modulated symbols,,, can be  The real and imaginary branch signatsand v will be
expressed in a vector form as, — a, + ja, € CNx1, added together (i.ev = ¥ + ¥) and send to the receiver via

With a,, = [am.0, am.1, - > am.nv—1]7 being them-th FBMC the channel. The received signal can be written as
symbol._ a,, and a,, are real and imaginary parts ef,, y = h#v4+n=h*(¥+¥) +n (14)
respectively.

1) Real Branch Phase ShiftingAccording to Fig. 1, the wheren is the Gaussian noise and its elements have zero
first step is multiplyinga,,, by phase shifterp,, symbol-by- mean and variance?. h is the time domain channel im-

symboal, i.e., pulse response in vector form. Using (2), we define the
b = @, 8 € CV*L for m=0,1,---,M—1 (9) th tap multlpath fading factor of channel in a matrix form
) ) ) L ) as: Z; = diagzo lixn, 21,1 Lixn, -+, 2m+k—1,11xn] €
where ¢, is a diagonal matrix with itsn-th diago- CM+K-DNx(M+K-D)N_ The definition ofZ, implies that
nal ele.mgng be2ingsom,? - 26_'7”("+271)J/\[2,1i-26- ¢m = theN samples in then-th FBMC symbol experience the same
diage —Im(0F2m)/2 o=im(1+2m)/2 .. e=im(N=1+2m)/2] channel (e.gz,,,;) and samples in different symbols will pass

2) Real Branch IDFT ProcessingThe signal after phase through different channels (e.g,;, m # i), then we can
shifting will pass to anV-size IDFT (inverse discrete Fourierchange (14) to

transform) block , then the real branch output after IDFT

L L—1
rocessing is -
P g y= E nZi(F +5Y) 4 vigr +n (15)
X = [Ro; X1 1 Xm—1) 1=0

= [F"bo; Fby; -+ ;FP by 1] € CMV*! (10)  where
wherex,, = Ffb,,. F¥ is the normalizedV-point IDFT L—1
matrix with F7 = F~1. VIiBI = Z PiLiyB, (16)
3) Real Branch Prototype FilteringThe output of IDFT 1=0
xy is linearly convolved with the prototype filteg,,, which s the IBI caused by channel multipath effect wigh;; =

can be expressed as Y503 04k —iyn—ppxa] @ndy,; € (Clxi is the interfering
v = Cx € C(M+K-1)Nx1 (11) signal from the last FBMC block!! andv*! are thel-sample
delay of v and v with zero padding in the front. They can

where the real branch convolution mat@xis defined in (6).
Note that the output of the filter will haveX” — 1) N more
samples than the input due to the linear convolution oparati

4) Imaginary Branch Processing:Following the same
derivation as for the real branch in IlI-Al, 11I-A2 and 11
we obtain the imaginary branch signal as follows:

be expressed ag!! = [0;x1;7;;] and ¥ = [0;x1; V],
respectively¥;; andv;,; denote the firstM + K —1)N —1
elements ofv and v, respectively.

By using Egs. (11) and (12), we can write! = Clx
and v} = CHx, where CY = [0;xn;Cyy] and CH =
[leMNQC:f,l] with sz,l and éf,l are the first(M + K —

v = Cx e CIMHE-DNx1 (12) 1)N —1rows of C andC, respectively. Then we can rewritten
with C being defined after Eq. (6) and (15) as
~ ~ o~ ~ L—1
X _[x07x17-.- ,XM—l] y = Zplzl(cui-l-éui)—i-vugj—l-n (17)

_ [FHBO,FHBly .. ,FHBM—I] S (CMNXl (13) =0



(17) indicates that as a result of channel multipath efféaet, in high mobility environmentsZ; is a non-unitary diagonal
original C and C are replaced by distorted filtel€! and matrix and its impact is not negligible. Let us mod&| as:
C!, respectively. In order to demonstrate the relationship of

the distortion and the multipath effect on the FBMC system, Z, = zpm 1+ AZy (25)
we first introduce a block diagonal exchanging matiix €
RMNXMN as follows with AZl = Azl,l + AZQJ, WhereAZLl = ZmyldiaQ(l
Eop, 0 0 Am)lixn, (1= A1) Lixn, -+, (1= A1)1ixn, Oixw, (1 —
0 By, - 0 )\_1)11><N7"' (I = Avgr—1-m)lixn] and AZy; =
E, = _ o ' (18) diagen ilixn, em—1,11xn,
: : K : ve1ilixn, O1xn, €11 ixn, - - emMeK—1-m,i - lixn].
0 0 o By With a small Doppler spreafip, the variance of each element
. of AZ, ; is always much smaller thahZ, ;, i.e. (1—);)?
with Egupr = [0 (v—1), Iixt; Iin—yx (v—1): Oov—iyxt] € 1_ /\l217\jvhen A ?; close to one. 24 ( 2

NxXN i T —
R - By usingE B, =1, we have Substituting (24) and (25) into (23) leads to

vl = CHETE;x = Clix! (19) L
whereC!! = CUET andx!' = E/x. The functionsE? and vy = > pizm(Cx +Cx) +vipr+vim+viatn (26)
E,; are used to exchange the locations of elemen8dfand =0

x. Specifically, forx, by multiplying the permutation matrix
E,;, the lastl symbols of itseachsub-vectok,,, will be moved
to the front, i.e.

where the filter mismatch errovy,, due to the channel
multipath effect (time domain dispersion) can be written as

gl — . 1 Tmos S TmN—1-1]T (20
Rem = [Tm, N1 T, N-1,Tm05 "+ s T, N-1-1]  (20) Zplz (ACHZY £ AGHRY)  (27)

and

=[x .ozl gl ] (21) and the channel fading (frequency domain dispersion) chuse

<l
X Xe, 03 Xe 13 Xe M—1 . -
error vy, is defined as

€

The effect of muItipIyingE}F with C! is similar. ET

only changes the elements locationsG#'. All the non-zero L-1 T
elements inC!! are comprised of the elements of prototype Vid = Z pAZ (Clx! + Clixl (28)
filter g (i.e. g;, « = 0,1,--- , KN — 1), which is the same 1=0

as matrixC. Specifically, the counterpart elements@’ are L _

delayed byl elements ing comparing withC, e.g., if the Note that the cross error tery;,, pIAZ (ACHR +
non-zeroi-th row andk-th column element of is g,, then ACYX!')in Eq. (26) is omitted since it is a second order error
the element ofC!! at the same location will bg,,,. The @and negligible comparing with the error termg,,, andv sq.
difference ofg,, and g Gny is very small withV > L since Apparently, the value ot ;,, depends on the delay spread of

the values of adjacent elements of the prototype filter argec| the channeland a largeg, s results in a stronger interference
to each other. to the system. On the other hand,; depends on the Doppler

Similarly, for ¥!! we have spread of the system and a larggy leads to a largev ;4.

W= ClUElEx = Cl'x!! (22)

whereC!! andx!! have exactly the same structure@§ and C. Receiver processing

x}!, except replacing all upper-scripfs} by {*}. Substituting 1) Receiver Filtering of Real BranchPassing the received

(19) and (22) into (17), we have signaly to the prototype filter leads to the following output
L—-1
_ Gligll | Gligll _ o R
y = ; PZy(CIx: + CIX) +vipr +n (23) p=Cly=CHCY pzmxl! + CHCY  przm &Y
1=0 1=0
As discussed earlier, non-zero elementsd3f and C are + CH(vipr +Via+ Vim +n) (29)

very close. In order to show the error caused by the multipath
on the filter distortion, we define 2) DFT Processing and Phase Shifting of Real Branch:

Cl—C+ACY, EU=¢E4AEH (24) Vector p = [po, p1,--- ,pmn—1)T is split into M segments,

each of which hasV elements to perform thé/-point DFT
The diagonal matrixZ; in (23), which is caused by theand phase shifting operation. Define theth segment ofp
channel fading, boils down to a unitary matrix and can thi@&s Pm = [DmN, PmN+1,- -+ s PmNN—-1)7 . We can have the
be omitted if the channel is static during the whole FBM@ignal before channel equalization as

block transmission, i.e., there is no performance loss exhus .

by channel frequency dispersion on FBMC system. However, Ty = ¢, Fbm (30)



3) Channel Equalization of Real BranchWe assume that where 3{-} means taking the imaginary part operation. Eq.
one-tap channel equalizer diagonal mafii,, is applied to (34) implies that the real part_cﬁ)mm is an identity matrix

the real branch dat,, as follows for i = m; while for i # m, Q,,; is an imaginary matrix.
T = W Fp,, (31) Substituting (34) into (33) yields
M—1

By using (8) and the definition df,,, we can expand 31) . _w, H,.a, + Z W..S3(Q,, )Hna;  (35)
as sum of desired signals, interference and noise " e " e

i=0
M-t _ Lol which shows that the desired sigrl, has been successfully
U, = W,plF Z Do Z prmaXL; extracted.
i=0 =0 As shown in the first term of equation (35) (i.e.,
=lR,m W..H,,a,,), the channel frequency response (diagonal matrix
M-1 _ L-1 H,,) and the transmitted signah,) has been written as a
+ W,edF Z D, Z pzzm,liifi point-wise multiplication. This implies that the circulemnvo-
i=0 1=0 lution property holds for FBMC system in the real domain only
=f,m as there is an additive second term (i.e., intrinsic interiee)
+ Wt FCHv 5+ W, FCHy J X5 WiS(Q,, ) Haa, in equation (35). However, with
R T a complex-valued channél,,,, jZi:=0 Wmi‘y(Qm,i)Hmai

is a complex-valued matrix sincg(Q,, ;) is not a diagonal
matrix. Taking the real part olig ,, in the following stage
=Ufm.m =lnoise,m cannot totally eliminate the interference, i.e., the 1Cisexin

the system even with circular convolution property holding

where D,,,; and ]:)m_i are them-th row i-th column sub- . : . i
) o =" i i Next, we consider two most widely used channel equalizers:
matrices ofD andD, respectively, as defined after Eq. (8). EdE and MMSE equalizer [25], [26]

(32) includes 6 terms, the third terity ;7 ,,,, the fourth term
4., and fifth termsiy,, ,, are interference caused by the W, = HY (0, HY + vo?/0’T) ! (36)
doubly dispersive channel. The last tetip,; is the noise h . .

s, ter defined b
that has been processed by prototype filter, DFT and phé’\éeerey 'S @ parameter detine y
shifter. The second terfy ., is the interference generated by U= { 0 ZF recewer (37)
the imaginary part of signals (i.&,, ,,). The first termiip,,, 1 MMSE receiver

is the only term that contains the desired symbols &g.). Note thatW,, is a diagonal matrix for either ZF or MMSE
We will show that channel circular convolution propertyqualizer. Now let us consider theth element oftiz.,, in
holds forag ,,, anddy . Since the derivation ofir ,,, and (35) '

4y, are similar, we will only givetig ., derivation in detail.

+ WoedFClv,,, + W,,oZFCln (32)

M—1
We prove that the channel coefficients and the transmitted _ . - -

. i o = W, R o tHa; (38
signal a; for i = 0,1,---,M — 1 in tp,, satisfies the Urmn = Bmnlmn+ JWin,n ; Ham o} Hmai - (38)
circular convolution property and therefore can be writésn ith -
the following point-wise multiplication form in the freqouey wi )
domain | Hn i

Mo1 ) ﬁm,n m,n+itm,n |Hm,n|2 ¥ VUQ/QQ ( )
UR,m = 2 Won Qi Himds (33)  and Gy.i.p is then-th row of matrixQ,,, ;. Wy, and Hy, ,
i—

_ _ are then-th diagonal element oW,,, and H,,,, respectively.
with Q,,, = @ZFD,,;Ff¢,. H, = V/NdiagFh,,) is In order to show the channel frequency selectivity caused
the frequency domain channel coefficients in diagonal matiinterference, let us define the differences of the channel
form. coefficients in then-th subcarrier with the other subcarriers

Proof: See Appendix A. in the following matrix form

Clearly, with diagonal matriH,,,, the multiplicationH,,,a;
implies that the channel coefficients and symbols in the Ay =Hp — Hpnl (40)
corresponding subcarriers perform point-wise multiglmas. then we havéV,, ,H,, = W,, »AH,, ,,+m 1, substituting
However, even though this circular convolution propertidso it into (38) results in
we will show that one-tap channel equalization will brind IC

due to the filter operation (i.e., non-diagonal mat,, ;) URmn = Pmnlmn + URintrim.n
between equalizeWw,,, and the channdd,,,. ) ML . A _
According to the orthogonality of FBMC, with infinite filter + IWan Z i AHp 28 (41)
length, e.g.K — oo, Q,, ; have the following properties: =0
where ﬂR,intri,m,n = ]ﬂngf\ial C\\Y{am,i,n}éi is purEIy

Q. . = I+J§{Qm,m} for i=m (34) imaginary since (.., ${q,,;,f and a; are real-
e i${Q,,;; for i#m valued. Writing g intrimn @S @ VECtOr: g imirim =



[UR,intrim,0, " 7aR,intm’,m,NMl]? € IV*1 Let us further
definetr tammn = JWmn 2o SHQm.int AHm na;, in a
vector form as

Ter™ (42

Substitutingtig, 14,.,m and @g, intrim iNtO (41) and write it as
a vector form, yields

UR,tdm = [UR,td,m,0," " » UR,td,m,N—1]

1_JR,m ﬁm‘ﬁm + ﬁR,intm’,m + 1_lR.,td.,m (43)

where3,, = diagfm,0, Bm.1,- " 5 Bm,N—1]-

Similarly, the second termy ,,, in Eq. (32) can be obtained é
by following the same derivation and using the same circular™

convolution property as

ﬁ],m = ﬁ],intm’,m + ﬁ[,td,m (44)
— = _ T .
Where u],intm’,m - [U]{jinifri,m,()a T 7ul,intri,m,N71] y Wlth
al,intri,m,n = ﬁm,n Zi:() (_lm,i7naia and
— — — T Nx1
U7 dm = [@L,ed,m,05° > Ultdm,N—1] € 1 (45)

with its n-th element  being 7 idmn
Winn Yitg " @pin AHp s, @and @, is the n-th
row of matrix Q,, ; defined as

Qi = JPRFD, F 7, € TN (46)

So far we have calculated botty, ¢4, andty 4, in EQs.

(43) and (44), substituting them into (32) leads to the outpu

of real branch

Um

Bonam + (QR,intrim + Ulintri;m) + UIBI,m

+ ﬁtd.,m + 1_lfd,fn + 1_lffn.,m + 1_lnoise.,m (47)
where we have defined a new vector
l_ltd,vn = (ﬁR,td,m + ﬁl,td,m) (48)

and (TR, intri,m + Urintrim) 1S the so-called intrinsic inter-
ference.

Qs td,m andlg 4., can be expressed as

~ T Nx1
JURtdm N—1] €1

TEI[NX1

R tdm = [URtd,m,0: " "

7 tdm = (01 td,m,0, " » ULtd,m,N—1) (52)
M1

with @R tammn = Wmnd i ™0t AH, 8 and
~ M—-1= _ =
UJ,td,m,n = m,n Zi:() qm,i,nA‘_Hm,nai' Whereqm,i,n and

@i, are then-th row of matrixQ,, ; andQ
which hold the following properties

respectively,

m,i?

=ipHFD,, F o= i
%{QWJ-} for { 7& m
and
Q... = HFD,, ;Fp, e RNV (54)

6) Combining Real and Imaginary Branche#fith (49) and
(50), we can derive an estimation af, as

Aest,m — éest,m + jaest,m = am

Desired signa

+ B, —Da, + urprm + Urd,m
—— N——
MMSE estimation bias IBI by multipath  ICI & ISI by fading
+ Ufm,m + Utd,m + Unoise,m (55)
———
ICI & ISI by multipath Noise
where
urpr,m = R{rpr,m} + 7S{0rBr,m}
Usdm = R{Oram} + 7S{Uram}
Upman = R{Tpmm} + 7S{0pmm}
Utd,m = %{ﬁtd,m} + j%{ﬁtd,m}
Unoise,m — 8:e{ﬁnoise,rn} + j%{ﬁnoise,m} (56)

Note that the desired signal estimation bigs,, — I) is an

Comparing (47) with (32), except the already defined irgffect of compromising the interference and noise of MMSE

terference termsiy,, m, Ufd,m and tnoise,m, the first and
second terms are written as a sum of desired sighgd,,,
intrinsic interference g, intri,m + Ur,intri,m) and the extra
ICI/ISI G4, caused by channel frequency selectivity.

4) Real Branch Symbol Recoverihe intrinsic interfer-
ence can be removed by taking the real partmf, the
estimated real-valued branch of theth FBMC symbol is

R{Um} = Bpam+R{0rBrm} +R{Tfa,m}
+  R{Cam}+R{0fm,m }+R{noise,m} (49)
5) Receiver Operation for Imaginary Brancithe imag-

ﬁest,m

equalizer. However,3,,, — I) = 0 when ZF receiver is used.
The error termaus gy m, Ufd,m, Urm,m andug,, depend

on the dispersion of the channel, a large delay spread and/or

Doppler spread leads to a larger estimation error. Howesger,

will become evident in the next section, the FBMC system

is robust to dispersive channels due to the well-localized

prototype filters.

IV.

According to Eq. (55), the equalized signal is contaminated
by 6 interferences/noise terms. Among them, the noise term

INTERFERENCEMSE ANALYSIS

inary branch follows the same procedure and the derivatiggwise’m is independent of all other terms and interference;

results are given by:

%{ﬁm} = ﬂmém'i_%{ﬁIBl,m}'i_%{ﬁtd,m}

+ %{ﬁfd,m}+%{ﬁfm,m}+%{ﬁnoise,m} (50)

Aest,m

where

~ He~H ~ ~ ~
Urgr,m = W@ FCL vipr, Wdm = Ur,td,m + UR,td,m
~ W oHFEH
Ufm,m = m(PmFCmem

(51)

Gpam = W2 FCHv,,,

~ HprH
Unoise,m = Wm‘meCmn

the IBI contributionu; s ,,, is independent of all of the other
terms as well since the interference comes from the previous
FBMC block. The MMSE receiver estimation biag;,s ., =

(8,, —D)a,, is also independent of others since it is the only
term that contains the desired signa}, is a function ofAZ;

that is dominating by channel temporal correlation ek

(i.e., AZy,; , see Eq. (25) and after), which is uncorrelated to
signals and noise. Howevety,, ,, andu. ,, are functions of
channel in time and frequency domain, respectively, whieh a



correlated to each other. Then we can write the MSE of thehere (_J(l) = [C(zast—z);0(M+K—1)N—zxMN] and C(l) =
n-th modulation symbol estimation in the-th FBMC symbol [é(zast—l); O+ K—1)N—IxMN]: C(last—l) and é(last—l) are
as matrices that contain the lasth rows of C and C, respec-
Vm,n:gHaest,m,n_dm,an:g[Hunoise,mHi‘F||ubias,mH72L tlvlely . . . . .

5 5 9 n order to compare with noise contribution, we derive (62)
Hursrmlln+lagamls+wsmm + wamlly] (57) by (58), then

|A||2 means taking then-th diagonal element of matrix  YiBlmm SNR
|A|2 = AAH. §I1BImn = == “IBLmn (64)

Ynoise,m,n

From (64) we can observe that with a fixed SNR, the
_ _ _ MSE contribution by IBI is proportional t&'r (G C5"" Gt

Let us first consider the MSE caused by noise and tl’@glczorréo), which is generally very small even for very
derived result can serve as a basis for other derivations.n$rsh channel conditions such as LTE ETU (Extended Typical
can be proved that Urban) channel, €.95:57.m.» < —78 dB from simulation
results in Section V. Thus, this term could be treated as an
interference attenuation factor of FBMC systems comparing
Proof: see Appendix B. with (non-CP) OFDM systems, where the IBI (whéh = 1,

Eqg. (58) shows that the receiver processing (i.e. filtering,is equivalent to ISI) has a linear relationship withwithout
DFT and phase shifting) do not change the noise power. any attenuation (p.137) [27].

A. Variance of noise

Ynoise,m,n = g”unoise,m”i = 0'2|Wm,n|2 (58)

B. Variance of desired signal estimation bias D. Variance ofu .,

The desired signal estimation bias is a result of compro-Ngw let us consider MSE caused by frequency domain
mising the desired signal and the noise power by the MMSE 2 nel dispersion. We can prove that
receiver. From Eq. (57) and the definition @f, ,, in (39), we

2
have Yfdmmn = SHU-fd,mH?z = QZO‘fd,m,n|VVm,n|2 (65)
Vbias,m,n = 5Hubill87m|‘72z = 5{H(§ _4 /Gm)amH?L} where
_ 2 2 2 v-o _ _ - -
=M= Bl = a9 Apdmn =R{IE(CHPC, + CHPC,)EN (66)

Apparently, when ZF receiver is adopteg,., = 0 since With f, being the n-th row of DFT matrix F. ¢ =~
v = 0. The total contribution due to the noise and desirel;, o piwdiadCl (CL)" +ClH(CH"] and w = I —
signal estimation bias for MMSE receiver can be written asdiagA?, 1ixn, - -+ s A3L1xn, AfLisn, A§Lixn, AfLixw,
2 AgllxNv"' 7)\%(+I\r17m7111><N]‘
(60) Proof: see Appendix D.
The interference caused by fading channel depends on both
Substitutingry = 1 andv = 0 into (60), which corresponds real-valued matricego and diagCl!(C!H)# +CL(CLHH).
to MMSE and ZF receivers, respectively. We can see thamong the diagonal elements of the matrix diag (C!')"+
|Hm,ﬁ)|g+wr?/g2 < gZ= with limited ¢®> and non-zerar?, C!'(C!")"], then-th element has the largest value and drop
i.e. MMSE receiver always outperforms ZF receiver in theapidly for the elements depart from theth element. How-
absence of other interference. ever,zo has an inverse trend as the matrix d@g (C!')"+
Apparently, we have the following relationship betwee@!!(C!")f]. Specifically, the value ofi-th element ofz
noise and desired signal estimation bias is equal to zero and increases as the index departs from
Vbiasm.n v which implies that the largest element of di@g'(C!\)"+
Shias,mn = noisernm [ HmnPSNR (61) C{(CH ] will not contribute any error at all and its adjacent
' 7 elements will be attenuated by the corresponding elemetat of
significantly. Due to this property, the channel fading iripa
is limited to the adjacent symbols.

g
Yvias,m,n + Ynoise,mn =
|Him,n|? 4+ vo?/ 0?

with SNR =0? /0?2 being the input SNR.

C. Variance of IBI To compare the impact of the factoraf, ,,, with the noise,
Let us consider the IBI due to the lack of guard time. Weve divide (65) by (58) yielding
proved in Appendix C that amn  SNR
Q2 gfd.,m,n = /Y’de, : = 4 Qfd,m,n (67)
YIBI,mn = Z|Wm,n|2aIBl,m,n (62) rorse,mm
with E. Variance ofuty, », anduq,m
a1B1.mn = Tr(GH C Gt GHCE Gy) Finally, we derive the interference caused by multipath in

Appendix E as

2
0
/Yfmﬂ—td,n:g ||ufm,m+utd,m | ‘ 721:_ A fm+td,m,n | Wm,n | 2 (68)

L—1
Cie" =Y pt(CuCH) + CuyCl) (63)
1=0 2



with implies that for a given MSE caused by noise, we can estimate
the total MSE of the system, which provides a theoretical

A fmttdmn = Ofmttdmn + O fmttdmn (69) guideline to design a FBMC systems. More precisely, one can
where obtain the MSE caused by the noise as a baseline, then derive
M1 the total MSE analytically by considering the parametechsu

 fmttdomm = IR (70 m ( Z g, ., AH, , +£,CET))? as Doppler spread, delay spread, filter parameters.
o e ’ " For any given specific channel and Doppler spread, one can

M1 = always analytically calculate the interference causedHsy t
+[S(edmm ( 51 WAH,,, + CHT))| channel dispersions by Eq. (73), based upon which we can
i—0 determine whether the FBMC system under a certain channel
M—1 condition will result in a negligible or significant ICI/I8BI
A fmatdmn = |R(e0mm( Z Ay iy AHp + £,CHET))|?  in comparison to the error caused only by the noise.
=0
M—1
A (3 Gy n A + £,EHE) (o) & SINR Of FBMC System |
= With the given estimation MSE;,, , and normalized de-
. sired signal power, we can readily express the SINR of the

with T = 32, pACH and T = 3277 mACH, 0,0 IS FBMC system in the doubly dispersive channel as
the phase ofV,, ., i.6. Wy, = [Wi p|e?0mn, )

There are two types of errors that are caused by the channel SINR, , =
mult|path effect, i.e. the channel equalization error daoe t Ym,n
Qi (@A Q,, ;0 qm in andq,, ), and filtter mismatch
error related toT (and alsoT). For the former, then-th
element ofAH,, ,, is equal to zero and the index (| a)
corresponds to the largest valueqf, ; , (andq,, it Dmim
andq,, , ). In addition, for fixedn, Iarger|z - n| results in
larger value of the-th element ofAH,, ,,. On the contrary,
the element ofy,, ; ,, shows an inverse trend and its absolut
value vanishing rapldly ag — n| goes up. Therefore, ISI and
ICI can be reduced significantly by the attenuation facto€s
andAH,, ,,, which makes the FBMC systems more robust t
multipath than OFDM ststems.

To show the effect of the factor af;4 ,, over the noise, we
divide (68) by (58), resulting in

(74)

V. NUMERICAL RESULTS

In this section, we use Monte-Carlo simulations to compare
the simulated MSE to the analytical and examine the effects
of different contributing factors on the system performanc
in various time and frequency dispersive channels. We adopt

e LTE/LTE-A defined radio frame structure, i.e. 20 MHz
andwidth containing 1200 subcarriers with subcarriecispa
Af = 15 KHz and the symbol duratiod7 = 1/15000 s.
he three radio channels: EPA (Extended Pedestrian-A)/EVA
xtended Vehicular-A)/ETU channels used in LTE/LTE-A are
adopted in our simulations [28]. Note that the delay spread o
these three channels are fixed, which age;s = 43 ns, 357
ns, 991 ns, respectively. In order to investigate the impact of
7fm+td,m,n_5NRa (71) the continuously changinggyrs on the FBMC system, we
T g CmAtdmn will later use IEEE 802.11 radio channel models with vagabl
length of delay spread [29]. The Doppler spread also varies
F. Total MSE of FBMC System to illustrate the impact of channel time domain dispersion

So far, we have derived all the terms listed in (57) one-b ﬁn the FB_MC sy_stemr.‘ For tTe FE’?AC SpleCif.iT]d parameters:
one. Substituting (58), (59), (62), (65), (68) into (57), have e IOTA (isotropic orthogonal transform algorithm) prggtoe

the total MSE of the FBMC system in the presence of doub\}léterjs atiopted in our silmglationli [15] with qverllappingtfar |
dispersive channel and noise as follows: = 6 for most simulations. However, simulation results

with smaller overlapping factoK = 4 will also be shown
Ymn = Ynoise,m,n t Voias,m,n + VYIBI,mn for comparison purposes. The desired signal is modulated
(72) by QPSK (Quadrature Phase Shift Keying) with normalized
power and the input SNR is controlled by the noise power.
Using the relationship of each term with noise caused MS§ince MMSE and ZF equalizers show similar trend and the

§f7n+td,m,n =
Ynoise,m,n

+ Yfd,m,n + Yfm+td,m,n

in (61), (64), (67) and (71), we have former one is more generic, therefore, we only present tesul
SNR for the MMSE-based algorithm in our simulations.
Ym.n = Vnoise,m,n [1 (rBr,mn + Qfdmn 1) Impact of frequency domain dispersive channg&b
v investigate the effect of Doppler spread, we plot the MSE
+20fmttd,mon) + m] (73)  versus to SNR values with varioys in the LTE EPA channel.

fp changes in the ranggl0, 50,100, 300, 600] Hz, which
Comparing with the MSE caused by noise only, Eq. (73porrespond to[5.4,27,54,162,324] km/h moving speed at
reveals that the errors caused by the doubly dispersivenethar? GHz carrier frequency, of2.2,10.8,21.6,64.8,130] km/h
(also desired signal estimation bias for MMSE receiver) wimoving speed at 5 GHz carrier frequency. From Fig. 2, we can
increase the total MSE by a factor {)]f+ SNR/4(ara,mn+ seethatin all cases, the analytical results match the aifoal
QIBImn + Ofmttdmmn) + u/SNR/|Hm7n|2]. The result results nearly perfect. In addition, interference flooesstrown
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for different values offp and it can be seen that a largés
leads to a higher floor. As an extreme case, the MSE can rei ' | | | L etoms
—13 dB with fp = 600 Hz at SNR = 30 dB in EPA channel. °

Note that as the SNR increases, the output MSE decrea
first and then goes up slightly, e.g., whép = 600 Hz, the
MSE achieves a minimum value at SNR =30 dB and goes
when SNR larger than 30 dB, which is due to the reason that
the high SNR region, the total MSE of the estimated symbol
dominatingly contributed by the interference instead akeo
and the desired signal estimation bias, i.e., we can re{tge
aS'Ym,n ~ %|Wm,n|2g2 (QIBI,m,n + Qfd,m,n + 2aj'm+td,m,n)i
by considering MMSE equalizer defined in (36) and fixe
signal powerg? = 1, we then haveéW,, ,|? = %

In the frequency selective channel environments, theivelgt ‘ ‘ ‘ ‘ ‘

larger noise powes? can significantly reducgV,, ,,|? in the o 20 30 40 50 60 70

deep fading subcarriers (i.d.H,, | ~ 0). In other words, SNR (dB)

the smallero? (i.e., higher SNR) leads to larger scalinqt_ _ o

factor |W,,,.,|?, as a result, the interference will be amplifie r'% ﬁ'as,’:Ae%ﬁiﬂgge;rgiﬁrc?hzngﬂaﬂq Vla ”OLC;S DOplplf rdSpmfhsc}I{'dlngs
ytical and simulated sesu ,

significantly and contributes more MSE than the reduction efspectively, dotted line is the simulated results with= 4.

the contribution from noise and desired signal estimatiias b

in a higher SNR value.

Note that the simulation results fgp, = 10 Hz with X = 4 p— : : 50
are also shown in Fig. 2 for comparison purposes. It can
seen that the error floors causedtmth channel and prototype 40
filter in this case (EPA channel witfy, = 10 Hz) are—42 dB
and —40.5 dB for K = 6 and K = 4, respectively. In other
words, the finite length prototype filter caused interfeeeisc
less than—42 dB and —40.5 dB for K = 6 and K = 4,
respectively. With a larger Doppler shift (e.g., frofg = 10
Hz to fp = 50 Hz), the doubly dispersive channel cause
errors tend to be dominant, rendering the prototype filt
caused interference to be negligible and the curvedsfor 6
completely overlap withK' = 4, which are not shown in the
figure for brevity.

The effect of various contributing factors contributing tc sl | | | |
MSE listed in Eq. (72) (or Eqg. (73)) are shown in Fig. ¢ 20 40 60 20 40 60
where the MSE caused by noise goes down linearly as t... SNR (dB) SNR (dB)

SNR increases, and it can be seen that the interferencedcayse . .
oy 81 n the EPA channel is negligied 55 dB), while 1 Syq oabut SIVE ersus mbelnpu SNR under veriou Barcpread
EPA channel multipath effect (e.gy¢m+tq) Can be more simulated results, respectively. Left: output SINR versysut SNR under
significant than noise when SNR 53 dB. Otherwise, it various Dopple_r spreadip in EPA channel; Right: output SINR versus input
. . . . S{\IR under various channels with Doppler sprgagd= 0 Hz.
remains negligible compared to noise. While the effect o
channel fading depends gfb, for example, wherfp = 600
Hz, the vy, becomes dominating for SN& 15 dB, which
will affect symbol detection in high modulation level. accordingly. In the ETU channel, the MSE can reach as high

In addition to MSE, the output SINR versus to symbagis —20 dB.
input SNR values with variougp in the LTE EPA channel We also provide the simulation results f&f = 4 in EPA
is shown in the left-hand side subplot in Fig. 3. Again, thehannel in Fig. 5. Again, from the figure we can see that the
analytical results match the simulation results nearlygutly insufficient overlapping factor caused errors are smahant
for all cases. The reason that the output SINR values ineseas-45 dB and —42 dB for K = 6 and K = 4, respectively,
first and then goes down slightly is the same as for MSEhich are negligible for most of the wireless communication
performance shown in Fig. 2. systems. With a more harsh channel (e.g., from EPA to

2) Impact of time domain dispersiothe multipath effect EVA), the doubly dispersive channel caused error tends to
of the channel is shown in Fig. 5 with Doppler sprefag= 0 be dominant, making the prototype filter caused interfezenc
Hz, where we used the EPA, EVA and ETU channels. Againggligible and the curves foK = 6 are totally overlapped
the simulated and analytical curves concur with each othwith K = 4, which are not shown in the figure for brevity.

As the delay spread increases, the error floor due to theThe effect of the contributing factorg sr, v m+td: Vnoise,
channel multipath effect (especiallys,, and uzq) goes up uies (vra = 0 since fp = 0) are shown in Fig. 6 for the

MSE (dB)

40 | EPA Channel

| EVA Channel

w

o
w
o

N
a1

Output SINR (dB)
N N
o [4;]

Output SINR (dB)

[
(&2
T

ETU Channel

[
=]

f, =600 Hz
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Fig. 4. MSE contributing factors under EPA channel and w&i®oppler Fig. 6. MSE contributing factors in ETU channel wifh, = 0.
spreadfp.

5
-10
0
-15 -10
20 4 _.-20
m
= S 30
%, 25+ 1 4
w 4 = .40
2 s0r -
=@ EPA (Simulated, K=6) -50
35 |~ EPA (Analytical, K=6)
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Fig. 7. MSE under various Doppler spredigh and delay spread .
Fig. 5. MSE versus SNR under EPA/EVA/ETU channels wfth = 0. g PP predg v sp s

ETU channel, where the IBI contributed MSE is negligibld EEE 802.11 channel model with the delay spread;s =
however, comparing to the curve shown in Fig. 4, wherd0;50,100,200,500,1000] ns and sampling frequendy.72
the IBI generates-98 dB MSE at SNR= 10 dB in the MHz. Note that due to the very close agreement between
EPA channel, it rises to-88 dB in the ETU channel at the Simulation and analytical results, we will only show aniigt
same SNR. The factof;,, .4 can create relatively larger "esults in Fig. 7 for high SNR region at SNR50 dB to focus
interference than noise when SNR25 dB. Again, the output ON the interference only. From the 3D figure we can see that
MSE decreases first and then goes up slightly, which is agii¢ joint impact of both time and frequency domain channel
due to the behavior of MMSE equalizer in the presence gispersion can bring significant performance degradation.
interference as explained in the last simulation. 4) Optimal system desigrFor a given channel, a reduction
The output SINR versus to symbol input SNR with variougn subcarrier spacing f can reduce the impact of multipath,
channel with fp = 0 Hz is shown in the right-hand sidehowever, it will certainly increase symbol duratidxil” since
subplot in Fig. 3. It can be seen that the analytical resusT’Af = 1 to maintain the real-domain orthogonality and
match the simulation results nearly perfectly for all chelen leads to a larger impact by Doppler spread. Thus, the optimal
3) Impact of doubly dispersive channeNext, we as- radio frame design should adapt to the specific channel eondi
sume both Doppler spread and delay spread as varialdiess to minimize the total MSE caused by doubly dispersive
and examine the system performance in different chanméannels.
conditions. In order to show the impact of continuously Fig. 8 shows the optimal symbol duration of the FBMC
changing delay spread on the FBMC system, we adopt thgstem for various Doppler spread and delay spread, where
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of doubly dispersive channel could be another metric for the

500 2 .
performance analysis.
450 1.8
6 ACKNOWLEDGEMENT
400 .
The author would like to acknowledge the support of
350 14 the University of Surrey 5GIC (http://www.surrey.ac.udi
300 12 members for this work.
1 APPENDIXA
08 PROOF OFEQ. (33)
06 According to (20) and (21), we can write
. L—-1 = v . e — —
Zl:O pl'szxi,li = Xcir,ihm with Xcir,i = [xiozaxilz Tt
0.4 iiﬁfl] being acircular convolution matrix. We can express
0.2 l_lR)m as
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Delay spread (ns)
N
ol
o

N
o
o

[
a1
o

[N
o
o

a
o

M—1
Doppler frequency (Hz) _ = —
Urm = ngO7HnF[ Z Dm,chir,ihm}
Fig. 8. Optimal symbol duration (normalized ByT") under various Doppler =0
spreadfp and delat spread@g/s. M-1 _ B
= W, F D, . FAFX,;, ;F¥Fh,,(75)
i=0

the optimal symbol duration is normalized by LTE symbdf'here we usedF = L Then we can use the circular
duration (i.e. AT = 1/15000's), e.g. an optimal value equal toconvolution property as follows (pp. 129-130) [27]

0.4 implies that the optimal symbol duration(stAT. From FX,;FFh,, = H,, (Fx,) (76)
the figure it can be seen that a largés leads to a smaller
optimal symbol duration to mitigate the channel frequen
domain dispersion effect. A largetz s, however, will lead
to a richer multipath channel, requires a smaller subaarr

ith x; being the first column of(cm. And Fx; denotes the
FT processing ok; and according to (10) and (9), we have
EX; = b; = ¢,a;, substituting it into (76) and (75) leads to

spacing (therefore, a larger symbol duration) to mitig&ie t M-1 _

channel frequency selectivity. Note that the correspandin URm = Z W0 FD,, F"H,,¢,3; (77)
timal values will change when advanced multi-tap equabrat i=0

algorithms are adopted. The order ofH,, and ¢, are exchangeable since both are

diagonal, we can thus obtain (33).

VI. CONCLUSIONS ANDFUTURE WORKS APPENDIX B

The impact of doubly dispersive channels on FBMC sys- PROOF OFEQ. (58)
tems has been analyzed in terms of MSE, for both MMSE From Eq. (56), we can write
and ZF-based one-tap channel equalization algorithms. Th ‘ — EIRL i I 2
contributing interference and noise factors have beerveltri ey’“’”e’m 194 Enoise,m 473 Bnoise,m |

individually under our analytical framework. We first prave = —&||(Tnoise,mHnoise,m Hoise.m—Unoise.m) |
that the circular convolution property between the symbols
and corresponding channel coefficients holds for the FBMC = —[€||Tinoise,m+noise,m |+ | W pise.m—Unoise.m ||*] (78)

system by adding a set of inaccuracies, whose values ane give ~ . .

analytically. The quantitative analysis helps identifyettier (Gnoise,m + Bnoise,m) 8N (W o5e,m — Wojse,m) A€ UNCOT-

each error term is negligible or not for given radio channgi€/ated under the assumption that the noise is proper [30]. B

Our theoretical analysis has been validated by simulatins USing the last term of (32) and the last Eq. in (51), we have

addition, the results reveal that with extremely large Oepp e m:l%{g[ngoﬂF(CﬂnnHCm—kéﬁnnHém

spread or channel delay spread, the FBMC system perfor- '

mance may be severely be limited by strong interference+CZnn”C,,+CZnn"C,,)F# ¢, W]}

In such cases, we need to resort to more complex multi- o M _

tap equalization schemes, rather than one-tap equalizatio= G—§R{ngoﬁF Z(Dmﬂ' —jf)m_,i)FHgomW,I;IL} (79)

The analytical framework developed in this paper provides a i=0

valuable reference for the design and development of mCtiAccording to (34) and (53), Zg»ial émi _

FBMC systems. M—1= 12
Future work can be focused on the following topics: 15 + S{ZiEO Q,:} and _-]_Zi:O sz =

the prototype filter caused interference (especially wittals I — %{ZZSI Qm_’i}), ie. m{zﬁgl(mei +Q,..)} =21,

overlapping factor) can be taken into consideration; 2) tiaibstituting it into (79) leads te, ..., = 02E(W, W),

analytical bit error rate for the FBMC system in the presende@king then-th diagonal element of,,,;. ., we obtain (58).
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APPENDIXC where ¢ = E{vyaviyt s = 2y pZAZl(CUXU

PROOF OFEQ. (62) CUI][SF pAZ (Tl + Cflzlelzl)] }. By using

Using Eq. (56) and following the same derivation as in (78)Z; ~ AZy; (see Eq. (25) and after) and the fact
for the noise, we have that x!! and x!' are independent, we have) =~
- 2 E{(Y15 P AZy[CH(CI)? + CU(CL)M]AZY). Using
Yiprm = ElIM{OBrm} +iS{0m}| the fact that the diagonal matricedZ,; and AZs
_ 1 = s 2 are independent forl # k, we can derivety =
B 5§R{5||u131’m+ju131’m” ' (80) L Mo )Peodiag C (CLYH +CL (T H], substituting it

With the definitions ofti; 7., andii;p; ., in the first term into (84) leads to

of (32) and the first Eq. in (51), then 2 _ _ = -
Y = AW HELCHp Cont Gl G JF o, W (85)

_ - )
YIBIm = 8%{‘ﬂwvm"o F[(Con + jCrm)vinrmll”} By taking then-th diagonal element of ;, ,,,, we obtain (65).
2
0 = .
:4%{Wm‘P§zHCm+]Cm)¢IBI( m ]C )HFH ngXS:L) APPENDIXE

PROOF OFEQ. (68
Whereq/:IBI = 5{v131vﬁ31}. From (16) we havap;p; = Q. (68)

E{ZlL_Ol P 27,8 (y 5, i z)z }, where the factorsZ, and Both uq,,m anduy., m are a m_i>.(ture flinction of two §ets
v are uncorrelatedE(yB i z) is dependent on the of uncorrelated random variables;, anda,,, we can write

signal type of the last block, where we assume it is
also occupied by an FBMC symbol with the same power, [(Winnl?0% N

then we haveE(yB,zyg,l) = l)g{xlastxlast}c(l) Tfmttd,m.n = f(afmﬂd’m’n+afm+td’m’n) (86)
C(l)s{ilastifést}ég), Kiast ANdX;q are the real and imag- where a o, yrd.m.n and & s id.mn are due toa,, anda,,,

inary parts of symbols (after IDFT and phase shifting) inespectively. Let us first consider the terms that contaips
the last block, andk;,,; and X, are uncorrelated to eachonly. With the definition ofu;, ., anduy,, .., in Eq. (56), we
other. Note thatx;,; and x;,s; have the same definition have

as (10) and (13). It is easy to prove th&fx,.:x/.,} = M—1

gz{ilastif(lzst} = 92/21 Thzen we haveg(yB,lyg,l) = O_‘fertd,m,n: (C/‘Hg% Z mnqmznAHm naz)

%(c(l)cg) + C(l)C{{)) = %Cff)”, where Ci2™" is_a di- =0

agonal matrix with the first-th diagonal elements being non-

zero and&{}"; ’01 pl?ZlCC"”ZH} ZlL 01 QC@O)”“ Then +j%(ZWm="qmi-,nAHm="5i)

fm—+td,m.n N the following form

|Wmn|2 2
M—1

=0
we havew,z; = —e{zf o PRZCETZHY = g ceerr, I
substituting it into (81), yields +R(W,, nfn(‘jgz mACYa,,)
2 _ - 1=0
’YIBI,m:%%[Wm‘Pm (G C5"Go—j G C "Gy = ~
+iISWinnfnCIL Y~ pACHE,,)|[2 (87)

SGHCE GG Cm Go)FHp, WH] (82) s
Note that G Csor"Go, GECio"Go, GICio "Gy and Using T = 21 pACY, £{a,,} = E{an} = 0%/2, and
GHCC"”GO, are real-valued diagonal matrices. By taking th&/,,, ,, = |W,,, . |e’%~ into (87), yields

n-th element ofy;5;, we can obtain (62).

M—1
afm+tdmn = ”%[ejemn(z (=1 AHm nf CH
APPENDIXD i=0
PROOF OFEQ. (65) L-1 e M-1
Using Eg. (56) and following the same derivation in (78) lzg PAC ﬂ I + H\; ; A
for noise MSE, we have 1 B
_ R £,CH ACHT|I? 88
Yfdm T EH%{ufd,m} +]%{u.fd,m}”2 + m T ; P )] ”n ( )
1 _ ~ .
= SR¥Elaram + jgaml} (83)  Similarly, can derivei .  14.m.» a@s shown in (70), substitut-

. i ~ , ing them into (86) leads to (68).
With the definitions oftitq,,, andti¢q », in the fourth term of

(32) and third Eq. of (51) respectively, and further notibe t
definition of v4 ., in (28), we have
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