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Feasibility Study on Disentangling Muscle
Movements in TMR Patients Through a Myokinetic
Control Interface for the Control of Artificial Hands
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Abstract—Targeted muscle reinnervation (TMR) is a surgical
procedure which allows to restore myoelectric control sources in
people with proximal upper-limb amputations. However, the large
physical displacement generally provoked by the reinnervated mus-
cles following contraction can represent a drawback for the use
of surface electrodes, which are affected by movement artifacts.
In this regard, the viability of directly exploiting the physical
displacement of muscles as control source would be beneficial.
We recently introduced the so called myokinetic interface, aimed
at transducing muscle movements into decipherable signals for
artificial hands by tracking magnetic markers implanted inside the
muscles. This work features the combination of the TMR procedure
with such interface, in a non-invasive way. Two participants who
underwent TMR surgery following above-the-elbow amputation
were enrolled in this study. During two experimental sessions, we
assessed the feasibility of: (i) disentangling muscle displacements
associated with different degrees of freedom (DoFs) of the missing
limb through video analysis, and (ii) discriminating different DoFs
by tracking the displacement of five magnetic markers placed on
the skin, over the reinnervated sites. A simple logistic regressor
proved able to discriminate three different DoFs (six movements),
with an average F1-score among classes and testing conditions of
0.84 (0.65) and 0.69 (0.60) for the video and the myokinetic data, for
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the first (second) participant, respectively. The presented outcomes
encourage further investigations, and pave the way towards novel
control strategies for artificial hands in TMR patients.

Index Terms—Prosthetics and Exoskeletons, visual tracking,
localization.

I. INTRODUCTION

IN ITALY and the U.K., approximately 3500 and 5200 new
upper limb amputations are reported every year [1]. Arm

amputations are mostly caused by traumatic events (industrial
accidents, motor vehicle collisions, etc.), followed by vascular
disease and cancer [2]. In other cases, limb amputations can be
ascribed to congenital conditions, though they represent <1%
the total incidence in the US [3]. No matter what the cause, the
loss of a hand results in an important functional impairment, hin-
dering the execution of simple tasks of daily living, both at home
and at work. Important social aspects must also be considered:
we do not use our hands only to grasp objects, but also to commu-
nicate with each other and to interact with the environment. Note,
approximately 70% of amputees experience phantom limb pain
[2]. For these reasons, several solutions have been investigated
in the past to help patients regain upper extremity functions and
release them from pain [2]. In the recent years the advances
in technology and amputation surgery have led to important
improvements in signal extraction and interpretation [4]–[6],
prosthetic devices [7], [8], and suspension systems [9], [10].

As an example, the Targeted Muscle Reinnervation (TMR)
surgical procedure proved beneficial both for the control effi-
ciency [5] and the prevention and treatment of phantom limb
pain [2]. It consists in redirecting nerves that would innervate
the muscles of the missing limb to reinnervate surrogate muscles
to be used as control sources, and proved to be very effective in
patients with proximal amputations. Control signals are usually
derived from the reinnervated muscles electrical activity, using
the surface electromyogram (sEMG) [5] or Implantable Myo-
Electric Sensors (IMES) [4], [11]. The former presents several
drawbacks, such as poor selectivity, skin-electrode adherence
dependence and movement artifacts, to cite a few [2], [12].
The latter are directly inserted into the muscles, therefore their
selectivity and signal to noise ratio are significantly improved.
Nevertheless, IMES are active components which are implanted
permanently inside the body, and need to be powered through
wireless energy transfer across the body tissues.
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We recently proposed in 2017 a new human machine inter-
face (HMI) for the control of upper limb prostheses, which
is called the myokinetic interface [13]. Its mechanism is
based on the transduction of the residual muscle physical
movements/contractions into decipherable signals for the pros-
thetic hand. The HMI was originally conceived for trans-radial
amputations, and foresees the implantation of small permanent
magnets inside the residual muscles. An external device (called
localizer) can be used to track the displacement of the mag-
nets following contraction, and this information can be directly
translated into highly selective control signals for the prosthesis.
This approach features many advantages: magnets are passive
components, thus no power supply is needed; many magnets can
be implanted to control multiple degrees of freedom (DoFs) si-
multaneously (direct control); the control can be physiologically
appropriate, i.e., the same muscles devoted to a specific function
in the natural hand are targeted to receive the implant.

With the present work, we aimed at assessing the feasibility
of applying the myokinetic interface to proximal amputations
in TMR patients. The myokinetic approach appears particularly
beneficial for TMR patients because, especially when the rein-
nervation targets the chest muscles, the latter undergo a conspic-
uous displacement during contraction, perceivable to the eye.
This feature advocates the use of a HMI based on displacement,
vice-versa it represents a considerable drawback for the use of
sEMG electrodes which adhesion to the skin surface could be
compromised [12]. This study did not involve the implantation
of magnets, and was intended as a proof-of-concept of the
approach. We sought to evaluate the possibility of disentangling
the muscle movements by tracking their displacement from
the surface, to discriminate different patterns associated with
different DoFs of the missing limb.

Two participants with a proximal upper limb amputation,
respectively at the glenohumeral and trans-humeral level, who
underwent TMR surgery agreed to take part in this study. In a first
experimental session, we verified the feasibility of using video
analysis to detect the participant’s intended action. In a second
experimental session, we verified the feasibility of reaching
the same goal by anchoring five small permanent magnets on
the skin and tracking their displacement. The video analysis
allowed to assess the approach using a simplified setup and an
unlimited number of tracking points, thus acting as a baseline
for the envisioned myokinetic system. Six different movements
associated with three DoFs of the lost limb were performed
by the participants, and a regularized logistic regression was
used to discriminate the different movements. Our results show
that it is possible to accurately classify unseen data and thus
distinguish different movements, both from video recordings
and with the myokinetic approach. These outcomes pave the
way towards the translation of the myokinetic approach to TMR
patients, taking advantage of the extensive movements of the
reinnervated muscles to suggest a novel and usually unexploited
control source for artificial hands.

II. MATERIALS AND METHODS

This study was approved by the Ethical Committee of the
Medical University of Vienna (MUV) (EK Nr: 1393/2021). The

participants formally consented their participation in the study,
as well as the publication of their recording sessions by signing
the informed consent. The experimental sessions took place at
the Clinical Laboratory for Bionic Extremity Reconstruction of
the Medical University of Vienna, Austria. Two participants,
referred to in the following as S1 and S2, were enrolled in
this study. S1 is a 50-years-old man who suffered from a
glenohumeral amputation, and S2 is a 32-years-old man who
suffered from a trans-humeral amputation. Both amputations
interested the left limb and had a traumatic origin, and the
participants underwent TMR surgery at least six years prior to
their participation in this study. In the former case, reinnervation
mostly interested the muscles of the chest, while in the latter all
the nerves were redirected to innervate muscles of the upper
arm (Fig. 1). Both participants used myoelectric prostheses and
were able to generate independent control signals for three
DoFs corresponding to six movements, namely hand closing-
opening (HC-HO), wrist supination-pronation (WS-WP, not im-
plemented in the prosthesis of S2 due to weight constraints), and
elbow flexion-extension (EF-EE) (see reinnervation matrices in
Fig. 1). Data were processed offline using Matlab R2020b (The
Mathworks, Natick, USA).

A. Vision Based Approach

The participants were asked to expose the skin over the
reinnervated sites. Markers were drawn on the skin to allow
the tracking of different body parts through video analysis.
Patients were asked to contract the reinnervated muscles, and
the marker sites were established following visual inspections
of the skin, in order to maximize their displacement. Some
markers were later added during offline analysis by exploiting
anatomical landmarks (e.g., a scar) (Fig. 1). Two cameras were
placed respectively in front and to the side of the participants,
to simultaneously visualize all markers. Overall, 6 (10) and 7
(6) markers were selected for S1 (S2) in the frontal and lateral
video, respectively. A Graphical User Interface (GUI) running
on the laptop prompted and temporized through a progres-
sion bar the movements that the participants had to perform,
among the three DoFs restored by the reinnervation (Fig. 2).
Antagonist pair movements were always presented one after
the other. Participants were asked to contract their muscles at
80% their maximum voluntary contraction (MVC). The GUI
was realized as a custom C# application. The following datasets
were acquired:

1) Ordered Sequence (OS): Participants performed in se-
quence, for 10 consecutive times, the three antagonist pair move-
ments (HC-HO, WS-WP, and EF-EE) (Fig. 2). They were asked
to reach each target as fast as possible and to maintain the relative
contraction for 5 s, with a 3s break within antagonist movements,
and 5s break within consecutive pairs. Two repetitions were
done, so that each movement was performed 20 times overall.

2) Random Sequence (RS): The three antagonist pair move-
ments were prompted by the GUI in a randomized order, using
the same temporization of the OS dataset. The acquisition was
stopped by the experimenter, after a minimum of nine and a
maximum of 15 pair movements had been performed. The aim
was to eliminate the bias caused by the fixed sequence, so that the
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Fig. 1. Placement of markers (left) and permanent magnets (middle) over the reinnervated sites for both S1 (up) and S2 (down), and setup used for localizing the
magnets (right). The reinnervation matrix of both S1 and S2 is also reported (T stand for “Transferred”, while O stands for “Original”).

Fig. 2. Commands shown and timings prompted by the GUI for the acquisition of dataset OS (up) and RP (down).

participant was not aware of the following/upcoming requested
movement.

3) Repeated Pairs (RP): Each antagonist pair movement
was repeated consecutively for five times. Unlike OS and RS
datasets, in which the 80% MVC was to be reached as fast as
possible, here the GUI showed a saw-tooth signal increasing
from 0 to 5 in equal steps in the 5s interval of each movement
(Fig. 2). The participant was asked to incrementally contract the
muscles (up to 80% MVC), following the increasing signal. The
aim was to assess the performance of the classifier when the final
posture was reached gradually.

Frontal and lateral videos were recorded at 30 fps and were
synchronized by means of an acoustic signal generated by the
GUI at the beginning of each acquisition. The 2D coordinates
of each marker were extracted using the DeepLabCut Python
library [14]. As a result, two time series were derived from each
marker. The 2D coordinates of one reference marker per video
(the less moving one, Fig. 1) was subtracted from the remaining
ones, and detrending was applied to the obtained time series.

A sliding window of 300ms (named feature window length,
FWL) with a 200 ms step was then applied, corresponding
to five steps per second (4% the movement duration each).
For each window, nine features were extracted, specifically:
maximum value, minimum value, range (maximum-minimum),
mean value, standard deviation, mean time-differential and
mean time-differential sign, root-mean-square value, and me-
dian value. In addition, the mean value and the mean time-
differential sign of the distance between consecutive (i.e., near)
markers and of the angle between two vectors identified by
three consecutive markers were also extracted. Given the slight
different amount of markers, this resulted in. a total of 242 and
308 features for S1 and S2, respectively.

B. Myokinetic Approach

Five cylindrical magnets (2 × 4 mm) where anchored to
the participants’ skin (number of magnets limited by setup
constraints). The placement of the magnets was guided by the
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position of the markers employed for video analysis which had
shown larger displacements (Fig. 1). The acquisitions made
in the first session (i.e., OS, RS, and RP) were repeated. An
external magnetic acquisition system, consisting of four boards
mounting 20 3-axial magnetic field sensors each (LIS3MDL,
STMicroelectronics, Switzerland), was used to acquire the mag-
netic field generated by the magnets. A custom plexiglass frame
and elastic straps were used to hold the acquisition boards
in place (Fig. 1). The acquisition system was connected to
a computation unit (Computer-on-Module board iMXRT1062
OEM, Embedded Artists, Sweden). A localization algorithm,
already developed and assessed in previous studies [13], [15],
[16], was implemented on the computation unit and used to
continuously localize the pose of the magnets (i.e., position
and orientation in space) online. The retrieved poses were thus
sent to the laptop (serial communication), and saved for offline
analysis. The acquisition of the sensors was triggered by the
C# application, so that the acquired data were automatically
synchronized with the participant’s movements.

The poses of the magnets was used to derive time series
of the: relative displacement (i.e., Euclidean distance) of each
magnet from its initial position; relative displacement between
all possible couples of magnets; difference of the x, y, z coor-
dinates from their initial values for each magnet; difference of
the x, y, z coordinates between all possible couples of magnets;
angular displacement between all possible couples of magnets.
The computation unit provided an updated magnets’ pose 32
times per second. A FWL of 375ms, with a 250ms step was
applied, corresponding to four steps per second (5% the move-
ment duration each). For each time series the same nine features
used for the video data were extracted, resulting in a total of 630
features.

C. Classification Algorithm

For both approaches (video and myokinetic) the features
extracted from the two OS acquisitions were concatenated for
training. In particular, among the 20 repetitions, 17 (85%) were
randomly selected. A one vs. all approach was applied, thus
six logistic regressors were trained to recognize each of the
six movements. The response vectors were binary encoded by
setting the label to one for the 5s duration of the target movement,
and to zero otherwise. Then, a feature selection strategy was
implemented. First, for each class (i.e., each movement) a subset
of features was selected based on the correlation coefficient
(ρ) between the class and the feature (a cut-off threshold was
used to exclude features below such threshold). Then, a further
selection was implemented by applying Principal Components
Analysis (PCA) and retaining only the principal components
that explained a certain percentage amount (called exp) of data
variation. Both the value of ρ and exp were experimentally set
for each class based on the performance of the regressor on the
development set. A coefficient representative of the relevance of
each feature was computed. First, the number of times a feature
was selected based on ρ was derived; then, the obtained values
were multiplied for the sum of the loadings of each feature in the

TABLE I
PARAMETERS USED FOR FEATURE SELECTION, NUMBER OF SELECTED

PRINCIPAL COMPONENTS (PC) AND FEATURE REDUCTION PERCENTAGE

BASED ON ρ (%), AND LOGISTIC REGRESSOR HYPERPARAMETER LAMBDA

aS1-v. bS2-v. cS1-m. dS2-m.

selected PCA eigenvectors. Results were normalized, resulting
in coefficients in the [0,[1] range. The model was internally
validated following a 10-fold cross-validation approach using
the Matlab function lassoglm with default parameters. This
function implements a regularized logistic regression with a
lasso penalty, using a geometric sequence of Lambda values. The
value of Lamba corresponding to the minimum cross-validation
error was finally selected (Table I). In addition, to limit the effect
of class unbalance, we weighted the cost of less represented
samples during training by a fixed factor of 10. A thresholding
operation (threshold= 0.6) was applied to the regressor output to
get the final binary classification. If multiple logistic regressors
returned a probability estimate higher than 60% in the same time
window, the one having the highest probability was selected as
winner. The threshold allowed to reject uncertain classifications
and to identify windows not relative to a motor intention (i.e.,
time intervals between classes), indicated in the following as
rest.

D. Performance Metrics

The F1-score was used to evaluate the trained model, as it
gives a more thorough representation of the classifier perfor-
mance compared to accuracy in case of unbalanced classes. The
F1-score is defined in the following way:

F1− score =
2TP

2TP + FP + FN

where TP are the true positives, FP the false positives, and FN
the false negatives. Also in this case, a one-vs-all approach was
applied to compute the F1-score for each class. The model was
tested on three different datasets, namely the three repetitions of
OS (15%) left out from the training set (in the following called
Test), the RS dataset, and the RP dataset.

III. RESULTS

In the following, we will refer to S1-v (S2-v) and S1-m (S2-m)
for indicating the data acquired during the vision and myokinetic
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Fig. 3. Feature selection results. Features were grouped across mark-
ers/magnets. In the magnetic case (below), a distinction was made between
those derived from Euclidian and angular distances (Displ.) and independent
cartesian coordinates (x, y, z). The colorbar encodes the coefficient (in [0, 1])
representing the relevance of each feature. Features showing higher coefficients
are indicated by the red boxes. Legend: HC-Hand Closing, HO-Hand Opening,
WS-Wrist Supination, WP-Wrist Pronation, EE-Elbow Extension, EF-Elbow
Flexion.

experimental session with S1 (S2), respectively. Table I reports
the ρ and exp values, the number of selected Principal Com-
ponents and the percentage of feature reduction following the
ρ thresholding, as well as the selected Lambda value used for
training the logistic regression models. The obtained coefficients
showed a clear pattern across classes and data types, as five
features (namely Min, Max, Mean, RMS and Median) generally
showed higher coefficients than the remaining ones (Fig. 3).
Notably, for the magnetic data, features derived from the xyz
coordinates proved more informative than those obtained from
relative distances. Considering first a representative result, i.e.,
the RS dataset from S1-v, the classifier proved accurate in
discriminating the different movements, showing a minimum
F1-score of 0.69 for class WS, and a maximum F1-score of 0.89
for both HO and EE class (Fig. 4 and Supplementary Video).
More in general, in the majority of mis-classification cases
movements were recognized as rest state or vice-versa, while few
times they were exchanged across each other (Fig. 4(b)). This is
in line with the visual evidence that the pattern of displacement
of the markers (Fig. 4(a)) appears clearly distinguishable, as
well as repeatable in correspondence of the different movements.
Not surprisingly, most of the times mis-classifications occurred
in the transient phase between movements and rest (Fig. 4(a)).
This appeared more evident in the early portion of the ramp of
dataset RP, S1-v (Fig. 5). Indeed, the confidence of the regressors
in recognizing the corresponding class showed a monotonic
increase (Spearman coefficient = 0.99, p < .01), and the same
held true for the RP datasets of S1-m, S2-v and S2-m (not
shown).

Overall, the classifier showed good performance for all
classes, even if appreciably higher F1-scores were obtained
for S1 compared to S2 (i.e., for the more proximal amputa-
tion level, Table II–Fig. 6). Moreover, for both S1 and S2 the
performance proved generally better when considering video

TABLE II
F1-SCORES FOR VIDEO AND MAGNETIC DATA, FOR BOTH PARTICIPANTS

AND ALL CLASSES

aVideo data. bMyiokinetic approach.

data in comparison to the myokinetic approach, even if such
difference proved statistically significant only for datasets Test
and RP of S1 (Mann-Whitney U Test, Fig. 6). Overall, the
average F1-score computed across all test datasets decreased by
a maximum of 0.32 (0.22) for class WP (WP) relative to S1 (S2).
Nevertheless, the accuracy trend across different classes was
generally maintained for both approaches (video and magnetic)
and participants. Indeed, for both S1-v and S1-m, the classifiers
proved always robust in detecting HC and EF, with an average
F1-score of 0.87 and 0.88 in the former case, and of 0.78 and 0.76
in the latter. Considering S2-v and S2-m, the same generally held
true for class WS, with an average F1-score of 0.80 in the former
case, and of 0.69 in the latter. A performance deterioration was
observed for some classes when testing the classifier on the RP
datasets, with a particular F1-score drop for class EF in S2-m
(F1-score = 0.20) (Table II). In this case, ∼48% of the windows
belonging to class EF were wrongly classified as class HC (not
shown).

As expected, the average F1-score computed across classes
proved always higher when the model was evaluated on the Test
dataset (Fig. 6). Indeed, the same trend was maintained across
all conditions (i.e., S1-v, S1-m, S2-v, and S2-m), showing the
lowest average F1-scores obtained always for the RP datasets.
Overall, the average F1-scores computed on each dataset proved
always above the random guess line (∼0.17) (Fig. 6).

IV. DISCUSSION

In this study, we assessed for the first time the feasibility of ap-
plying the myokinetic approach to TMR patients. Our outcomes
answer the following research questions: can we disentangle
different muscle movements, associated with different postures,
by analysing videos of the participant performing such postures?
Can we place some permanent magnets on the skin and track
their displacement, to control multiple DoFs of an artificial
hand? Using video analysis and the myokinetic interface to
monitor the skin displacement over the reinnervated sites of two
participants, we proved the viability of disentangling different
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Fig. 4. Representative classification output relative to the RS dataset for S1 and video data (S1-v). (a) Raw displacement of the y-coordinates of all markers
(M1–M11) following subtraction of the reference marker and detrending, classification output for the prompted pair movements, and misclassification errors (red
crosses). (b) Confusion matrix.

Fig. 5. Early ramp portion, dataset RP of S1-v. Boxplots (including data in
the interquartile range) represent the logistic regressors output grouped across
classes and repetitions. In the first ∼3s of the ramp, a monotonic increase in
the confidence of the regressors in recognizing the corresponding class is found
(Spearman coefficient (rho) of 0.99 and p < .01 for the spline fitted on the
boxplot medians).

Fig. 6. Average F1-score for the three test datasets (Test, RS, and RP), grouped
for each participant (S1 and S2), derived from videos (S1-v, S2-v) and with the
myiokinetic approach (S1-m, S2-m). The dashed line represents the random
guess line. When comparing the outcomes from magnetic and video data, the
latter showed significantly higher F1-scores for datasets Test and RP of S1 (p <
.05 and p < .01, respectively).

patterns of movement to accurately discriminate six movements
of the lost limb.

As expected, lower F1-scores were generally achieved for S2
compared to S1, for both experimental sessions (Table II, Fig. 6).
We impute this lower classification score to anatomical factors:
first, the skin displacement induced by muscle contraction was
significantly smaller in S2, due to different anatomical condi-
tions (arm vs chest muscles). Secondly, while for S1 an extensive
skin surface covering the reinnervation sites was available, for
S2 all the acquisitions were made from the narrower surface
of the stump. This plausibly led to more important cross-talk
effects among different movements, making it more challenging
to disentangle them from the surface.

Since a binary encoding (on-off activation) of the different
movements was applied, it appears plausible that most mis-
classifications occurred in the transient phase across rest and
movement windows (Fig. 4(a)). This likely explains also the
(sometimes significant) drop in accuracy obtained when testing
the trained models on the RP datasets, as demonstrated by
the monotonic trend in the logistic regressor output found in
the early portion of the ramp (Fig. 5). Indeed, reaching the
final posture gradually is equivalent to extending the transient
phase. Notably, the drop in accuracy for RP involved movements
somehow functionally coupled. For instance, HC and EF in S2
are both operated by the biceps (Fig. 1), thus their activation
likely generates similar displacements when monitoring the
skin surface. This was less evident for S1, possibly because
of the clearer distinction among reinnervated areas. The lower
F1-score obtained for HO in RP of S1-m (0.31) can probably
be ascribed to setup constraints. Indeed, HO was restored by
redirecting the radial nerve to innervate muscles of the lateral
side (Fig. 1), which movement could only be partially recorded
with the myokinetic interface. Finally, it is worth considering
that, despite the precise temporization of the GUI and the accu-
rate class encoding, a delay in the actual initiation/conclusion
of the movement by the participant was sometimes present (see
Supplementary Video).

The present study was limited in some respects. First, only
elementary movements were investigated, however the feasi-
bility of using combined outputs from the regressors should
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be assessed in future implementations. Nevertheless, we are
currently unable to establish whether the training patterns used
here would be significantly altered by combined DoFs. Regard-
ing the myokinetic approach, the performance could reasonably
be improved by designing custom sockets for each participant
to hold the acquisition boards, in order to optimize the sensor
placement and to avoid possible mechanical disturbances which
alter the sensor measurements among different acquisitions.
Moreover, since the movement generated by different muscles
on the skin is not completely independent due to anatomi-
cal factors, like the presence of connective tissue (especially
considering different compartments of the same muscle, e.g.,
the biceps), more distinguishable signals could be obtained by
implanting the magnets inside the muscles. However, this study
being a proof-of-concept, the achieved outcomes showed good
performance, keeping in mind the limitations imposed by the
anatomical factors.

The outcomes of this work encourage further studies on a
novel control strategy for TMR patients, based on the transduc-
tion of movements in place of electrical signals. They pave the
way towards the investigation of a poorly explored field, which
nonetheless appears to bring many advantages for the restoration
of the lost functionalities.
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