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#### Abstract

We consider the problem of deciding whether a given system of quadratic homogeneous equations over the reals has nontrivial solution. We design an algorithm which, for a fixed number of equations, uses a number of arithmetic operations bounded by a polynomial in the number of variables only.


## 1. Introduction

Let $G_{i}=\left\langle x, \Psi_{i} x\right\rangle, i=1, \ldots, m$, be a family of quadratic forms on $\mathbb{R}^{n}$, so $\Psi_{i}$, $i=1, \ldots, m$, are $n \times n$ real square symmetric matrices and $\langle\cdot, \cdot\rangle$ is the standard scalar product in $\mathbb{R}^{n}$. Let $S^{n-1}=\left\{x \in \mathbb{R}^{n},\|x\|=1\right\}$ be the unit sphere. We denote by $\|\Psi\|$ the usual norm of $\Psi:\|\Psi\|=\max \left\{\|\Psi(x)\|, x \in S^{n-1}\right\}$. We consider the following problem:
(1.1) Problem. Find whether there exists an $x \in S^{n-1}$ such that

$$
G_{1}(x)=\cdots=G_{m}(x)=0 .
$$

Without loss of generality we assume that $\left\|\Psi_{i}\right\| \leq \frac{1}{2}$ for $i=1, \ldots, m$.
In other words we are interested in whether a given family of projective quadrics has nonempty intersection. We study the computational complexity of this problem. If $m=1$, then Problem (1.1) has no solution if and only if the form $G_{1}$

[^0]is definite. In this case the Sylvester criterion provides a polynomial algorithm. If $m=2$, then the Toeplitz-Hausdorff theorem (see, for example, [11]) can be used to design a polynomial-time algorithm for the "generic" forms $G_{i}$. No such results seem to be known for $m=3$. In this paper we prove the following main result.
(1.2) Theorem. Assume that $m$ is fixed. Then, for any $n \in \mathbb{N}$ and any quadratic forms $G_{1}, \ldots, G_{m}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, Problem (1.1) can be solved using a number of arithmetic operations which is polynomial in $n$.

Problem (1.1) is universal in a class of semialgebraic problems since an arbitrary system of polynomial equations and inequalities over the field $\mathbb{R}$ can be reduced to Problem (1.1). Of course, the number $m$ of quadratic forms will be large in general. Usually, algorithms in real algebraic geometry have a complexity which is exponential in the number of variables (for an exposition of algorithmic problems in real algebraic geometry and the history of the subject see, for example, [14]-[16]). Theorem (1.2) allows the distinction of "simple" systems of polynomial equations and inequalities, namely, those which can be reduced to a few quadratic equations. It also inspires a hope that other algorithmic problems of algebraic geometry involving intersections of a small number of quadrics can be solved polynomially.

As the main tool to solve (1.1) we study the following optimization problem.
(1.3) Optimization Problem. Let $F_{i}=\left\langle x, \Phi_{i} x\right\rangle, i=1, \ldots, k$, be positive definite quadratic forms on $\mathbb{R}^{n}$. Find

$$
l=\max \left\{\prod_{i=1}^{k} F_{i}(x): x \in S^{n-1}\right\}
$$

Without loss of generality we assume that $F_{i}(x) \geq \frac{1}{2}\|x\|^{2}$ for $i=1, \ldots, k$.

Putting $k=2 m, F_{2 i-1}(x)=\|x\|^{2}-G_{i}(x), F_{2 i}(x)=\|x\|^{2}+G_{i}(x)$ for $i=1, \ldots, m$ for Problem (1.1) we conclude that

$$
\max \left\{\prod_{i=1}^{k} F_{i}(x): x \in S^{n-1}\right\}= \begin{cases}1 & \begin{array}{c}
\text { if the forms } G_{1}, \ldots, G_{m} \text { have a } \\
\text { common nontrivial zero, } \\
l<1 \\
\text { if the forms } G_{1}, \ldots, G_{m} \text { do not } \\
\text { have a common nontrivial zero. }
\end{array}\end{cases}
$$

The main part of this paper deals with Problem (1.3) and only in Section 4 do we consider the source problem (1.1) which initiates and justifies the study of (1.3). In Section 2 we characterize the optimal value $l$ of (1.3) by constructing a univariate polynomial $P$ of degree $O\left(n^{k}\right)$ such that $P(l)=0$. In Section 3 we design a polynomial algorithm for (1.3) when $k$ is fixed and the forms $F_{1}, \ldots, F_{k}$ are in a
general position. We also construct a polynomial algorithm for pushing forms into general position.

By arithmetic operations we mean addition, subtraction, multiplication, division, and comparision of real numbers.

## 2. A Polynomial Equation for the Maximal Value

Here we prove the following main result.
(2.1) Theorem. Assume that $k$ is fixed. Then, for any given $n \in \mathbb{N}$ and any given quadratic forms $F_{1}, \ldots, F_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, a univariate nonzero polynomial $P(z)$ of degree not more than $(k+1) \cdot n^{k}$ such that $P(l)=0$, where $l$ is the solution of $(1.3)$, can be computed. To do that a number of arithmetic operations which is polynomial in $n$ (the degree of this polynomial is linear in $k^{2}$ ) can be used.

Let $I$ denote the identity $n \times n$ matrix. Consider an expansion

$$
\begin{equation*}
\operatorname{det}^{-1 / 2}\left(I-\sum_{i=1}^{k} t_{i} \Phi_{i}\right)=1+\sum_{0 \leq m_{1}, \ldots, m_{k}} q\left(m_{1}, \ldots, m_{k}\right) \cdot t_{1}^{m_{1}} \cdots t_{k}^{m_{k}} \tag{2.2}
\end{equation*}
$$

in a small neighborhood of the point $t_{1}=\cdots=t_{k}=0$. Our first lemma deals with the geometric meaning of the coefficients $q\left(m_{1}, \ldots, m_{k}\right)$.

Let $\Gamma(z)=\int_{0}^{+\infty} x^{z-1} \exp \{-x\} d x$ be the usual Gamma function and let $d s$ be the measure on the sphere $S^{n-1}$.
(2.3) Lemma. The following identity for the coefficients of (2.2) holds:

$$
q\left(m_{1}, \ldots, m_{k}\right)=\pi^{-n / 2} \cdot \frac{\Gamma\left(m_{1}+\cdots+m_{k}+n / 2\right)}{2 \cdot m_{1}!\cdots m_{k}!} \int_{s^{n-1}} F_{1}^{m_{1}}(s) \cdots F_{k}^{m_{k}}(s) d s
$$

Proof. Put $G(x)=F_{1}^{m_{1}}(x) \cdots F_{k}^{m_{k}}(x)$. For $r>0$ set $S(r)=\left\{x:\|x\|=r^{2}\right\}$ and $\psi(r)=$ $\int_{S(r)} G(s) d s$, where $d s$ is the measure on the sphere $S(r)$ induced from $\mathbb{R}^{n}$. Since $G(x)$ is homogeneous of degree $2 m=2\left(m_{1}+\cdots+m_{k}\right)$ we have

$$
\psi(r)=\psi(1) \cdot r^{n+2 m-1}
$$

Therefore we have

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} G(x) \cdot \exp \left\{-\|x\|^{2}\right\} d x & =\psi(1) \cdot \int_{0}^{+\infty} r^{n+2 m-1} \exp \left\{-r^{2}\right\} d r \\
& =\frac{1}{2} \cdot \psi(1) \cdot \Gamma\left(m+\frac{n}{2}\right)
\end{aligned}
$$

The left-hand side integral is equal to

$$
\left.\frac{\partial^{m}}{\partial t_{1}^{m_{1}} \cdots \partial t_{k}^{m_{k}}} \int_{\mathbb{R}^{n}} \exp \left\{-\|x\|^{2}+t_{1} F_{1}(x)+\cdots+t_{k} F_{k}(x)\right\} d x\right|_{t_{1}=\cdots=t_{k}=0}
$$

To compute the last integral the well-known formula for the integral over $\mathbb{R}^{n}$ of the exponential function of a quadratic form can be used (see, for example, [10]). So we have

$$
\int_{\mathbb{R}^{n}} \exp \left\{-\|x\|^{2}+t_{1} F_{1}(x)+\cdots+t_{k} F_{k}(x)\right\} d x=\pi^{n / 2} \cdot \operatorname{det}^{-1 / 2}\left(I-\sum_{i=1}^{k} t_{i} \Phi_{i}\right)
$$

Finally we obtain

$$
q\left(m_{1}, \ldots, m_{k}\right)=\pi^{-n / 2} \cdot \frac{\Gamma\left(m_{1}+\cdots+m_{k}+n / 2\right)}{2 \cdot m_{1}!\cdots m_{k}!} \psi(1)
$$

and the proof follows.
We also need the following result which is known in many different forms.
(2.4) Lemma. Let $H: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous function which is positive on $S^{n-1}$. Assume that $\rho: S^{n-1} \rightarrow \mathbb{R}$ is a continuous density such that $\rho(s)>0$ for all $s \in S^{n-1}$. Then

$$
\lim _{m \rightarrow+\infty}\left(\frac{\int_{s^{n-1}} H^{m+1}(s) \rho(s) d s}{\int_{s^{n-1}} H^{m}(s) \rho(s) d s}\right)=\max \left\{H(x): x \in S^{n-1}\right\}
$$

Proof. For the one-dimensional interval this result is proved, for example, in Section 2, Chapter 5, §1, Ex. 199 of [13]. We omit the proof for $S^{n-1}$ since it is completely analogous.
(2.5) Corollary. Let us fix $a_{1}, \ldots, a_{k} \in \mathbb{N}$ and denote $Q_{i}=q\left(a_{1}+i, \ldots, a_{k}+i\right)$. Then, for any $j \in \mathbb{N}$,

$$
\lim _{i \rightarrow+\infty} \frac{Q_{j+i}}{Q_{i}}=k^{k j} \cdot l^{j}
$$

where $l$ is the maximal value in (1.3).
Proof. Put $\rho(s)=F_{1}^{a_{1}}(s) \cdots F_{k}^{a_{k}}(s)$ and $H(s)=F_{1}(s) \cdots F_{k}(s)$ in Lemma (2.4). Then using Lemma (2.3) we deduce that $\lim _{i \rightarrow+\infty} Q_{i+1} / Q_{i}=k^{k} \cdot l$. Since $Q_{j+i} / Q_{i}=$ $\prod_{r=1}^{j=1}\left(Q_{i+r} / Q_{i+r-1}\right)$ the proof follows.

In the previous version of this paper [2] an analogous relation was used to design an approximate algorithm for solving (1.1).

To prove Theorem (1.2) we need a computational version of one result of Gessel (see Theorem 2 of [5]) on rational power series in few variables.

Let $Z\left(t_{1}, \ldots, t_{k}\right)$ be a polynomial in complex variables $t_{1}, \ldots, t_{k}$ with constant term 1 and let $\alpha$ be a complex number. Let us consider the expansion

$$
Z^{-x}\left(t_{1}, \ldots, t_{k}\right)=1+\sum_{0 \leq m_{1}, \ldots, m_{k}} \zeta\left(m_{1}, \ldots, m_{k}\right) \cdot t_{1}^{m_{1}} \cdots t_{k}^{m_{k}}
$$

in a small neighborhood of the point $t_{1}=\cdots=t_{k}=0$. Then Theorem 2 from [5] asserts that there exist polynomials $r_{0}\left(m_{1}, \ldots, m_{k}\right), \ldots, r_{d}\left(m_{1}, \ldots, m_{k}\right)$, not all equal to zero, such that

$$
\begin{equation*}
\sum_{j=0}^{d} r_{j}\left(m_{1}, \ldots, m_{k}\right) \cdot \zeta\left(m_{1}+j, \ldots, m_{k}+j\right)=0 \tag{2.6}
\end{equation*}
$$

for all $m_{1}, \ldots, m_{k}$.
In fact, in [5] a more general result is proved not only for polynomials but also for rational functions. We need explicit estimates of $d$ and of the computational complexity of these polynomials $r_{j}$. The desired estimates can be easily extracted from the proof in [5], but since [5] does not deal with computational complexity questions we briefly describe its method. We assume that the polynomial $Z$ is given by its coefficients. To compute a polynomial means to compute its decomposition into a sum of monomials.
(2.7) Lemma. Let us fix $k$. For any given $\alpha$ and any given polynomial $Z$ such that $\operatorname{deg} Z \leq v$, polynomials $r_{j}\left(m_{1}, \ldots, m_{k}\right), j=0, \ldots, d$, can be computed such that (2.6) holds, $d \leq(k+1) \cdot v^{k}$, and $\operatorname{deg} r_{j} \leq k \cdot(k+1) \cdot v^{k}$ for all $j$. To compute these polynomials $r_{j}$ it is necessary to perform $\nu^{o\left(k^{2}\right)}$ arithmetic operations.

Proof. We follow Theorem 2 of [5] converting the proof into an algorithm and adding explicit estimates.

Let us choose $D \in \mathbb{N}$. For $\beta=\left(\beta_{1}, \ldots, \beta_{k}\right) \in \mathbb{N}_{0}^{k}, j \in \mathbb{N}_{0}: \beta_{1}+\cdots+\beta_{k}+k \cdot j \leq D$, let us consider the following family of functions:

$$
\left(\frac{\partial^{k}}{\partial t_{1} \cdots \partial t_{k}}\right)^{j} \prod_{i=1}^{k}\left(t_{i} \cdot \frac{\partial}{\partial t_{i}}\right)^{\beta_{i}} Z^{-\alpha}\left(t_{1}, \ldots, t_{k}\right)=U_{j, \beta}\left(t_{1}, \ldots, t_{k}\right) \cdot Z^{-\alpha-D}\left(t_{1}, \ldots, t_{k}\right) .
$$

Here $U_{j, \beta}$ are polynomials of degree at most $D \cdot v$. These polynomials $U_{j, \beta}$ can be computed in a straightforward way using $(D \cdot v)^{o(k)}$ arithmetic operations. It turns out by counting arguments that if $D$ is chosen so that

$$
\binom{k+D \cdot v}{k}<\frac{1}{k}\binom{k+D}{k+1}
$$

then the polynomials $U_{j, \beta}$ are linearly dependent. If $\left\{c_{j, \beta}\right\}$ are the coefficients of this dependence, then we put

$$
r_{j}\left(m_{1}, \ldots, m_{k}\right)=\prod_{i=1}^{k} \frac{\left(m_{i}+j\right)!}{m_{i}!} \sum_{\beta} c_{j, \beta}\left(m_{1}+j\right)^{\beta_{1} \cdots\left(m_{k}+j\right)^{\beta_{k}} . . . . . .}
$$

Thus we have $\operatorname{deg} r_{j} \leq D$ for all $j$. We can rewrite $r_{j}$ as a sum of monomials in $m_{1}, \ldots, m_{k}$ using $D^{o(k)}$ arithmetic operations.

Hence the problem is reduced to finding a linear dependence between certain polynomials $U_{j, \beta}$ in $k$ variables of degree less than $D \cdot v$. We can choose $D=k \cdot(k+1) \cdot v^{k}$, so $d \leq(k+1) \cdot v^{k}$. Now we obtain the desired estimates.

We need the following purely technical result on the expansion of the determinant of a matrix of polynomials.
(2.8) Proposition. Let us fix $k \in \mathbb{N}$. Then, for any given $n \times n$ square matrices $A_{0}, \ldots, A_{k}$, the expansion of

$$
Z\left(t_{1}, \ldots, t_{k}\right)=\operatorname{det}\left(A_{0}+\sum_{i=1}^{k} t_{i} \cdot A_{i}\right)
$$

into a sum of monomials in $t_{1}, \ldots, t_{k}$ can be computed using $n^{o(k)}$ arithmetic operations.

Proof. First we note that the degree of $Z$ does not exceed $n$. Note that the determinant of an $n \times n$ square matrix can be computed using $O\left(n^{3}\right)$ arithmetic operations. Therefore computing the values of $Z\left(t_{1}, \ldots, t_{k}\right)$ in points

$$
\left(t_{1}, \ldots, t_{k}\right) \in[0: n]^{k}
$$

from the resulting system of linear equations using $n^{o(k)}$ arithmetic operations we obtain an explicit decomposition of $Z\left(t_{1}, \ldots, t_{k}\right)$ into a sum of monomials.

Now we can prove the main result of this section.
Proof of Theorem (2.1). Let us denote

$$
Z\left(t_{1}, \ldots, t_{k}\right)=\operatorname{det}\left(I-\sum_{i=1}^{k} t_{i} \Phi_{i}\right)
$$

So $Z\left(t_{1}, \ldots, t_{k}\right)$ is a polynomial in $t_{1}, \ldots, t_{k}$ of degree not more than $n$. The right-hand side of (2.2) is the expansion of $Z^{-1 / 2}\left(t_{1}, \ldots, t_{k}\right)$ into a power series in $t_{1}, \ldots, t_{k}$. By Proposition (2.8) we obtain an explicit decomposition of $Z\left(t_{1}, \ldots, t_{k}\right)$
into a sum of monomials in $t_{1}, \ldots, t_{k}$. Then by Lemma (2.7) using $n^{o\left(k^{2}\right)}$ arithmetic operations we compute polynomials $r_{0}\left(m_{1}, \ldots, m_{k}\right), \ldots, r_{d}\left(m_{1}, \ldots, m_{k}\right)$, not all equal to zero, such that

$$
\sum_{j=0}^{d} r_{j}\left(m_{1}, \ldots, m_{k}\right) \cdot q\left(m_{1}+j, \ldots, m_{k}+j\right)=0
$$

for all $m_{1}, \ldots, m_{k}$. Here $d \leq(k+1) \cdot n^{k}$.
Let us choose $a_{1}, \ldots, a_{k}$ such that $r_{u}\left(a_{1}, \ldots, a_{k}\right) \neq 0$ for some $u$. Let us put

$$
Q_{i}=q\left(a_{1}+i, \ldots, a_{k}+i\right), \quad R_{j}(i)=r_{j}\left(a_{1}+i, \ldots, a_{k}+i\right), \quad j=0, \ldots, d, \quad i \in \mathbb{N}
$$

So we have got a polynomial recursion

$$
\begin{equation*}
\sum_{j=0}^{d} R_{j}(i) \cdot Q_{i+j}=0 \tag{*}
\end{equation*}
$$

for all $i \in \mathbb{N}$, where $R_{j}$ are polynomials not all of which are identically zero. Let $g=\max \left\{\operatorname{deg} R_{j}, j=0, \ldots, d\right\}$, so $R_{j}(i)=\alpha_{j} \cdot i^{g}+$ lower-order terms. Divide each summand of (*) by $Q_{i} \cdot i^{g}$ as $i \rightarrow+\infty$. Since by Corollary (2.5)

$$
\lim _{i \rightarrow+\infty} Q_{i+j} / Q_{i}=k^{k j} \cdot l^{j}
$$

we obtain finally the desired polynomial equation:

$$
\sum_{j=0}^{d} \alpha_{j} \cdot k^{k j} \cdot l^{j}=0
$$

So we put $P(z)=\sum_{j=0}^{d} \alpha_{j} \cdot k^{k j} \cdot z^{j}$. Since by Lemma (2.7) we have that

$$
\operatorname{deg} r_{j} \leq k \cdot(k+1) \cdot n^{k}
$$

for all $j$, we get the desired estimate of the complexity of the algorithm.
Remark. In the proof above we show that for a certain choice of $a_{1}, \ldots, a_{k}$ the sequence $q\left(a_{1}+i, \ldots, a_{k}+i\right)$ is polynomially recursive. In fact, this sequence is polynomially recursive for any $a_{1}, \ldots, a_{k}$ (see [12]). However, known bounds on the degree of the resulting polynomial equation are much worse than for a sequence with a "generic" starting point.

Example. If $k=1$, then $l$ is the maximal eigenvalue of the matrix $\Phi_{1}$. Then we have $\chi(l)=0$, where $\chi$ is the characteristic polynomial of degree not more than $n$.

## 3. Maximum in a General Position

Here we consider the case of "general position" in (1.3). We begin with the following standard result.
(3.1) Lemma. Let $x \in S^{n-1}$ be a point where the maximum 1 in (1.3) is attained. Then for some positive $t_{1}, \ldots, t_{k}$ the following equation holds:

$$
\left(I-\sum_{i=1}^{k} t_{i} \Phi_{i}\right) x=0
$$

Proof. Note that the maximum of $H=\sum_{i=1}^{k} \ln F_{i}$ on $S^{n-1}$ is also attained in $x$. Thus for the differential $d H$ we get

$$
\sum_{i=1}^{k} \frac{1}{F_{i}(x)} \Phi_{i}(x)=\lambda \cdot x
$$

for some $\lambda \in \mathbb{R}$. Applying $\langle\cdot, x\rangle$ to both sides of the relation we deduce that $\lambda=k$.

It is known that in the space of real symmetric $n \times n$ matrices the set of matrices of corank $r$ is a real analytic submanifold of codimension $r(r+1) / 2$ (see, for example, the corollary on p. 994 of the English translation of [1]). From this it can be derived that, for $k$ symmetric $n \times n$ matrices $\Phi_{1}, \ldots, \Phi_{k}$ in general position, the following condition holds:

$$
\operatorname{rank}\left(I-\sum_{i=1}^{k} t_{i} \cdot \Phi_{i}\right) \geq n-\frac{\sqrt{1+8 k}-1}{2}
$$

for all $t_{1}, \ldots, t_{k} \in \mathbb{R}$.
The words "in general position" mean that the last inequality holds for all matrices from an open dense set in the vector space of all $k$-tuples $\left(\Phi_{1}, \ldots, \Phi_{k}\right)$ of symmetric $n \times n$ matrices. In fact, for us it is essential that the corank of a linear combination cannot be greater than a certain function in $k$ alone. We say that $\Phi_{1}, \ldots, \Phi_{k}$ are in general position if

$$
\begin{equation*}
\operatorname{rank}\left(I-\sum_{i=1}^{k} t_{i} \cdot \Phi_{i}\right) \geq n-f(k) \tag{3.2}
\end{equation*}
$$

for all $t_{1}, \ldots, t_{k} \in \mathbb{R}$, where $f(k)$ is a certain function such that

$$
f(k) \geq \frac{\sqrt{1+8 k}-1}{2}
$$

For example, $f(k)=k$ can be chosen.

Instead of Problem (1.3) we now consider the following "yes-or-no" problem.
(3.3) Problem. For given $a, \varepsilon \in \mathbb{R}$, decide whether $|l-a|<\varepsilon$, where $l$ is the maximal value in (1.3).

The idea of the following result was suggested by A. Megretsky.
(3.4) Theorem. Assume that $k$ is fixed. Then, for given quadratic forms $F_{1}, \ldots, F_{k}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$ such that (3.2) holds and any given $a, \varepsilon \in \mathbb{R}$, Problem (3.3) can be solved using a number of arithmetic operations which is polynomial in $n$.

Proof. Let us denote $H(x)=\prod_{i=1}^{k} F_{i}(x)$. Put

$$
\mathscr{A}=\left\{x \in S^{n-1}:\left(I-\sum_{i=1}^{k} t_{i} \cdot \Phi_{i}\right) x=0 \text { for some } t_{1}, \ldots, t_{k}\right\} .
$$

By Lemma (3.1) it follows that $l=\max \{H(x): x \in \mathscr{A}\}$, whereas by (3.2) we deduce that $\mathscr{A}$ is a semialgebraic set of dimension not more than $k+f(k)$. Here it is essential that $\operatorname{dim} \mathscr{A}$ is bounded by a function in $k$ alone. We construct a decomposition of the set $\mathscr{A}$ into a union of (possibly intersecting) semialgebraic sets $\left\{\mathscr{B}_{m}: m \in M\right\}$ called pieces such that, for each piece $\mathscr{B}_{m}$, the problem
(3.4.1) given $b \in \mathbb{R}$, decide whether $H(x)>b$ for some $x \in \mathscr{B}_{m}$
reduces to solving a system of algebraic equations and inequalities in at most $k+f(k)$ variables. The number card $M$ of such pieces is bounded by a polynomial in $n$. The answer to Problem (3.3) is "yes" if for some $m \in M$ and $b=a-\varepsilon$ the answer to Problem (3.4.1) is "yes" and for all $m \in M$ and $b=a+\varepsilon$ the answer to Problem (3.4.1) is "no."

An index $m \in M$ consists of a number $r \in \mathbb{N}$ such that $n-f(k) \leq r<n$ and of a pair $(I, J)$, where $I, J \subset\{1, \ldots, n\}$ : card $I=\operatorname{card} J=r$. For $t=\left(t_{1}, \ldots, t_{k}\right)$ let us denote the matrix $I-\sum_{i=1}^{k} t_{i} \cdot \Phi_{i}$ by $\Phi(t)$ and its $r \times r$ submatrix with row indices in $I$ and column indices in $J$ by $\Phi(t ; I, J)$. Put

$$
\begin{aligned}
T_{m}= & \left\{t=\left(t_{1}, \ldots, t_{k}\right) \text { such that all }(r+1) \times(r+1) \text { minors of } \Phi(t)\right. \text { are } \\
& \text { equal to } 0 \text { and det } \Phi(t ; I, J) \neq 0\} .
\end{aligned}
$$

Then define

$$
\mathscr{B}_{m}=\left\{x \in S^{n-1}: \Phi(t) x=0 \text { for some } t \in T_{m}\right\} .
$$

Now we can design the desired system of polynomial equations and inequalities for solving (3.4.1). To simplify notation we assume that the nonsingular submatrix $\Phi(t ; I, J)$ occupies the upper left-hand side corner of the matrix $\Phi(t)$. Let us denote
by $u_{j}(t), j=r+1, \ldots, n$, the vector consisting of the first $r$ entries of the $j$ th column of $\boldsymbol{\Phi}(t)$. Finally put

$$
x_{j}(t)= \begin{cases}-\Phi(t ; I, J)^{-1} u_{j}(t) & \text { for the first } r \text { coordinates } \\ 1 & \text { for the } j \text { th coordinate } \\ 0 & \text { elsewhere }\end{cases}
$$

Then

$$
\mathscr{B}_{m}=\left\{\sum_{j=r+1}^{n} \lambda_{j} x_{j}(t), \lambda_{j} \in \mathbb{R}, t \in T_{m},\left\|\sum_{j=r+1}^{n} \lambda_{j} x_{j}(t)\right\|^{2}=1\right\} .
$$

Using Proposition (2.8) we obtain an explicit representation of the entries of $\Phi(t ; I, J)^{-1}$ as rational functions in $t_{1}, \ldots, t_{k}$. Now it is clear that (3.4.1) is written as a system of polynomial equations and inequalities in at most $k+f(k)$ variables $t_{1}, \ldots, t_{k}, \lambda_{r+1}, \ldots, \lambda_{n}$. Since the degree of these equations and inequalities is $O(n)$ and their number is polynomial in $n$ when $k$ is fixed then (see, for example, [14] and [15]) it follows that Problem (3.4.1) can be solved using a number of arithmetic operations which is polynomial in $n$ (the degree of this polynomial is linear in the number of variables, i.e., in $k+f(k)$ ). Since card $M \leq n \cdot n^{2 \cdot f(k)}$ we have reduced the initial problem (3.3) to a set of problems of type (3.4.1) whose cardinality is bounded by a certain polynomial in $n$.

Now we describe a way to disturb effectively given matrices $\Phi_{i} \mapsto \Phi_{i}$ to ensure (3.2) with $f(k)=k$. Here we basically follow [7] although we present a weaker construction (in [7] a sharp bound for $f(k)$ is achieved).
(3.5) Theorem. Assume that $k$ is fixed. Then, for any given symmetric $n \times n$ matrices $\Phi_{1}, \ldots, \Phi_{k}$ and any given $\varepsilon>0, n \times n$ matrices $\Phi_{1}, \ldots, \Phi_{k}$ such that condition (3.2) holds with $f(k)=k$ and $\left\|\Phi_{i}-\hat{\Phi}_{i}\right\|<\varepsilon$ can be constructed using a number of arithmetic operations which is polynomial in $n$. (The degree of this polynomial is linear in $k$.)

First we reduce the problem to the following one, written in symmetric form.
(3.5.1) Problem. Given real symmetric matrices $A_{0}, \ldots, A_{k}$ and $\varepsilon>0$ find symmetric matrices $\hat{A}_{i}, i=0, \ldots, k$, such that $\left\|A_{i}-\hat{A}_{i}\right\|<\varepsilon$ for all $i$ and

$$
\operatorname{rank}\left(\sum_{i=0}^{k} t_{i} \cdot \hat{A}_{i}\right) \geq n-k
$$

for all complex $t_{0}, \ldots, t_{k}$, not all of which are equal to 0 .

If (3.5.1) can be solved in polynomial time, then Theorem (3.5) is proved. One has to choose $A_{0}=I, A_{i}=\Phi_{i}, i=1, \ldots, k$, and then put $\hat{\Phi}_{i}=G^{t} \hat{A}_{i} G$, where $G$ is a nondegenerate matrix such that $G^{t} \hat{A}_{0} G=I$ and $\hat{A}_{i}$ are computed with regard to $\varepsilon / 2$ (we assume that $\varepsilon<\frac{1}{2}$ ).

Let $B_{i}, i=0, \ldots, k$, be the following diagonal matrices:

$$
B_{i}(j, j)=j^{i} .
$$

Then for the family $B_{i}, i=0, \ldots, k$, condition (3.2) obviously holds with $f(k)=k$. We construct the desired deformation of $A_{i}$ using $B_{i}$.
(3.0) Lemma. There exist not more than $N=n^{o(k)}$ different numbers $z \in \mathbb{C}$ such that

$$
\operatorname{rank}\left(\sum_{i=0}^{k} t_{i} \cdot\left(A_{i}+z \cdot B_{i}\right)\right)<n-k
$$

for some $t_{0}, \ldots, t_{k}$, not all of which are equal to 0 .
Proof. Let us consider two complex projective spaces $\mathbf{P}^{k}=\left\{t=\left(t_{0}: t_{1}: \cdots: t_{k}\right)\right\}$, $\mathbf{P}^{1}=\left\{z=\left(z_{0}: z_{1}\right)\right\}$ and the algebraic variety

$$
V=\left\{(t, z) \in \mathbf{P}^{k} \times \mathbf{P}^{1}: \operatorname{rank}\left(\sum_{i=0}^{k} t_{i} \cdot z_{1} \cdot A_{i}+t_{i} \cdot z_{0} \cdot B_{i}\right)<n-k\right\}
$$

together with the projection $p r: V \rightarrow \mathbf{P}^{1},(t, z) \mapsto z$. The image $p r(V)$ is a certain subvariety in $\mathbf{P}^{1}$ such that the point $(1: 0)$ does not belong to the image. Therefore $\operatorname{pr}(V)$ is a finite set in $\mathbf{P}^{1}$ and the number of points in $p r(V)$ does not exceed the number of irreducible components of $V$. Note that $V$ can be defined by $O\left(n^{2 k}\right)$ polynomial equations of degree not more than $n$ in $2 k+2$ variables $w_{i j}=t_{i} \cdot z_{j}$ of $\mathbf{P}^{2 k+1}$. To estimate the number of irreducible components of $V$ the results of [6] and [3] (see also [8]) can be used.

Proof of Theorem (3.5). We design an algorithm for Problem (3.5.1). For a given $\varepsilon$ choose sufficiently small $\delta>0$ such that $\left\|\delta \cdot B_{i}\right\|<\varepsilon$ for $i=0, \ldots, k$. Then let us put consecutively $z=0, \delta / N, 2 \cdot \delta / N, \ldots, \delta, \hat{A}_{i}=A_{i}+z \cdot B_{i}$, where $N$ is an upper bound from Lemma (3.6). Note that, for any given $z$, condition (3.2) can be tested using a number of arithmetic operations which is polynomial in $n$, since it reduces to solving systems of polynomial equations in a fixed number of variables. By Lemma (3.6) it follows that for at least one $z$ from these $N$ the matrices $\hat{A}_{i}$ are desired. Another way to get such a $z$ is to use a quantifier elimination method (see [15] and [16]) which has polynomial complexity since the number of variables is fixed.

## 4. Feasibility Testing

Now we turn to Problem (1.1) and prove the main result of this paper.
Proof of Theorem (1.2). Our algorithm is the following. First we construct the forms $F_{1}, \ldots, F_{k}$ as in Section 1. Then we have to check whether $l=1$ where $l$ is the solution of (1.3). Let us construct the polynomial $P$ as in Theorem (2.1). If $P$ does not vanish on 1 , then $G_{1}, \ldots, G_{m}$ have no common nontrivial root and we are done; thus we may assume that $P(1)=0$. Then we find a number $\delta>0$ such that $\left|\alpha_{i}-\alpha_{j}\right|>\delta$ for any two different real roots of the polynomial $P$. To do this we divide $P$ by g.c.d. $(P(z), d P / d z)$, reducing to the case of polynomial without multiple roots, and then estimate $\delta$ using the usual discriminant argument (see, for example, [4]). To compute such a $\delta$ it is necessary to perform a number of arithmetic operations which are polynomial in $\operatorname{deg} P$, and therefore are polynomial in $n$. Then using Theorem (3.5) we construct a perturbation $F_{i} \mapsto \widehat{F}_{i}, i=1, \ldots, k$, such that $|l-\hat{l}|<\delta / 2$, where

$$
\hat{l}=\max \left\{\hat{F}_{1}(x) \cdots \hat{F}_{k}(x): x \in S^{n-1}\right\} .
$$

Finally, using Theorem (3.4) we check whether $|\hat{l}-1|<\delta / 2$. If the inequality holds, then there exists a common nontrivial root of $G_{1}, \ldots, G_{m}$. Otherwise these forms have no common nontrivial root.

We conclude the paper with two remarks.
Our algorithm is designed for arbitrary real data. If the forms $G_{1}, \ldots, G_{m}$ are given by their rational coefficients, then it can be checked that the size of all numbers involved in the algorithm is bounded by a polynomial in the input size and thus our algorithm is strongly polynomial in the number of variables.

Theorem (1.2) gives us $n^{o\left(m^{2}\right)}$ as an upper bound for the complexity of an algorithm. Grigor'ev told the author that using ideas from [9] an estimate $n^{o(m)}$ can be achieved. He also noted that an estimate $O\left(\log ^{m} n\right)$ for the parallel complexity can be achieved.
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