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Abstract

As basic research, it has also received increasing attention from people that the “curse of dimensionality” will lead to increase
the cost of data storage and computing; it also influences the efficiency and accuracy of dealing with problems. Feature
dimensionality reduction as a key link in the process of pattern recognition has become one hot and difficulty spot in the field
of pattern recognition, machine learning and data mining. It is one of the most challenging research fields, which has been
favored by most of the scholars’ attention. How to implement “low loss” in the process of feature dimension reduction, keep
the nature of the original data, find out the best mapping and get the optimal low dimensional data are the keys aims of the
research. In this paper, two-dimensionality reduction methods, feature selection and feature extraction, are introduced; the
current mainstream dimensionality reduction algorithms are analyzed, including the method for small sample and method
based on deep learning. For each algorithm, examples of their application are given and the advantages and disadvantages of

these methods are evaluated.

Keywords Curse of dimensionality - Dimension reduction - Feature selection - Feature extraction

Introduction

As a basic research, datasets with many characteristics are
called high-dimensional data, it has also received increas-
ing attention from people. The growth and update speed of
data sets are accelerating, and the data is developing in a
high-dimensional and unstructured direction. Massive and
complex data contains a lot of useful information, but it
also increases the difficulty to use the data effectively. For
example, the problem called the “curse of dimensionali-
ty” appears due to the rapid and large-scale expansion of
dimensions [1-3]. Quite a lot of computing time and stor-
age space are spent on the processing of the data. Effective
information is submerged in complex data, making it diffi-
cult to discover the essential characteristics of the data. It
takes lots of time and manpower to process the data. And
this problem also has a bad influence on the accuracy of the
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recognition. In Fig. 1, taking the performance of the clas-
sifier as an example, when the data dimension increases,
the performance of the classifier becomes better; when the
data dimension continues to increase, the performance of the
classifier becomes worse. How to analyze the huge amount
of information and extract useful information features from
high-dimensionality data, as well as eliminate the influence
of related or repetitive factors. In other words, the problems
need to be solved by dimension reduction. The basic prin-
ciple of feature dimensionality reduction is to map a data
sample from a high-dimensional space to a relatively low-
dimensional space. Its basic task is to find the mapping and
obtain an effective low-dimensional structure hidden in high-
dimensional observable data [4-7].

The process of mapping high-dimensional data to low-
dimensional space through projections will inevitably lead
to the loss of some original information. The problem that
needs to be resolved at present is to obtain useful reduction
data from the high-dimensional data set to meet the recogni-
tion accuracy and storage requirements under the premise of
maintaining the essential characteristics of the original data
optimally. However, in many practical situations, the identi-
fication and acquisition of effective features are often not so
easy. It makes dimension reduction become one of the most
important and difficult tasks in the field of pattern recogni-
tion, data mining, and machine learning. It has transferred to
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Fig. 1 The trend of classifier performance with the change of dimension

some important tasks in sugar content prediction [8], DNA
microarray [9], and other tasks. As basic research, dimension
reduction has also received increasing attention from people.
A large number of domestic and foreign researchers have
devoted themselves to these fields. The various algorithms
proposed by them have solved the problem of information
dimension reduction to some extent, but these methods also
have deficiencies. Many scholars have proposed new insights
which make the research of pattern feature dimension reduc-
tion take a big step forward. The following is a discussion of
the research progress of dimension reduction in recent years.

Principle of feature dimensionality reduction

Datasets with many characteristics are called high-
dimensional data. There are often lots of redundant informa-
tion in it, including related or duplicated factors. The dimen-
sion reduction is to eliminate these interferences. Feature
dimensionality reduction uses existing feature parameters to
form a low-dimensional feature space and overcomes the
effects of redundant or irrelevant information, so to map the
effective information contained in the original features to
fewer features.

In the mathematical sense, suppose there is a n-
dimensional vector
X = [x1, %2, ... x,17, (1

X are mapped to a m-dimensional vector Y through a map
f, where

Y = [y y2. ... yml’, 2
and
m<<n. 3)

Vector Y should contain the main features of vector X.
Mathematically, the mapping function can be expressed as
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Y = f(X). “

This is the process of feature extraction and selection [10,
11]. It can also be called the "low loss reduction dimension"
process of the original data. A low-dimensional vector as a
result of dimension reduction can be applied to the fields of
pattern recognition, data mining, and machine learning.

This mapping f is the algorithm that we want to find for
feature reduction. The choice of mapping f differs depending
on the pending problem.

Feature selection

Feature selection can also be called variable selection or fea-
ture subset selection, and it is a process of selecting feature
subsets that are applied to model construction [12]. There are
four reasons for the use of feature selection techniques: sim-
plifying the model to make it easier for researchers (users) to
interpret; shortening run time; avoiding curses of dimension-
ality; enhancing generalization by reducing excessive fitting
(formally reducing variance).

The most important prerequisite for using feature selec-
tion techniques is that the data contains many redundant or
related features that can be deleted without losing a lot of
information. Redundant features or related features are two
different concepts, because a related feature may be redun-
dant in the presence of other related features that are closely
related to it. Feature selection is generally used in areas where
there are many features and relatively few samples (or data
points), as shown in Fig. 2 [13, 14].

Feature extraction
Feature extraction implements two functions:

1. Separate effective information from redundant data.
2. Reduce the operations performed by the classifier
through reducing the dimension.

Feature extraction generates new features from the origi-
nal features, which means that the new feature after feature
extraction is a mapping of the original features. Its advantage
is that the compression of new features is more efficient. The
disadvantage is that when the original feature set has an obvi-
ous physical meaning, the new features may lose meaning
[15, 16].

Feature selection algorithms

In general, feature selection can be viewed as a search opti-
mization problem. The search of the minimum feature subset
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is proved to be an NP problem. Only the exhaustive search
can find the optimal solution. The exhaustive search process
usually has a relatively large computational cost. To find the
optimal feature subset, the M-feature combinations of all pos-
sible N original features must be searched. This combination
explosion leads to an exponential increase in the amount of
calculation with the increase of the total number of features.
So in most practical situations, the search-optimized exhaus-
tive search cannot be achieved [17].

For this reason, people want to search for suboptimal solu-
tions. Usually the feature selection algorithm should define
the following elements: (1) search starting point and search
direction (2) search strategy; (3) feature evaluation criterion;
(4) stop criterion.

Current research focuses on two aspects: search strategy
and evaluation criteria.

Based on the search strategy
Complete search algorithm

1. Branch and bound search (BBS)

The BBS algorithm is a method for finding solutions on
the solution space tree of the problem [18]. It usually uses
the method of minimum cost or breadth first to search on
the solution space tree. Its main idea is “pruning”. BBS is an
exhaustive optimization algorithm. Adding branch bound-
aries on the basis of exhaustive algorithm development can
greatly reduce the number of scenarios that need to be calcu-
lated. When using the BBS algorithm, the upper and lower
bounds of the target value should be determined at first. When
the node becomes an expansion node, all its child nodes will
be found for one time. Those child nodes that cannot be used
or result in non-optimal solutions are discarded. The remain-
ing nodes are added to the active node table. After that, take
the next node in the active node table and repeat the above
process. Until the feasible solution to the problem is found
or the live node table is empty.

Wang provided us with an example of a BBS algorithm
application for the analysis of unbalanced meteorological

data based on the branch-and-bound algorithm [19]. To meet
the real-time requirements required for short-term weather
forecasting and optimize the data, a logical paradigm is
constructed using the BBS algorithm, and the potential cor-
relation between meteorological data is discovered from a
more detailed point of view. In addition, in Liquid Com-
posite Molding (LCM) [20], the BBS is used for filling the
LCM process. It realizes the optimal solution by dividing the
solution set into smaller sets and eliminating sets that can-
not contain the optimal solution. The results of using BBS
to find the gate position that can produce the shortest fill
time, and find the auxiliary gate position that can cancel the
interference in the filling process, besides reduce the size of
the dry point are more efficient and accurate than the results
of exhaustive search and genetic algorithms. In addition to
those above examples, the BBS algorithm is also used in
circuit layout and loading problems.

In the existing precise method, the application of the
BBS algorithm is very extensive, especially in terms of a
machine scheduling problem. Although the BBS algorithm
is an exhaustive algorithm optimization and reduces the com-
putational solution, it still brings a huge computational cost.

2. Beam search (BS)

The BS algorithm searches for all promising nodes layer
by layer and does not backtrack [21]. The number of nodes
explored for each level is called the beam width. The evalua-
tion function is used to give a branch that continues searching.
This algorithm is mainly used to search in the decision tree,
especially where the search space is large. It is not an itera-
tive process, but a constructive one, therefore less computing
time is needed. In addition, the BS algorithm has additional
ideal properties. For example, it can generate job sequences
of different lengths, which makes it easier to schedule.
Kumar introduced the application of the BS algorithm in
multi-label learning [22]. BS algorithm is used for reason-
ing processing, and BS is combined with data training to
determine the appropriate tag order, which provides a state-
of-the-art method for multi-label learning. In addition, the
BS algorithm has also been applied to the solution of prac-
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tical problems, such as the container loading problem [23].
The use of the BS algorithm in this problem is superior to all
other methods and can maximize the use of container space.

However, the BS algorithm also faces the problem of
balancing the relationship between fast but poor evaluation
functions and higher computational requirements. Based on
the development of the BS algorithm, a filtered directional
search FBS was proposed. The FBS algorithm can take care
of both the amount of computation and the efficiency of the
search. In general, a successful FBS for a specific problem
should specify the following four elements [24]: (1) Find the
search space representation defined by the solution space;
(2) Determination of beam width and filter width; (3) The
formation process of branches; (4) Selection of evaluation
functions.

Heuristic search algorithm

Heuristic search is under the guidance of "experience" "wise
choice" and "expectation”. A good suboptimal value or a
global optimal value is found before the other invalid subsets.
The actual performance of heuristic search depends on the
design of the heuristic algorithm and the current problems.
When time is sufficient, the algorithm can find the optimal
feature subset. Common heuristic searches include sequence
search, bidirectional search, sequence float selection, and
so on. Here we introduce sequence search and bidirectional
search.

1. Sequence search algorithm

Classical sequence search algorithms include Sequential
Forward Selection (SFS) and Sequential Backward Selection
(SBS) [25].

The SFS algorithm [26] is a top-down heuristic search.
First, it initializes a subset of features to be an empty set and
selects one feature which makes the evaluation function get
the optimal value at a time. In fact, it is a greedy algorithm
that can select important classification features and is widely
used in feature selection. However, using this method can
only increase features and cannot delete features, and it does
not take the redundancy and correlation between features into
account.

Therefore, a number of the improved algorithms based
on SFS were proposed. For example, the literature [27] pro-
posed an improved SFS algorithm that aims at the problems
of conventional SFS methods: adding features sequentially
to the previously evaluated optimal subset until a stop cri-
terion is reached (probably no performance improvement),
only consider getting the optimal subset from the previous
steps to move on to the next step. The improved algorithm
proposes to add a standard, through which the collection can
be evaluated in the next step to limit the search. In medical
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Fig.3 Schematic diagram of Bi-directional search

data, there is usually no unique combination of features to
provide the best interpretation of the results. This algorithm
solves the problem of selecting physiological variables in
patients with septic shock and obtains the best performance
combination currently. This allows the SFS algorithm to be
further enriched and developed.

The sequential backward search algorithm SBS is the
opposite of SFS: starting from a feature full set, deleting
one feature that makes the feature function optimal at a time.
When this algorithm is used to select features, features can
be deleted and cannot be added.

2. Bi-directional search (BDS)

The bi-directional search contains two separate searches
[28]. The search from the starting node to the target node is
called forward search, and the corresponding search is called
reverse search. When the two directions search generate the
same child node, the search process ends. As shown in Fig. 3,
the starting point of the BDS is shown as follows. Point O
represents the search starting point and point A represents the
search target. The gray circle represents the possible search
range of the unidirectional search. The two green circles rep-
resent the search range of a two-way search, and it is easy to
prove that the green area is smaller than the gray one.

The bi-directional search BDS is used both in artificial
intelligence and path planning [29]. Its key step is to design
a mechanism for merging two partial searches that need to
be customized for a given search problem. Without a proper
design, the bidirectional search may be worse than the unidi-
rectional search, because it must try to prevent the confusion
of the two search boundaries. Kandl proposed the first suc-
cessful bidirectional search method and proved that it was
more efficient than one-way searching [30].

For different issues, the bidirectional search strategy is
also different. For example, in the case of the peak adjust-
ment of cascaded hydropower stations, a forward—backward
heuristic search method was proposed creatively. Using this
method to solve the model, the goal of coordinated opti-
mization of power plants was achieved. Zhou proposed an
incremental algorithm for differential constraint systems [31]



Complex & Intelligent Systems (2022) 8:2663-2693

2667

and the bi-directional search was used in it. Experimental
results show that this method is much faster than a one-way
search.

Random search algorithm

The random search algorithm uses a random function. Com-
mon search algorithms include genetic algorithms, ant colony
algorithms, simulated annealing, and tabu search. This paper
focuses on genetic algorithms and ant colony algorithms.

1. Genetic algorithm (GA)
GA is a search strategy based on the analogy natural
selection theory directly. It is an evolutionary algo-
rithm consisting of four parts: a group of individuals
(or chromosomes) that can represent a possible solution;
an appropriate function to evaluate individual fitness; a
selection function to select the individual which is suit-
able to produce the next generation; there is also a genetic
operator, such as crossover and mutation, to explore the
new search space.
Figure 4 clearly shows the GA algorithm [32]. Where
Gen is the number of genetic generations, i is the total
number of individuals which have been processed. When
i = M, go to the next generation. M is the population
size of current generation.
Each alternative has a series of attributes (chromosomes
or genotypes) that are normally represented by a string of
0 and 1 binary characters. In each generation, individuals
with better adaptability are selected in the current popu-
lation, and genomes of all individuals have been modified
to produce a new generation through random mutations
and crossovers. The algorithm terminates when the gen-
erated number reaches the maximum value supported or
reaches a satisfactory level of health.
The advantages of genetic algorithms are as follows: (1)
good parallelism; (2) a wide range of applicability; (3)
better robustness and global optimization performance;
(4) simple and effective operation.
GA is widely used in practical problems because of
its advantages. In the dynamic airspace configuration
[33], GA is used to find a highly reliable BES model
(building energy simulation model) that captures the
thermal behavior of buildings widely and ensures the
advanced nature of the verification plan. Pezzella showed
a GA for Flexible Job Shop Scheduling (FJSP) that inte-
grates different initial population generation strategies
and selects individuals for breeding [34]. The calcula-
tion result shows that integrating more strategies in the
genetic framework will bring better results. This result
is combined with the flexibility of the genetic paradigm,
which proves that GA is an effective method to solve
FJSP.

Initial Population

Gen=Gen+1 Y Best
Satisfy or ?
Safisfyor Not Individuals
Individual Output
Fitness Results
i=M?
N
Pcl Pe Pml
Selection | |Crossover| | Mutation
Operator | | Operator | | Operator

Fig. 4 Flow chart of genetic algorithm

GA has less computing time and better convergence
and can be well applied in practical problems. However,
GA can only solve small-scale problems and cannot be
applied to large-scale calculations. The optimization and
improvement of genetic algorithms are the keys to solve
this problem in the future.

2. Ant colony algorithm (ACO)

As a classical algorithm in swarm intelligence search,
ACO is an algorithm applied to discrete optimization [35].
It simulates the actual ant colony behavior of ants during
foraging [36]. The algorithm steps are as follows:

1. The ant explores the region randomly for food.

2. The ants moved the food back to the cave and leave traces
of chemical pheromone.

3. The amount of pheromone increased with the increase of
the amount of food.

4. Other ants find food sources based on the pheromone
trace.

The first step involves the initialization of pheromone
traces. Then according to the probabilistic state transition
rules, each ant creates a solution which depends on the state of
the pheromone. Finally, the number of pheromones changes
in two phases: one is the evaporation phase, during which
a small portion of pheromones is evaporated; the other is
the intensive phase, in which each ant has a large number of
pheromones, and the number of pheromones is proportional
to the adaptability of the solution. This process is iterative
until the criteria are stopped. ACO algorithm is an iterative
process, the flow chart as shown in Fig. 5.
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Fig.5 flow chart of ACO algorithm

Wind energy can be used as a clean power generation
method. People want to make the best use of wind energy.
Eroglu proposed an algorithm based on the ant colony algo-
rithm for maximizing the expected energy output [37], it
considering the wake loss based on wind turbine position
and wind direction fully. The results show that in the appro-
priate solution time, using the ant colony algorithm can find
a better layout of the wind farm and not just local optimal
solution, and the performance of the algorithm is better than
the existing continuous problem algorithm. In addition, the
ACO algorithm has also been applied in traffic signal timing
optimization [38] and multi-level vehicle routing problem
[39].

The ACO algorithm uses the collective search feature
of the ant colony to find the shortest path from the cave
to the food. It is widely used in data analysis, robot col-
laborative problem solving, power, communications, water
conservancy, traffic, etc. It shows its advantages in explor-
ing unknown solutions and proves its excellent ability to
search the global. However, the ACO algorithm also has
some disadvantages such as long search time and conver-
gence to non-optimal solutions. When the size of the problem
is relatively large, it is not suitable for using the ant colony
algorithm.

Based on evaluation criterion

The feature selection method differentiates from the feature
set evaluation strategy and is divided into Filter and Wrapper
[40].

Filter uses the statistical performance of the data it trains
for feature evaluation and has no relation to the subsequent
learning algorithm. It has a faster speed, but the evaluation

@ Springer

| Training data l

Complete feature set

Filter FSS

l Search l

Y
Feature Informatio
subset content

[ Objective function ]

Final feature subset

Fig.6 Principle of the filter method

results differ greatly from the performance of subsequent
learning algorithms. Wrapper evaluates feature subsets using
the training accuracy of follow-up learning algorithms, so
that small deviations can be achieved, but the amount of cal-
culation is large and it is not suitable for large data sets.

Filter method

Filter regards evaluation criteria as the criteria for variable
selection and uses a more appropriate criterion to evaluate the
selected features quickly. The filter usually finds a suitable
standard to evaluate variables and use a threshold to remove
variables below this threshold to filter out less relevant vari-
ables, to reduce the degree of correlation between features
and increase the degree of correlation between features and
classes. The filter is simple and practical, and it is widely
used. The principle of filter is shown in Fig. 6.

The evaluation criteria are divided into the following four
categories: distance-based (Euclidean distance, Mahalanobis
distance, Bhattacharyya distance, etc.), information-based
(Shannon entropy, conditional entropy, information gain,
mutual information, etc.), independence-based (relevance,
Similarity) and consistency based.

Wrapper method

Wrapper incorporates the process of feature selection into
algorithm learning. The predictor is viewed as a black box.
The prediction performance is used as an objective function
to evaluate the subset of variables. Some search algorithms
can be used to find a subset of objective function variables
that maximize classification performance. The principle of
the wrapper is shown in Fig. 7.

Unlike the filter method, the wrapper method is based
on three component methods: search strategy, predictor, and
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evaluation function. The subset of features that are evaluated
is determined by the search strategy. The predictor can be any
classification method. Its performance is used as an objec-
tive function to evaluate the feature subset determined by the
search strategy to find the optimal subset.

The wrapper is better than the Filter, but it takes more time
and requires more computing resources.

Based on the optimized algorithm

The best way to search for the optimal feature subset is the
exhaustive method, but it is only suitable for certain situ-
ations; in addition to BBS [41], its precondition for use is
that the discriminant function is a monotonically increasing
function of the number of features, but it’s usually difficult to
reach. Then, based on heuristic rules, people proposed some
optimized search algorithms, such as feature selection based
on Tabu search [42], feature selection based on mathemat-
ical programming [43] and so on. When the heuristic rules
are reasonable, a well-designed optimal search algorithm can
generally be obtained. It does not check all the feature com-
binations, but it can estimate a set of implicit and effective
feature combinations and even sort all features according to
heuristic rules. If the rules are set properly, this kind of algo-
rithm can get almost the same effect as the previous two
search strategies in the application, and its calculation speed
is faster. Such algorithms can achieve good results when the
dimension is not very large; however, in the thousands of

dimensions, even in the feature space of the upper million, it
seems powerless. In this case, a single feature optimization
algorithm such as mutual information [44] and other feature
selection algorithms are used.

The method of heuristic search strategy based on Support
Vector Machine (SVM) is the hot spot of research nowadays.
It needs to select a very reliable classification algorithm as
the basis for feature selection. This is also a huge challenge
for the use of this method. There are many feature selection
strategies based on SVM [45], the improved methods such as
based on the Recursive Feature Replacement (SVM)-based
Recursive Feature Replacement method [46]. Its evaluation
criterion is the cross-validation error rate of the feature set. It
sets the feature subset to be empty at first, and then adds new
features with the smallest cross-validation error rate until all
the features are sorted one by one. These methods have all
been well verified.

Feature extraction algorithm

Feature extraction algorithms are divided into two categories:
linear and nonlinear. Linear methods are easier to calculate
than nonlinear methods and they can be parsed, so early data
dimensionality reduction uses mostly linear methods. How-
ever, since many of the problems we meet are nonlinear and
time-varying systems, the current research on nonlinear fea-
ture reduction methods is relatively more [47].

Linear feature extraction algorithm
Based on variance total contribution ratio
Suppose there are n variables in the original sample, denoted

by X = x1, x2, - - -, X, through the orthogonal transforma-
tion, integrated into n comprehensive variables, namely:

Y1 =crxptcpxat---+CipXn

Y2 = C21X1 +C22X2 + -+ -+ CopXy

(%)
Yn = Cn1X1 +Cp2X2 + - -+ Cup Xy
and they meet the following equation:
L Hch+reh, =1k=1,2,...,n, (©6)
In which y; and y; G # j,i,j =1,2,..., p) are inde-

pendent; thus, X variance is transferred to the comprehensive
variables y1, y2, ..., V.
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By the correlation coefficient matrix R of sample X, using
Jacobi method, solution of the roots of the characteristic
equation

[AI —R| =0. @)

We can get n non-negative eigenvalues A;

(i=1,2,...,n) of the correlation coefficient matrix
of the sample, carries on the sorting, there are
Al = A2 = -+ > X; > 0. From n comprehensive

variables extract front m features, the proportion of the
variance of the former m principal components taking up all
of the variances can be defined as VTCR, denote by «:
" 27%1 hi
20 i

In practice applications, m is determined by the value of «,
which plays the role of dimension reduction, and « represents
the original data information included in feature extraction.

The statistical analysis theory can analyze the statistical
laws in the context of several objects and indicators. It is
a comprehensive analysis method and is one of the com-
monly used feature extraction methods. The theoretical basis
of this method is relatively strong, and it contains many
well-developed algorithms that can effectively analyze and
process the data. To statistically analyze the characteristics
of the data or to classify the data subsets, it is necessary to
make the data set satisfy statistically unrelated assumptions.
For example, more representative is Principal Component
Analysis (PCA), Linear Discriminant Analysis (LDA), and
Factor analysis (FA).

(®)

1. Principal component analysis

PCA is a kind of statistical analysis method that trans-
forms several feature indicators into a few comprehensive
indicators from the perspective of feature validity. PCA
allows the original complex variable to be represented by
several integrated factors that reflect the information con-
tained in the original variable as much as possible, and
these factors do not relate to each other, to achieve the
purpose of simplification [48, 49]. If there are n samples,
the number of indicators measured by a single sample is
P, so there are a total of np data, but the indicators usually
interact with each other, and the PCA is to study how to
find the principal components from the indicators.

Here, the principal components are required to reflect
as much as possible the information contained in the
original data, and these principal components should be
independent of each other. In the sense of global min-
imum reconstruction error, the high-dimensional obser-
vation data is transformed into sub-spaces with lower
dimensions through projection. The sub-space generated
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by the Eigen vectors corresponding to the largest eigen-
values of the data covariance matrix is exactly satisfied.
Based on the above condition, PCA has perfect theoreti-
cal and practical feasibility, but its feasibility is based on
the premise that the data is embedded in the global linear
or approximately linear low-dimensional space; it largely
retains the second-order matrix information in the orig-
inal data, which is the best and simplest of the original
data, but the variance does not fully reflect the amount
of information, and the classification information in the
original data is not well used, and even the compressed
data is not conducive to pattern classification.

PCA uses a linear combination of variables to represent
the principal components. The only prerequisite for the
existence of principal components is that the eigenvalues
of the given covariance matrix or correlation matrix are
unique. The total variance of the explanatory variables is
the focus of the PCA, but under normal circumstances,
variance does not fully reflect the amount of information.
Some scholars proposed a two-dimensional principal
component analysis [50] based on PCA to extract the
statistical features of palmprint images and demon-
strated that its generalization ability is better than that
of traditional PCA. Thus, the improved two-dimensional
principal component analysis also emerged. It cannot
only ensure the overall divergence of the training sample
image, but also can be better used for feature acquisition
to improve the recognition ability. It effectively reduces
the feature dimension of the original algorithm, and
improves the complexity of the recognition calculation,
and further improves system availability. In addition,
PCA-based multiple principal component analysis [51]
discusses methods for solid solution phases.

Linear discriminant analysis

As a typical representative of the linear method, the main
task of LDA is to convert the original sample through the
projection to the best discriminant vector space to play
a role in extracting the classification information and
reducing the dimension, so that the data samples after
projection have the largest interclass distance and the
smallest intraclass distance (maximum inter-class scat-
ter matrix and smallest intraclass scatter matrix).

In addition, there are incremental principal compo-
nent analysis (Incremental PCA, IPCA) and incremental
discriminant analysis. And a new incremental facial fea-
ture extraction method—incremental weighted average
sample analysis for real-time face recognition is pro-
posed [52]. Semi-supervised linear discriminant analysis
(SLDA) is proposed, which can use the limited number
of labeled data and a quantity of the unlabeled ones for
training so that LDA can accommodate the situation of a
few labeled data available [53]. Statistically uncorrelated
identification analysis method [54] and other methods
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solve the shortcomings of classical mathematical meth-
ods well.

The above statistical analysis methods analyze the char-
acteristics of the data or classify data subsets in a
statistical sense when analyzing the characteristics of the
data, and they do not from the perspective of the informa-
tion to examine the characteristics of the data, analyzes
the information content of the data subset, and evaluate
model reliability and effectiveness. Moreover, the statis-
tical analysis method usually assumes that the data set
statistics are irrelevant, and this assumption cannot be
satisfied in many cases of high-dimensional data.

3. Factor analysis (FA)

The basic philosophy of FA is to divide the observation
variables into several classes, make the ones which are related
close in the same class, the relativity between the variables
of different classes is lower, then each class of variables rep-
resents a basic structure in fact, that is the public factor. Then
we can discover each variable’s best subset from numerous
factors, describe the multivariable systems results and the
influence on the system of the various factor from the infor-
mation included in the subsets.

The FA algorithm and the PCA algorithm are
slightly different, supposes the observable random vector
X; = Xx1,x2,...,x, but the unobservable vector F; =
Fi, F, ..., Fy

m
Xi=) ajFj+cei=12...nj=12._..m. (9
j=1

In this formula, n > m, a;; is the factor loading that rep-
resents the correlation coefficient of the ith variable and the
Jjth factor and reflects the importance of the ith variable to
the jth factor. F is called a public factor, they are the factors
which appear in the expression of each original observation
variable, and are mutually independent unobservable theo-
retical variables. c; represents the load of the unique factor,
g; affects the unique factor of X;. The basic question of FA
is to decide the factor loading by the correlation coefficient
between variables. Supposes A is the factor loading matrix,
namely,

A Z(Qij)nxm~ (10)

Determine the number of factors extracted according to
the value of «, further get A, calculate the synthesis score of
the factors to achieve dimensionality reduction.

Dehak proposed a new speaker representation for speaker
verification. In this modeling [55], a new low-dimensional
speaker- and channel-dependent space is defined using sim-
ple factor analysis. This space is named the total variability

space because it models both speaker and channel variabili-
ties.

Independent component analysis

Independent Component Analysis (ICA) [56, 57] is a new
statistical method developed recently. The purpose of this
method is to linearly decompose the observed data into sta-
tistically independent components.

The main principle of ICA is to adopt an implicit statistical
variable model:

x = As. (11

This statistical model is called the ICA model. Its meaning
is that the independent components are mixed with each other
to get the data that can be observed. The independent com-
ponent s is a potentially variable quantity, the mixing matrix
A is assumed to be unknown, and only the random vector x
can be directly observed, and it is necessary to estimate A
and s under a small number of conditions.

The ICA assumes that the components are statistically
independent, non-Gaussian distributed, and the unknown
mixed matrix is a square matrix. If the inverse W of A can
be calculated, the independent components can be calculated
from

s = Wx. (12)

It follows that the ICA model cannot determine the vari-
ance and order of independent components.

The improved independent component analysis algorithm
based on the sparsity of the basis function is used for image
feature extraction [58]. This algorithm does not require
sophisticated optimization of high-order nonlinear compar-
ison functions, so it has good sparsity and fast convergence
speed. The literature [59] used ICA for face recognition stud-
ies and demonstrated that ICA has a very broad prospect of
development fully. However, since ICA has only appeared
and developed in recent years, its theory and algorithm are
still not mature, and there are some contents that need to be
supplemented and improved. Wang presented an independent
component analysis approach to dimensionality reduction
[60], to be called ICA-DR which uses mutual information
as a criterion to measure data statistical independency that
exceeds second-order statistics. As a result, the ICA-DR can
capture information that cannot be retained or preserved by
second-order statistics-based dimensionality reduction tech-
niques. Independent component analysis (ICA) also has been
used for the feature extraction of microarray gene expression
data in numerous works [61]. For microarray data, Musheer
et al. proposed a novel (artificial bee colony) ABC-based
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feature selection approach [62], including two stages: ICA-
based extraction method and ABC-based wrapper approach,
respectively. Therefore, the merit of ICA is that the number of
extracted features is always equal to the number of samples.

Multi-dimensional scaling analysis

Multi-dimensional scaling (MDS) is a method of dimen-
sion reduction that aims to visualize the differences and is
widely used in multidimensional data analysis in some sci-
entific fields such as image retrieval [63], common-sense
reasoning [64], and so on. Its goal is to find multidimen-
sional data projections in the lower-dimensional space (R2
or R3) to maintain the similarity or inconsistency of the data.
It optimally maps the object’s proximity index to the distance
between the multidimensional spatial points and visualizes
the data so that users can test structured assumptions or dis-
cover hidden patterns in the data. MDS compresses large
data containing several variables into a lower-dimensional
space to obtain an intuitive spatial graph, and uses points
within the space to represent implicit relationships between
variables. After reduction the distance between two points
in the low-dimensional space is the same as that in the
original high-dimensional space, and when visualizing sim-
ilar objects more similarly, the difference between different
objects will be greater.

Steps of the classical multidimensional scaling analysis
algorithm:

Step 1 Construct matrix A = [a;;] = —%d?j according
to the distance matrix D = [d;;] € R™".

Step 2 Calculate the inner product matrix B = [b;;] =
[a,-j —a;. — E.j +EH].

Step 3 Calculate the eigenvalues Ay > Ay > --- > A, and
eigenvectors of B. The distance matrix here is the Euclidean
matrix, so the eigenvalues are negative. If there is a negative
eigenvalue, the matrix must not be Euclidean. Make

k
D A

Sk = ,
il

(13)

and Sy is equivalent to the cumulative contribution rate in
principal component analysis. Of course, we hope that the
value of k is not too large, and the cumulative contribution
rate is large. In the example of the predicted city coordinates
proposed above, since x; is two-dimensional coordinate data,
when the k value is 2, the cumulative contribution rate is
almost equal to 100%. However, for general data, the cumu-
lative contribution rate of two-dimensional data may not be
maintained at 100%. This needs to be judged according to
the situation.

Step 4 After determining a k value, refactoring X =
Er A ,i 2, E} is a matrix composed of the first k eigenvectors
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retained by matrix B, and Ay is a diagonal matrix composed
of k eigenvalues.

It can be seen from the above derivation that the classical
multidimensional scaling and principal component analysis
are essentially the same, the difference is that the multidi-
mensional scaling is based on the sample, and the principal
component analysis is based on variables. Moreover, it can
be proved that the k-dimensional principal coordinate of X
after classical multidimensional scaling is just the value of
the first k principal components obtained by principal com-
ponent analysis after X-centering.

The original data of the MDS is a quadratic symmetric
matrix, which is the similarity (dissimilarity) of the analy-
sis objects. The simplest example is the Euclidean distance
matrix. Usually, they are not necessarily mathematical dis-
tances [65].

Singular-value decomposition

In linear algebra, the singular value decomposition (SVD) is
a factorization of a real or complex matrix. It is the general-
ization of the Eigen decomposition of a positive semidefinite
normal matrix (for example, symmetric matrix with positive
eigenvalues) to any m X n matrix via an extension of polar
decomposition [66].

For singular values, they are similar to the eigenvalues
in the Eigen decomposition and are also arranged in order
from large to small in the singular value matrix. And the
reduction of singular values is especially fast. In many cases,
the sum of the singular values of the top 10% or even the first
1% accounts for more than 99% of the sum of all singular
values. That is,

Am><n = UmmeanVnTxn ~ UkaEkasz;(na (14)

where k is much smaller than n. That is, a large matrix can be
represented by three small matrices Uy, xk, Zkxk, and Vkan.
As shown in Fig. 8, matrix A can be approximated by three
small matrices in the gray part now.

SVD canbe seen as a concrete implementation of principal
component analysis. It is a linear algebra technique and one
of the most basic methods of processing complex data. A
singular value decomposition of an m x n real matrix A is:
Convert A to a diagonal matrix by constructing PY A Q, where
P is an m x m orthogonal matrix and Q is an n x n orthogonal
matrix.

SVD is suitable for a wide range of eigenvector analysis
problems. Chen proposed a dimension reduction clustering
method based on the daily load curve of SVD [67], which
solved the problems brought about by large amounts of
historical load curves to data storage and calculation and
shortened the running time besides increased accuracy of
load curve clustering. Kang proposed an SVD-based feature



Complex & Intelligent Systems (2022) 8:2663-2693

2673

Fig.8 Flow chart of SVD
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extraction method [68], which is used to identify faults of
induction motors and classify faults. The classification accu-
racy of the SVD-based method is proved well in both noise
and non-noise environments.

SVD as a relatively simple algorithm is used in some
machine learning algorithms. Its principle is simple and easy
to implement. Its shortcoming is that the matrix interpretabil-
ity is relatively weak, but this shortcoming does not affect its
actual use.

Non-linear feature extraction algorithm
Based on kernel function optimized

The main idea of kernelization is to refer to the kernel func-
tion in other algorithms and to realize the transformation
from the nonlinear problem in the original space to the lin-
ear problem in the feature space. However, the calculation is
still performed in the original space. The use of the nucle-
ation method is based on selecting a conditional function K
(xi, X j) with continuity and symmetry, and satisfying Mer-
cer. Where x; and x; are sample points in the input space,
which implements the mapping of the input space dr, to the
dp-dimensional feature space @ : RIL — H, and there is

dy
K(xi xj) =Y ©u(x)®u(x)).

n=1

(15)

The real purpose of mapping is that mapping the problems
which are difficult in the input space to the feature space and
solving them. The most frequently used kernel functions are
linear polynomial functions, p-order polynomial functions,
Gaussian radial basis function kernel functions, etc.

Such as kernel-based principal component analysis
(KPCA) [69], its basic idea is to transform the input data
x into the feature space F through a non-linear mapping ®
(x), and then use the linear PCA on F. The projection calcula-
tion of KPCA’s characteristic values and vectors in F does not
require the display form of the mapping & (x) for the opera-
tion of, and only need to calculate the mapping point product.
In practical situations, the dot product can be calculated by
the following kernel function.

Singular value Right singular vector of A

k N

— =
k i

Kij :k(xi,xj) = ((I)()Ci) -CD()C]‘)). (16)

The nonlinearity of KPCA is achieved using the kernel
transform to transform the input space into the Hilbert feature
space. Therefore, it can be considered that the PCA calcula-
tion is performed in the input space and the Kernel PCA is
completed in the feature space.

Kernel FDA [70] and kernel canonical correlation dis-
criminant analysis [71] refer to the kernel function well and
overcome the weaknesses that can only solve the linear prob-
lem. Although it is complicated in form, it is easy to solve the
problem. The idea of nuclearization can be called a bridge
between linear and nonlinear transformations so that some
methods that can only solve linear problems can be applied
to solve nonlinear problems.

Nonnegative matrix factorization

Nonnegative matrix factorization (NMF) [72], also known as
non-negative matrix approximation or positive matrix factor-
ization, is an unsupervised learning method. It decomposes
a matrix into the result of the multiplication of two matri-
ces, all of which are non-negative. In NMF, non-negative
constraints prevent the basic functions from canceling each
other out and produce a partial-based representation. The
expression of NMF is: for a given non-negative matrix V,
two non-negative matrices W and H satisfying V= WH can
be found, so a non-negative matrix can be decomposed into
two non-negative matrix multiplication. The NMF algorithm
presents a class of uncomplicated iterative methods for solv-
ing U and V. This method has a fast convergence rate and
both sides’ non-negative matrix storage space is small. NMF
is faster than traditional processing algorithms.

Starting from non-negative initial conditions for W and
H, iteration of these update rules for non-negative V finds an
approximate factorization V< WH by converging to a local
maximum of the objective function:

F= Z Z[VW log(WH)m - (WH)iu]' (17)

i=1 pu=1
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The fidelity of the approximation enters the updates
through the quotient V;,, /(W H); ;.

NMF directly treats non-negative decomposition prob-
lems as constrained nonlinear programming problems. The
NMF subspace requires that the base of the subspace and
the projection coefficients of the sample on the subspace are
non-negative, this constraint limits the data projected into
the subspace to be the additive combination of the subspace
base, and without the subtraction. Therefore, the obtained
subspace formed by the non-negative basis of the data repre-
sentation is non-orthogonal and partially unbounded, which
makes its representation of the data more compact and less
redundant, that is, has better squeeze, and is more conducive
to the representation of data.

NMF has the following characteristics: (1) the result of
decomposition does not contain negative values, has clear
physical meaning and interpretability, and is very suitable
for non-negative data processing; (2) being able to discover
the underlying structural features of the data, and also reduce
the dimensionality of the data features, saving storage and
computing resources, which has obvious advantages in deal-
ing with high-dimensional data; (3) the psychological and
physiological structure of NMF is based on the fact that the
human eye’s perception of the whole is composed of the per-
ception of the part, that is, the whole is a partial non-negative
linear combination, so it has the characteristics of intelligent
data description; (4) the non-negative limitation also results
in a certain sparsity of the decomposition results. The rela-
tively sparse representation can suppress the adverse effects
of external changes (partial occlusion, illumination changes,
image rotation) on feature extraction to a certain extent.

In face learning, the image database is viewed as an x m
matrix V, each column containing n non-negative pixel val-
ues of the m face images, then constructing an approximate
decomposition form

,
VAWH or Vi = (WH);,, = > WigHay. (18)
a=1

The r column of W is called the base image. Each column
of H is called a code and has a one-to-one correspondence
with the faces in V. The coding consists of coefficients that
represent the face with a linear combination of the base
images. The dimensions of the matrix factors W and H are
n xr and r x m. The rank r of the factor classification is
generally chosen such that (n + m)r < nm, and WH can
be considered as a compressed form of the data in V. The
NMEF does not allow negative terms in the matrix factors W
and H, these non-negativity constraints allow the combina-
tion of multiple base images to represent the face. However,
only additive combinations are allowed because the non-zero
elements of W and H are positive numbers and no subtrac-
tion occurs. For these reasons, non-negative constraints are
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consistent with intuitive concepts that combine parts into a
whole, which is how NMF learns a part-based representation.

In the text recognition, the NMF algorithm combines
semantically related words to form semantic features, and
uses the context to distinguish multiple meanings of the same
word to handle the ambiguity of the "protagonist.”

NMF has shown great success in the face and text recogni-
tion [73, 74], however, it is impossible to learn objects from
different viewpoints or learn from highly expressed objects,
because learning these complicated parts may require a fully
layered model with multiple layers of hidden variables, which
is not satisfied by single-layer NMF. Although non-negative
constraints may contribute to the model-based learning of
these models, we do not think that they are sufficient. In
addition, NMF did not learn anything about the "grammar"
relationship between the parts. The NMF assumes that hid-
den variables are non-negative but does not make further
assumptions about their statistical dependencies.

In addition, the use of astronomical spectrometers is to
analyze data [75]. The spectral data it provides are essentially
non-negative. Therefore, an effective non-negative matrix
factorization algorithm is presented in this paper. The algo-
rithm has a novel smoothing constraint on the purpose of
spatial target recognition and classification for separating
spectral reflectance data. Liu describes the use of NMF as
data analysis and interpretation tool in computational biology
in various applications of computational biology [76], exam-
ples include molecular pattern discovery, class comparisons
and predictions, cross-platform and cross-species analysis,
gene function characterization, and biomedical informatics.

Based on information theory

In 1948, Shannon [77] proposed the concept of information
entropy for the first time,

HX) =Y pel (i) = = Y pi) log(xi), (19)

i=1 i=1

where p(x;)) > 0, Y7, pxi))=1,i = 1,2,...n, I(x;)
indicates self-information of x;.

Entropy is the "uncertainty" of a random event or the
measure of the amount of information [78]. It exists in the
information field as the scientific theoretical foundation of
modern information theory. The significance of introducing
information theory into feature extraction is that it can more
easily solve problems encountered in feature extraction. The
improvement of methods based on information theory has
also become a hot topic in recent research.

The entropy analysis uses the uncertainty of entropy to
obtain useful features [79]. It does not need to know the
specific size of the feature and its distribution details when
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using it. Because the size of the entropy is inversely propor-
tional to the degree of separation between its corresponding
classes, so the classification using the feature with the small-
est entropy (that is, the feature with the least certainty) is the
best. The sorting of the characteristic parameters obtained by
the entropy value analysis method can relatively accurately
reflect the degree of separation of the recognition object on
each characteristic parameter.

The information feature compression algorithm based on
Symmetric Cross Entropy Criteria (SCEC) [80] proposed
a new concept of Symmetric Cross Entropy (SCE) based
on the definition of mutual entropy, and based on this, a
SCEC for measuring two random variables which can mea-
sure the degree of difference between the two probability
distributions is established. It can also be called a symmet-
ric interaction entropy criterion. The smaller the SCEC is,
the smaller the difference between the two sets of data is.
When the SCEC is zero, the two sets of data are exactly the
same. Therefore, for feature compression, given the number
of compression dimensions d, we can find those d features
which make the SCEC tends to have a maximum.

In addition, the feature extraction of stereo image points
based on the information entropy of images, the use of fuzzy
information entropy to determine fault feature parameters,
etc. they are enough to illustrate the remarkable achievements
of information entropy in feature extraction.

Based on wavelet transform and its improvement

Wavelet has become one of the most widely used mathe-
matical tools in signal and numerical processing analysis
[81]. Although the time of wavelet technology as a basic
theory is still relatively short, wavelet analysis has shown
great potential and applicability in many scientific and engi-
neering fields, especially those phenomena where classical
Fourier methods have been proved to be ineffective.

Wavelet Transform (WT) solves the contradictions
between time resolution and frequency resolution well [82].
The window of the WT is an adjustable time—frequency win-
dow. The short window and the long window are applied to
high frequency and low frequency. The observation and anal-
ysis of the signal use different scales and resolutions. After
moderately discretization, WT can construct a normalized
orthogonal system, which makes WT play a pivotal role in
both theory and practice.

The time function f(¢) is expressed as the following
wavelet progression:

fo=3 3 diwia®, vix= (2 - k),

j=—00k=—00

(20)

where ¥/ 1 is the wavelet function, j and k the wavelet coef-

ficient, dj,k = <f, @j,k>.

From the above formula, we can see that the indicators
of wavelet coefficients include frequency index j and time
index k. This means that the wavelet coefficients change
according to the frequency change, and when the frequency
index j is the same, the wavelet coefficients are different for
different time k. When solving the wavelet coefficients at dif-
ferent frequency levels and at different times, only part of the
information around the time is needed. This is because the
compact supporting nature of the wavelet function makes it
zero outside a certain interval. After the data signal is decom-
posed by wavelet, WT coefficients are obtained at multiple
scales. These coefficients comprehensively describe the fea-
tures contained in the signal. These coefficients can be used
as feature subsets of the classification to achieve the purpose
of dimensionality reduction.

Zhang demonstrated the feature extraction method based
on WT from four aspects: WT-based modulus maxima fea-
ture, energy feature based on wavelet decomposition, entropy
feature based on wavelet packet decomposition, and feature
extraction method based on adaptive wavelet network, and
use it for feature extraction of underwater acoustic signals
[83]; He used adaptive harmonic transform to analyze an
unstable voltage or current signal as a tool for feature extrac-
tion of power quality [84]. WT is used to analyze EKG
and EEG signals and extract effective features to simplify
classifiers are helpful for clinical diagnosis [85]. There have
been many achievements in this field. Compared with tradi-
tional feature extraction methods, the classification accuracy
of wavelet transform methods is significantly improved, and
it indicates that wavelet analysis will play a wide and huge
role in the future of feature extraction.

Projection pursuit

Projection Pursuit (PP) is a kind of algorithm for processing
high-dimensional observation data [78, 79, 86, 87]. It con-
verts high-dimensional data into low-dimensional subspace
through projection, then finds the projection that can reflect
the original features and analyzes the data. After data is pro-
jected into a lower dimensional space, robust variance can be
maximized. This method is not constrained by the assump-
tion of normal distribution, data visibility is improved, and
variable disturbances which are not related to the data struc-
ture and characteristics or have little relationship with them
can be eliminated.

Suppose x is a p-dimensional random vector, Y is a one-
dimensional random variable (If Y is a m-dimensional ran-
dom variable, it can be transformed into a one-dimensional
random variable by appropriate methods such as principal
component extraction). Based on the n observations (X;, X;)
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(i=12,3,...,n)of (X, Y), the estimated regression func-
tion is
f(&x)=EY|X =x). (21)

In the formula, E (-) is the expectation factor. The specific
steps of the PP method are given below:

1. Choose an initial regression model, such as fy(x) = C
or a unary nonlinear function.

2. Find adirection a, so that the current residual r; = y; — f
(x;)(i =1,2,...,n) and projection Z = a®x have the
largest possible regression dependence and obtain the
smoothing function g,(Z).

3. Update the model to f(x) = fo(x) + gq(a’x).
After m steps of iteration, the regression function

fox) + D g (ajf.x)

can be expressed as f(x) =
(G=12,...,m).

In the formula, g; (a}x) =ga; (a}x) is called the Ridge
function. Here is mainly the choice of projection direction a
and projection index. Given a;, g, j > m and look for ay,,
gm to make the objective function

Q= Zrzmj = Z[rm—l,j - (g'm(a;,xj)]2 =min (22)
j=1

=1

If a is given, the conditional expectation of g,,, is g (a"x) =
E(yla®x).

Obviously, the key here is the determination of a. The
specific method is as follows:

Step 1 Give the projection direction a randomly.

Step 2 Sort Z; = a*x; (i =1,2,...,n) from small to
large and record the sequence as {Z;}. The corresponding
residual sequence is recorded as {r;}.

Step 3 For steady consideration, do a sliding median
smoothing. Thereby isolated outliers r; = Med
{ri_1, ri, riz1} can be moved.

Step 4 Perform a local linear fit on a total of 2k pairs of
(Zi, ri) (k left neighbors and k right neighbors of {Z;}), and
find the residual equation sum, and count ol.z = [W]/2k.

Step 5 Do a local linear fit to {/r,-}, the

bandwidth is  determined by 0,2, o0,? =

(0 ++0f  +02 + - +07y)/ 2k ‘and get g4(Z1).
This step uses a larger neighborhood bandwidth to overcome
the larger local variation. (4) to (6) do not include the i data
itself in the calculation to prevent over fitting.

Step 6 Use the sum of squared residuals of r; and g,(Z;)
as the projection index Q(a) of the a direction until the pro-
jection direction a which makes the projection index reaches
a very small value is found. It should be pointed out here that

the m in the formula is determined by the iterative method.
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The principle is the absolute value of the relative increment
of the projection index of the m step and the projection index
of the m — 1 step is small than or equal to a certain thresh-
old or stop iteration when the number of iterations times is
greater than a predetermined maximum.

MT Gao uses a genetic algorithm to find the best projec-
tion direction [88]. It projects the original data structures and
features and can be represented by the projection weight of
the optimal projection direction. This method is more effec-
tive compared with K-means clustering when it is used in
text clustering.

Manifold learning

Manifold is a term for general geometric objects, includ-
ing curves and surfaces of various dimensions [89, 90]. Like
general dimensionality reduction analysis, manifold learn-
ing is to re-set a set of data of high-dimensional space in
low-dimensional space. The difference is that in manifold
learning it is assumed that the processed data is sampled on
a potential manifold, or there is a potential manifold for this
set of data. The points on the manifold have no coordinates,
so to represent these data points, we put the manifold into
the ambient space and use the coordinates on the outer space
to represent the points on the manifold.

Manifold learning aims to discover the inherent regularity
of the distribution of high-dimensional data sets. The basic
idea is that the points in the high-dimensional observation
space is transformed into a manifold in the observation space
by a collective effect of a few independent variables. If the
manifold of the observation space is effectively expanded or
the intrinsic main variables are found, the data set can be
dimension-reduced.

We can use mathematical language to describe it: mani-
fold learning (ML) is derived from differential geometry. Its
definition is: Let M be a Hausdorff topological space, if every
point P on M has an open neighborhood N C M and can make
an open subset of N and n-dimensional Euclidean spaces
homeomorphic R”, then M can be called an n-dimensional
manifold. It maps the raw data to a new coordinate system,
making the classification problem simpler and improving
performance by learning better background models. How-
ever, due to the need to calculate the distance metric between
all data points, the computational cost is too high [91].

Now the process of dimension reduction for manifold
learning can be summarized formally: assuming that the
data is a low-dimensional manifold uniformly sampled in
a high-dimensional Euclidean space, manifold learning is
to recover low-dimensional manifold structures from high-
dimensional sampled data, that is, to find low-dimensional
manifolds in high-dimensional space, and find the corre-
sponding embedding map to achieve dimension reduction
or data visualization. It searches the essence of things from
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the observed phenomena and finds the inherent law of gener-
ating data. Representative algorithms for manifold learning
include Isometric map (ISOMAP), Locally Linear Embed-
ding (LLE), Locality Preserving Projection (LPP).

Isometric map

ISOMAP believes that when the data set has an embedded
manifold structure [92, 93], the corresponding description of
the observation space data set in the low-dimensional struc-
ture can be obtained according to the distance map. ISOMAP
describes the relationship between points by geodesic dis-
tance. In the global sense, the distance between the points
is obtained by finding the shortest path of each point in the
sense of the figure, and then the low-dimensional embedded
coordinates are obtained by the classical MDS algorithm.
Therefore, ISOMAP can be considered as a variant of the
MDS algorithm.

Prerequisites: The low-dimensional manifold where the
high-dimensional data are located is equidistant from a subset
of the Euclidean space; the subset of the Euclidean space that
is equidistant from the manifold in which the data are located
is a convex set, such as in Fig. 9.

The main steps of ISOMAP are as follows:

Step 1 Construct local neighborhoods. First for the data
set X = {x1, x2, ..., x,}, calculating the Euclidean distance
dy (x,-, X j) of any two sample vectors x; and x ;. Comparing
each point with all of the others. We think they are adjacent
when the distance between two points is less than the fixed
radius ¢ (or i is the K-neighbor of j), then connect them. The
length of the side is d (x;, x;). And the neighborhood graph
G is obtained.

Step 2 Calculate the shortest distance. In graph G, the
shortest distance between any two sample vectors x; and x
is dg (xi, X j). If there is a connection between x; and x;,
then the initial value of dg (x;, x;) is dy(x;, x;), otherwise
dg (xi,xj) = oo. For k = 1,2,....n, there is

d(;(xi, )Cj) = min{d(;(xi, )Cj), dG(x,', Xk) +dg(xk, )Cj)}
(23)

so we can get the matrix Dg = {dg (x;, x;)}. It is com-
posed of the shortest path of all pairs of points in graph G.

Step 3 Construct a d-dimensional embedding. Construct-
ing a d-dimensional which maintains the feature geometry
embedded in the space Y with the MDS method.

H x (Dg)* x H

1(Dg) = — >

(24)

H is the unit matrix and is in the same order with Dg.
Perform eigen decomposition on 7(Dg), taking the largest
first d eigenvalues A1, A2, ..., A4 and corresponding eigen-

vectors Vi, Vo, ..., V4. Let Vl’; be the ith component of the
pth feature vector, and the corresponding low-dimensional
data represents as y; = )L},/ 2 Vl’;.

Overall, when ISOMAP algorithm is used to reduce
dimension, the advantages are as follows: suitable for learn-
ing internal flat low-dimensional manifolds. ISOMAP com-
bines the main features of linear algorithms (such as PCA
and MDS)—computational effectiveness, global optimiza-
tion, and progressive convergence. This method of replacing
the traditional Euclidean distance with the geodesic distance
can more effectively express the data of the high-dimensional
space in the low-dimensional space and reduce the data infor-
mation lost after the dimension reduction.

However, there are some shortcomings of the ISOMAP
algorithm: not suitable for learning manifolds with large
intrinsic curvature. Under noise interference, ISOMAP will
be unstable for visualization, and a large neighborhood will
cause short-circuit phenomenon, that is, there will be obvious
confounding after point projection of different neighbor-
hoods in low-dimensional manifolds. Selecting a smaller
neighborhood ensures the stability of the overall structure but
it results in a large number of "holes" in the low-dimensional
projection results, or makes the graph reconstructed by the
shortest path algorithm not connected. The determination
of the dimensionality reduction dimension is usually car-
ried out under the condition that the essential dimension is
unknown, and the residual curve is observed through multiple
experiments. The ISOMAP algorithm calculates the shortest
distance between two points on the graph using the Dijkstra
algorithm, but it is still slow to implement.

According to the characteristics of the ISOMAP algo-
rithm, we should pay attention to the following problems
in application: when the subset of Euclidean space equidis-
tant from the high-dimensional manifold is not convex, that
is, when there is a "void" in the high-dimensional space, it is
very likely to occur a bending anomaly when calculating the
distance between any sample points on a high-dimensional
observation space, and this would affect the representation
of low-dimensional embedding results; The isometric fea-
ture mapping algorithm may be unstable in the data topology
space. Because if the selected neighborhood is too small, the
neighbor graph will not be connected. If the selected neigh-
borhood is too large, it may cause a short circuit; When using
the ISOMAP algorithm to recover the geometry of a nonlin-
ear manifold, the calculation time required is relatively large,
which is mainly spent calculating the shortest path between
sample points.

Locally linear embedding
Local linear embedding (LLE) creates a reconstructive rela-

tionship between all the beam axis sample points and its
neighboring sample points, so that some key features in
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(c)

Fig.9 Schematic diagram of ISOMAP algorithm [94]. Note: A:
Euclidean distance and Geodesic distance; B: diagrams of adjacent
points; C: reduced to two-dimensional data. A Euclidean distance
(length of dash line) of the high-dimensional input space and Geodesic
distance from low-dimensional manifold (length of solid curve); B the

Fig. 10 Schematic diagram of LLE algorithm °°!. b The sample point
(3D) extracted from a, where red and blue can be considered as two
types of data. The data (b) are mapped to the 2D space (c) by the
nonlinear dimensionality reduction algorithm LLE. The original data

the high-dimensional measurement space can be preserved
during the data reduction [95-98]. The basic idea is to
approximate all data points by their adjacent weighted linear
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true geodesic path in the geodesic map that is effectively calculated
through neighborhood graph G and this path is taken as the shortest
path. C the two-dimensional embedding recovered by ISOMAP, where
blue lines in the embedding are simpler than the corresponding graph
paths (red)

manifold pattern is still retained in 2D space. It can be seen from the
color in (c) that the data processed by the LLE algorithm can maintain
the neighborhood characteristics of the original data well

combinations and the linear approximation of all data points
is best preserved (Fig. 10).
The LLE algorithm can be attributed to three steps:
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Step 1 Find the k nearest neighbors for each sample point
and specify the k nearest sample points to the nearest k sample
points. k is a predetermined value.

Step 2 The local reconstruction weight matrix for this
sample point is calculated from the neighbors of each sample
point. Here an error function is defined as follows:

N 2

k
mine(W) = Y |xi — > whj| (25)
j=1

i=1

where x;;(j = 1,2, ...k) are the k nearest neighbors of x;,

w’] is the weight between x; and x;;, and need to meet the con-

ditions: Zf‘: 1 w;. = 1. Finding the W matrix here requires

constructing a local covariance matrix Q':
0%, = (xi —xij)" (xi — Xim). (26)

And then, the local optimized reconstruction weight
matrix can be obtained:

k iN—1
i m= (Ql)'m
w; = Plk];y @7)
Zp:] Zq:l(Ql)pq

Step 3 The output value of the sample point is calculated
from the local reconstruction weight matrix of the sample
point and its neighbors, and all the sample points are mapped
into the low-dimensional space. The mapping conditions are
satisfied as follows:

2
N

k
mine(Y) = Y |yi — Y whyij| . (28)
j=1

i=1

where ¢(Y) is the loss function value, y; is the out-
put vector of x;, y;;(j =1,2,...k) are the k nearest
neighbors of y;, and two conditions must be satisfied
vazl yi =0, % ZlN:l yiy!l =1, where I isam x m iden-
tity matrix, here w§ (i=1,2,...N)canbestoredin N x N
sparse matrix W. While x; is the nearest neighbor of x;,
W= w?, otherwise, W; ; = 0. Then the loss function can
be rewritten as:

N N
mine(¥) = > " M; jy]y, (29)

i=1 j=I

where M isa N x N symmetric matrix and its expression is
M=U-WT{I-W).

To minimize the loss function value, taking the eigenvec-
tor corresponding to the smallest m non-zero eigenvalues
with Y as M. In the process, the eigenvalues of M are
arranged from small to large, and the first eigenvalue is almost
close to zero, then the first eigenvalue is discarded. Usually

take the feature vector corresponding to the feature value in
2 ~ m + 1 as the output result.

As a classic nonlinear dimensionality reduction method,
LLE is becoming more and more attractive to researchers
because of its ability to process large amounts of high-
dimensional data and non-iterative embedding methods. It
is more effective than PCA to reduce the data dimension and
is also simpler to calculate: (1) there are only two parameters
to set; (2) optimization does not involve local minima; (3)
maintaining the local geometry of high-dimensional data in
the embedded space; (4) the embedded space has a single
global coordinate system.

However, some inherent deficiencies, such as its sen-
sitivity to noise, unavoidable conditional features, lack of
processing methods, etc., limit its application. Therefore,
some LLE extension methods have been proposed, such as
the supervised LLE algorithm, SLLE [100, 101]. The tradi-
tional LLE algorithm finds k nearest neighbors based on the
Euclidean distance between sample points. While SLLE is
processing this step, it increases the category information of
sample points. The remaining steps of SLLE are the same
as the LLE algorithm. LLE hopes to maintain local geomet-
ric properties when it comes to dimensionality reduction.
There is a certain relationship with the number of sample
points when finding neighboring points and reducing val-
ues according to neighboring points. If we want to increase
the speed of operation, we must reduce the number of sam-
ple points. According to this disadvantage, LLE based on
clustering and improved distance are proposed [102]. The
clustering-based method greatly reduces the time needed for
operations; the improved distance LLE method can achieve
satisfactory results when the number of neighbors is small.
At the same time, it can also select the number of fuzzy neigh-
bors. Compared with the unmodified LLE method, the time
for dimension reduction has been greatly reduced, and the
selection range of parameter K has also been expanded. The
LLE method and its extension method have been widely used
in machine learning and play an increasingly crucial role in
the data processing.

Locality preserving projection

Locally preserved projection (LPP) is a recently proposed
method of dimensionality reduction that attempts to capture
the manifold structure of data [103, 104]. In LPP, neighbor-
hood information is stored in a graph and the base vector is
found using the Laplacian concept. A weighing function is
used to assign weights for the edges of the graph. If the data
points are mapped very far, then this function will be severely
penalized, therefore it will pay more attention to the nearest
neighbors [105-107].

Givenaset X, the general problem of linear dimensionality
reduction methods is to find a transformation matrix A to
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map the original data set X to the low-dimensional Y. G(V,
E) is a weighted graph that connects adjacent vertices. The
LLP maps weighted graphs G to a lower dimension. In this
graph, the connection points are consistent with the previous
positions. If Y is such a map, one criterion for getting a good
mapping is to minimize the following objective function:

Z(yi - yj)ZWij~ (30)

ij

Wi, is a similarity matrix. If the adjacent vertices x; and y;
are mapped far, this is obviously not reasonable. Therefore,
minimizing the above function is equivalent to maintaining
the similarity between x; and x;, and y; and y;. Assuming
that a is a transformation vector for A, we can get:

1 2 1 2
22 (i =) Wij = §Z<0Txi —aij) Wij,  (BD
ij ij

limitation factor:

a’XDXTa =1. (32)

In the end, it can be transformed into a generalized eigenvalue problem:
T T
XLX"a = 2XDX"a, (33)

where A is the smallest eigenvalue solution of the above equa-
tion and a is the corresponding eigenvector.

LPP can maintain the local structure of the original data
comparatively well, it wants to bring two points which are
near in the original space closer to each other after dimension
reduction. This is good for neighboring points of a class. But
for neighboring points of different classes, if two classes are
relatively close to each other or partially overlapped, due to
the characteristics of local retention, and without considering
category information, the two different classes will be pro-
jected to one place and will lead to unwanted results [108].

Therefore, some LPP variants [109] were proposed. For
example, the extended version of LPP (ELPP) improves
resilience and resolves ambiguity in overlapping areas; in the
supervised variant ESLPP-MD, the concept of internal and
interclass distances is used to obtain better type discrimina-
tion. These variants make the projection of data more robust
and achieve better dimensionality reduction.

Brief summary

In a general sense, a manifold in the ML method is a topo-
logical space, which can detect inherent low-dimensional
structures in nonlinear high-dimensional data. The research
contents of ML include preserving or highlighting the dimen-
sionality reduction of the limited data set of the specified
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features in the original high-dimensional data; the density
estimation problem of high-dimensional finite sample points
that meets certain distributions; the latent variable model
creation of high-dimensional observation data with few par-
tial implicit interferences. Although ML is a fundamental
research direction, it has a large amount of applicable space.
In recent years, ML has become a hot issue [110], and it has
been widely used in data analysis, pattern recognition and
machine learning, attracting more and more attention.

How to automatically judge whether the nonlinearity of
the data set is caused by the intrinsic curvature or the mapping
model? How to deal with the intermittent manifold and the
non-intermittent manifold or the variable dimension mani-
fold? There is no good solution at present. This is also a
question that needs further study in manifold learning.

As an intermediate process of data processing, mani-
fold learning still has the following problems: (1) manifold
learning algorithm has high computational complexity; (2)
manifold learning algorithm adopts local neighborhood idea
when restoring intrinsic invariant, the algorithm’s stability
is related to the neighborhood selection, resulting in weak
classification ability; (3) how to adaptively determine the
parameters needed in the manifold learning algorithm, rather
than empirical or artificial settings; (4) incremental learning,
how to modify the mapping relationship according to the
newly input samples without recalculation; (5) in the actual
high-dimensional sampling data, noise is often present due
to various factors, so that the distortion and deformation of
the original data structure appear after mapping to the low-
dimensional space; (6) how to find the mapping relationship
between the two spaces, including linear and nonlinear map-
ping relationships to reconstruct manifolds is a key issue
that needs to be addressed for both supervised and semi-
supervised learning.

Method of algorithm fusion

For each method and the improved algorithm, the dimension-
ality reduction problem is solved in some senses, but each
method has its own disadvantages while exerting its own
advantages. The combination of various methods can com-
press features better and provide better feature information
for recognition, thereby improving the accuracy of recogni-
tion.

Information theory based PCA feature compression algo-
rithm [111]. According to the definition of the information
function, combined with the inherently unique nature of the
eigenvalues, the generalized information function is defined
and used in the feature compression of PCA, and then the
information rate and the cumulative information rate appear,
thus creating an information-based PCA feature compression
algorithm. The algorithm can better describe the degree of
information compression. Compared with the principal com-
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ponents obtained by PCA, it covers more information of the
original features. This algorithm combines the advantages of
both information theory and PCA.

Information feature analyzed by orthogonal transform
[112]. Under the minimum mean square error criterion, an
optimization theory model is created, and the results are cal-
culated and given, which proves that the K-L transform is the
optimal orthogonal transform of feature selection. According
to the definition and connotation of entropy in information
theory, the second representation entropy is proposed. The
new entropy function is used to analyze the information fea-
tures under the transformation and the information payload
of the eigenvalues after transformation.

Zuo combined three methods of constrained global defor-
mation (CGD), component texture fitting (CTF) and compo-
nent feature refinement (CFR) for facial expression recog-
nition [113]. It has been verified by practice that the feature
extraction of the three methods uplink is better than the inde-
pendent extraction. Bidirectional feature data compression
method based on principal component analysis and immune
clustering eliminates the correlation between the characteris-
tic parameters and has more efficient execution efficiency and
wider adaptability. Combining iris technology with multi-
dimensional scale analysis for feature extraction can improve
the accuracy of iris recognition [114].

These are all good examples of algorithm fusion. Different
theories merge with each other to make up for the defects
of the single algorithm and provide an effective method for
feature extraction.

Dimensionality reduction for small sample

The existing dimension reduction algorithms, mainly for
large sample data, mostly consider the characteristic vari-
ables of the sample directly, such as PCA, FA, nonnegative
matrix factorization (NMF), and so on. Their dimension
reduction effect is relatively ideal. However, if encountering
small samples, the traditional dimension reduction algorithm
is difficult to obtain the ideal low-dimensional data, because
the feature dimension is larger than the number of samples
and the covariance matrix is singular.

Characteristic of small sample

When the sample size is smaller than the data dimensionality,
which is the case for many high-dimensional and low sample
size data, this sample is named the small sample [32, 115].
In the general case, the small sample is a relative concept
including two cases as follows.

One class refers to that the number of training samples
is less than its pattern feature dimension. The weakness of
this type of small sample is that the parameters of feature

extraction and classifier algorithm cannot be estimated. For
example, the sample covariance matrix within the class is
singular, and the optimal recognition feature is difficult to be
extracted; in addition, each class covariance matrix is singu-
lar, so the quadratic discriminate analysis method cannot be
used directly.

Another class refers to that the number of training samples
is more than its pattern feature dimension, but the difference
is not big. Although the number of training samples can meet
the non-singularity requirements of the covariance matrix,
the fewer training samples will cause the instability of the
inverse matrix of the covariance matrix.

Even so, the small sample has its own advantages. For
example, due to the fewer training samples, the learning time
of feature extraction and classifier algorithm is short, so the
running time of the algorithm appropriately will be saved
to improve the classification precision of samples. In the
practical application field, small sample size problems are
widespread. The main characteristic of a small sample is a
higher feature dimension and fewer numbers of samples, and
even the feature dimension is larger than the number of the
samples which will cause the traditional learning methods
too difficult to deal with small samples and easily lead to the
following problems.

(1) It is easy to produce lots of redundant information
and irrelevant information due to the rapid increase of the
feature dimension. (2) Due to the lack of sample size, it easily
leads to inadequate training or over-fitting phenomenon and
drops the classification ability of the classifier. (3) When the
training sample set has been changed, it is easy to cause that
feature extraction and classification learning algorithm will
be unstable, that is, the generalization ability of the model
will be low.

Partial least squares algorithm

The partial least squares algorithm is the characteristic devel-
opment of ordinary least squares (OLS). Its basic idea is that
while the independent variable matrix X is compressed, the
correlation of the dependent variable matrix Y is given con-
sideration too. Suppose there are n independent variables

{x1,x2,...,x,}, p dependent variables {y1, y2,...,¥p}.
After preprocessing, matrix X is decomposed into
X =TP" +E. (34)

In the formula, T is the score matrix, P is the load matrix,
and E is the residual error matrix. Matrix multiplication of
TP” can be expressed as the sum products of score vector
t; (the ith column of matrix 7') and load vector p; (the ith
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column of matrix P), and then the above formula can be
written as

n
X=>tip/ +Ei=12,...n (35)
i=1
Similarly,
p
Y= ujql +Fj=12...r. (36)
j=1

PLS analysis is the score t and u separately extracted from
corresponding X and Y, and they are the linear combination
of independent variables and dependent variables. And both
scores satisfy the maximum load of variation information of
independent variables and dependent variables; the covari-
ance between them is the largest. The establishment of the
regression equation is:

uj = byt;. 37

PLS does iterative calculations using each information of
other for each dimension, and each iteration adjusts #;, u ; for
the second-round extraction according to residual informa-
tion of X, Y. Until the absolute value of the residual matrix
element is approximate to zero, the precision satisfies the
requirements, and then the algorithm stops. In the process of
iteration, f;, u; can maximize the expression of the variance
of X and Y at the same time.

PLS regression does not need to use all the components to
establish the regression equation. It can get better regression
equation only by selecting the front m components (0 <
m < n). Generally, K-fold cross-validation method is used
to calculate the prediction residual sum of squares, further to
determine the number of components extracted, reaching the
purpose of dimension reduction.

In the complicated multivariable system, PLS regression
adopts a new method on the process of information recog-
nizing and selecting. It does not judge that the variable is
retained or abandoned one by one, but is obtained using
the thought of information decomposition. PLS recombines
the information of the independent variable system, it gen-
erally extracts the comprehensive variables, which has the
best explanatory for system and eliminates the interference
of overlapping information or non-explanatory information.
So in the system modeling, PLS can overcome the adverse
effects of variables’ correlation and gets more accurate and
reliable results.

From steps of PLS regression, the modeling strategy
is built on the basis of information decomposition and
extraction. PLS successively extract the comprehensive com-
ponents t1, 2, ..., 1, (0 < m < n) form the multivariable
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system xi, X2, ..., X,. This is equivalent to the informa-
tion recombination and extraction for xi, xo, ..., x,. The
obtained comprehensive components have the strongest abil-
ity of explanation for Y and the generalization for X.
Meanwhile, the non-explanatory information for Y is elimi-
nated naturally. The convergence rate of the PLS regression
algorithm is fast, which will be easy to get a fully satisfactory
result.

Under normal circumstances, when analyzing the small
sample, sometimes the phenomenon of overfitting might hap-
pen in the modeling process. When using PLS to reduce the
feature dimension of small sample data, it mainly from the
following two aspects to prevent the overfitting phenomenon.
First, some correlated variables were transformed into uncor-
related variables by orthogonal transformation, namely, it
can eliminate the correlation between variables and ensure
the uncorrelation between principal components. Secondly,
in the PLS regression modeling process, the cross-validation
method is used to evaluate the precision of the model.

Least absolute shrinkage and selection operator

The least absolute shrinkage and selection operator (Lasso) is
also a compression estimation method with reducing feature
quantity as the core [116]. Its idea is to reduce the feature
dimension by constructing a penalty function to compress
the feature coefficients and make some regression coeffi-
cients become 0. Itis aregularization method based on the L1
penalty term. Mathematically, the multiple linear regression
model can be expressed as

Y =ag+aix; +---0ix;i +ayxy + 6,

where «; represents the regression coefficient, ¢ denotes the
bias. The penalty function penalizes the L1-norm of the
regression coefficient and requires the sum of the absolute
values of all regression coefficients to be less than or equal
to the penalty parameter A(A > 0). Assuming that there are v
variables and s samples, the penalty function can be described
as

v
D el < 2. (38)
k=1
Therefore, the lasso criterion can be described as

N v
lasso = Y "(yi —aX)* +nr ) loxl. (39)

i=1 k=1
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The optimization objective function of Lasso can be
described as

2
N v
(&)LASSO = arg min Z(yi - Z ozkx,-k> , 40)

i=1 k=1

v
s.t. Z|ak| <A (41)
k=1

Based on the above objective function, the regression coef-
ficient is compressed by adjusting the penalty parameter A.
It should be noted that the size of the parameter A is related
to the convergence of the model.

If the parameter of A is too small, there will be too many
noise variables. On the contrary, if the value of A is too large,
the regression coefficients of multiple independent variables
are compressed to 0 and it will contain too few arguments.
K -fold cross-validation method [117] is applied to select the
parameters to select a reasonable parameter.

Lasso is a convex optimization method based on L1-norm
to feature dimensionality reduction [118]. This method has
the advantages of sparse features, preserving subset shrink-
age and simplifying data, so it has a good effect on feature
extraction of small samples with high-dimensional data. At
present, it has been applied in the fields of gene analysis and
image recognition. Lasso was adopted to assess gene effects
in genome-wide association studies (GWAS) of brain images
[119].

Other methods

Linear discriminant analysis (LDA) has been used exten-
sively in dimension reduction algorithms [120], but it is
constrained by the small sample problem. For this reason,
a boundary-based feature extraction algorithm suitable for
small samples is proposed [121]. The algorithm redefines
the classification limits, and also takes into account the intra-
class and interclass dispersion degrees defined by LDA, and
the difference in variances of various classes. It can not only
maximize the boundary to get the optimal projection vector,
but also can prevent the small sample problem caused by the
singularity of the intra-class dispersion matrix.

Embedding learning means that each sample is embed-
ded into a lower-dimensional space, which makes it easier to
distinguish different classes. Embedding learning essentially
reduces the feature dimension by reducing the search space of
the model. Metric learning [122] and learn-to-measure [123]
from meta-learning reduce the feature dimension by reduc-
ing the search space. As an example of embedding learning,
KernelBoost [124] is a method of metric learning that learns
the pairwise distance in a kernel function manner with the
help of a boosting algorithm. Assuming that (x;1, x; 2, yi)
is an equivalence constraint, y; is defined as 1 if (x;1, x;2)

belong to the same categories, while y; is defined as -1 if
(xi1, xi,2) belong to the different categories. The kernel func-
tion composed of several weak kernel functions is learned, K
(x1,x2) = Z[T:l o; Ky (x1, x2). A Gaussian Mixture Model
(GMM) of the data is learned by each weak kernel K, (-, -),
where K; (xi , xj) refers to the probability that both two point
x; and x; belong to the same Gaussian component in the 7th
GMM. The loss function of this method can be optimized,
1=37 ;exp(—yijK (xi. x})).

In addition, hybrid methods for dimension reduction are
also applied to feature dimensionality reduction of the small
sample. For microarrays, as a typical application of the small
sample, ICA is used to reduce the size of microarray data
and ABC is utilized to optimize the reduced feature vec-
tors. To select informative genes based on a Naive Bayes
(NB) algorithm, a new hybrid search technique is proposed
by ICA and ABC [125]. The other new combination of fea-
ture selection/extraction approach is designed for Artificial
Neural Networks (ANNs) classification of high-dimensional
microarray data with the help of ICA and ABC by Aziz et al.
[126].

Dimensionality reduction by deep learning

The traditional shallow learning algorithm plays an important
role in machine learning. The rapid development of Internet
technology puts forward higher requirements for the intelli-
gent analysis and prediction of big data. In the era of big data,
a more powerful and complex deep learning model structure
can more effectively and accurately capture the character-
istics of massive data, and better restore the nature of the
characterization data, so as to make accurate predictions for
the future. The deep learning approach seeks to find the
internal structure of the data and discover the true relation-
ship between variables. However, the depth learning network
obtained by deep learning is relatively difficult to train, and
this has become the embarrassment of its development. In
2006, Hinton pointed out that the difficulty of deep learning
network training can be solved by “layer-by-layer initial-
ization” [127, 128]. This makes deep learning rejuvenate in
the field of machine learning, setting off an upsurge of deep
learning in academia and industry. The superior features are
reflected in speech recognition and medical research.

Principle

The concept of deep learning originated from the study of
artificial neural networks. Hinton and his student pointed out
that deep learning is a learning process in which a sample gets
a deep network structure with multiple levels after training
and learning. It stimulates the human brain’s nervous system
to build a multi-level complex model and extracts the features
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in the original data from the bottom layer to the high layer,
thereby establishes the mapping from the underlying signal to
the high-level semantics well. The goal of deep learning is to
establish a multi-layer connection structure. In the processing
of image texts, the data features are processed hierarchically
by several transformation stages, finally, the feature repre-
sentation of the sample in the original space is transformed
into a new feature space. Then combining low-level features
to form more abstract high-level representations and attribute
categories or features, hierarchical feature representation is
obtained, which is more conducive to the classification or
visualization of features [129-131].

Deep learning is relative to shallow-learning methods such
as support vector machines and maximum entropy. Shal-
low learning relies on artificial experience to extract sample
features. After learning, it is a single-layer feature without
hierarchy. Compared with shallow learning, deep learning
differs in (1) the depth of the model structure is emphasized,
and the deep learning model generally has more than five
or even ten layers of hidden layer nodes; (2) emphasize the
importance of feature learning, that is, change the feature
representation of the original sample data layer by layer to
a new feature space, making the prediction or classification
less difficult [132]. At present, deep learning has become a
new research direction in the field of machine learning. It can
be widely used because it can find more valuable informa-
tion in big data with less manpower and time consumption.
The common deep learning methods of feature dimensional-
ity reduction are mainly divided into the supervised-based,
unsupervised-based method and semi-supervised methods
according to the number of labeled samples.

Supervised-based methods

Supervised feature extraction methods can be divided into
two categories: based local region and based global region.
The two main methods of local region feature dimensionality
reduction are convolution and pooling. The typical methods
of global feature extraction are recurrent neural networks and
Transformer.

Based local region

Convolutional neural networks (CNNSs) are typically deep
learning methods based on local region feature extraction.
A convolution neural network is composed of stacked con-
volution layers and pooling layers [133—-135], where both
convolution layers and pooling layers can be used to reduce
the feature dimension.

For a convolution layer, suppose that there are a set
of kernels K = {ki,k>,...,k,} and additional biases
B = {b1, b, ..., by}, a set of the new feature map X; =
{X1,X>,..., X,;} can be calculated and a non-line trans-
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form o (-) is applied to all features in an element-wise. This
process is repeated for each convolution layer /. Mathemati-
cally, a spatial convolution can be described as

X! a(W,’,;l x!-1 +b£;1). (42)

m=

The size of the new feature maps can be expressed as

; Hl—l _hl—l +2. Pl—l

H = o= +1, (43)
; wi-1 _ wl-1 2. pi-1

w! = o +1, (44)

where the size of the new feature map is H Ly wi, pi-1
represents padding size of (I — 1)th layer; S'~! is set to stride
size of (I — 1)th layer, //~! and w!~! are height and width
of the convolution kernel.

For pooling layers, its main task is to reduce spatially
dimensions of feature maps. Pooling operations can extract
features with more high representation ability and speed up
the convergence. Three types are applied to pooling oper-
ation: max pooling, L2-norm pooling, and average pooling.
This typically takes a pooling kernel with a stride of the same
length. A new feature map can be obtained via a pooling layer.
The size of the new feature map can be expressed as follows:

-1 _ -1
woH =l (45)
- Si—1 ’
-1 _ -1
w! = W —w +1 (46)
- Si-1 ’

where hl{1 and w[{l represent height and width of (I —
1)th pooling kernel. Taking max-pooling as an example, the
feature map outputs the maximum value in each sub-region
after max pooling.

1. ResNet

ResNet is a common network that uses stacking convo-
Iution and pooling layers to extract high-level semantic
information [136]. When the samples are input into the
network, the output of the previous layer will be used as
the input of the nextlayer, and the feature map with higher
representation ability has been extracted. However, with
the increase of the depth of the neural network, there will
be the problem of gradient explosion or gradient disap-
pearance, which makes the network training slow or the
loss decline is not obvious. To alleviate the above prob-
lems, skip structure is introduced into the convolutional
neural network. Skip structure is to skip one or more lay-
ers and transfer feature information to the deeper layer of
the neural network. This architecture enables us to train
deeper networks while maintaining good performance.
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As an important backbone of feature extraction, this
network has been widely used in many fields, such as
computer vision, EEG detection, and so on. Based on the
target detection algorithm of two-stage Faster R-CNN
[137], the ResNet network with a depth of 50 is adopted to
reduce the feature dimension, extract high-level seman-
tic information and generate pyramid features using a
feature pyramid network (FPN), and then input the pyra-
mid features into the detector for target detection. Mask
R-CNN [138] also takes ResNet as a basic backbone to
extract features and uses the FPN to generate multi-scale
feature maps for object detection and image segmen-
tation. The feature extraction networks represented by
ResNet can represent high-level semantic information
with strong representative ability, especially the informa-
tion mapped to large-scale targets. Although the feature
extraction network based on spatial convolution and
pooling can extract high-level semantic information, only
the key information is extracted from the convolution ker-
nel or pooling kernel. Therefore, the context information
surrounding the convolution and pooling kernel context
information is ignored or discarded, which will lead to
the loss of some feature information.
2. Dilated convolution

Dilated convolution uses a convolution kernel with a dila-
tion convolution factor to enlarge receptive fields and extract
features [139]. Suppose that F : Z> — R is a discrete func-
tion, , = [—r,r]* N Z% and k : Q, — R discrete filter of
size (2r + 1)%. The convolution operator * can be calculated
as

(Fxk)(p)= Y F()k(). (47)

S+t=p

Suppose that [ is a dilated factor, the dilated convolution
*; can be described as:

(Fxk)(p)= Y F(k). (48)

s+t=p

Further, the receptive field corresponding to dilated con-
volution increases exponentially without losing the feature
resolution.

Dilated convolution can supplement the feature informa-
tion extracted only from local regions, and fully consider
the relationship between foreground and background. For
optimizing small objects, Cui et al. proposed a context-
aware block to merge multi-level contextual information with
the help of stacked dilated convolution [140]. Zhang et al.
introduced multi-scale dilated convolution into the field of
image super-pixels, and the dilated convolution and spa-
tial convolution are fused in each layer [141]. The dilated

convolutions can expand the receptive field without increas-
ing computational complexity. Compared with the standard
spatial convolution, the feature extraction network based on
dilated convolution can extract more abundant feature infor-
mation. Although the above operations can extract richer
features, the mapped features of small targets are relatively
few.

Based global region

Feature extraction from a global perspective can obtain richer
information. The global feature extraction method was first
applied in the fields of natural language processing with times
or sequences such as text and speech. Recurrent neural net-
works and Transformer are two classical methods that extract
features from a global perspective.

1. Recurrent neural networks and its variants

The biggest difference between RNN and convolutional
neural networks is that RNN can realize some "memory
function", which is the best choice for time series analy-
sis [142]. Just as human beings can better understand the
world with their past memories. RNN also implements
a mechanism similar to the human brain, which retains
a certain memory of the processed information, unlike
other types of neural networks, which cannot retain the
processed information [143, 144]. A typical RNN net-
work consists of an input X, an output H and a neural
network unit A. Different from ordinary neural networks,
neural network unit A of RNN network is not only related
to input and output, but also has a loop with itself. In other
words, the essence of RNN is that the output information
of the previous time will act on the network feature infor-
mation of the next time. Due to the gradient disappearing,
RNN can only have short-term memory. To alleviate this
problem, a variant of the RNN network of long short-
term memory (LSTM) is proposed, which uses the cell
state with gate structure to make information flow contin-
uously [145]. The gate structure is a way of information
selection to remove or add information to the cell state.
There are many other LSTM variants, such as clockwork
RNN [146], which are applied for feature extraction of
sequential tasks.

Recurrent neural networks and its variants have been
applied in many tasks according to the characteristics
of processing problems. Cho et al. designed a new
RNN Encoder-Decoder, containing two recurrent neu-
ral networks [147]. One network is applied to encode
a sequence of symbols into a vector representation of
fixed-length and another network is used to decode the
representation into another sequence of symbols. To max-
imize the conditional probability of a target sequence,
encoder and decoder are jointly trained. Ergen proposed
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an online training algorithm build on long short-term
memory (LSTM) networks with the help of stochastic
gradient descent and exponentiated gradient algorithms
[148]. RNN and its variants can take temporal context
into account and can achieve better performance in text
processing and other fields.

2. Transformer

The Transformer is also a way to realize feature extraction
from a global perspective [149]. It is first used in natu-
ral language processing. The biggest difference between
Transformer and LSTM is that Transformer can operate in
parallel and LSTM is sequential. The Transformer adopts an
encoder—decoder structure, as shown in Fig. 11. The core of
the encoder and decoder is a multi-head self-attention mech-
anism. Attention mechanism was first proposed in 2017. In
essence, the attention mechanism is to weighted sum the
value vectors of the elements. The query and key are used to
calculate the weight coefficient of the corresponding value,
where the weight coefficient is expressed by the similarity
between the query vector and key vector. Suppose that the
input is set to X, the key vector K, value vector V and query
vector O can be represented. The similarity of query and key
can be described as

Similarity(Q, ki) = Q - K;. (49)

The attention can be presented as follows:

L

Attention (Q, K, V) = > _ softmax(Similarity(Q, K;)) - Vi.

i=1

(50)
Finally, attention can be calculated:
Attention(Q, K, V) = softmax( QKT) -V, (629
N
where —L_ is set to scaling factor. For multi-head attention,

Vi
it allows the model to represent information from differ-

ent locations and subspaces. Multi-head attention can be
expressed as

Multihead (Q, K, V)

= Concat (head;, head,, ..., heady) WO, (52)

where head; = Attention(Q WiQ, K Wl.K , VWiV), the pro-
jections are parameter matrices WiQ € Rmoderxdk Wl.K €
RdmodeIXdk W'V c Rdmodelev W'O c thdemodel

? 1 ? 1 °

Taking an image as an example, the image is divided into
patches as input of the Transformer. Assume that the size of
the inputimage is H x W x 3, animage is divided into patches

@ Springer

size of 4 x 4 x 3, containing Ii—zW patches. These patches
are flattened and are fed into a linear projection. Embedded
patches and a position embedding are fed into a Transformer
encoder. The output is reshaped to a new feature map Fi of
size % X % x C1.In the same way, the output of the previous
stage is the input of the next stage and the feature maps F,
F3 and F4 are obtained [150].

The Transformer-based feature extraction method is a hot
topic in current research. Pyramid Vision Transformer is pro-
posed to obtain a high-resolution output for dense prediction
tasks and reduce computations of large feature maps in a pro-
gressive shrinking manner. Although Transformer can extract
feature mapping from the global view, which is conducive
to the detection of small targets, only coarse-grained global
information is extracted and fine-grained local information
is ignored. There are many optimized strategies to relieve
this problem. The focal mechanism as a typical strategy is
introduced to integrate global information and local informa-
tion to improve the precision of target detection [151]. Other
methods are designed such as Transformer in Transformer
(TNT) [152], bottleneck Transformer (BoTNet) [153].

Unsupervised-based

Unsupervised deep learning methods for feature dimension-
ality reduction mainly include deep auto encoders, restricted
Boltzmann machines, and deep belief networks. Taking deep
auto encoders and deep belief networks as examples, the
following describes in detail how to reduce the feature dimen-
sion.

Deep auto encoder

A deep auto encoder is a generation model with more than
hidden layers. When the architecture of the network has one
hidden layer, the deep auto-encoder degenerate into an auto
encoder. An auto encoder was introduced first by Rumelhart
et al. [154] as a dimensionality reduction algorithm. It makes
the target value equal to the input value with the help of
the back-propagation algorithm. A simple auto encoder is
composed of an input layer, hidden layer and output layer.
This auto encoder reconstructs the input X from the output X’
via the hidden layer &. A weight matrix Wy ;, and bias matrix
bx p are defined as parameters from the input layer to the
hidden layer. W), x» and bj, x+ correspond to the parameters
from the hidden layer to the output layer. The hidden layer
can be presented as

h = U(WX,},X + bX,h), (53)

X' = (Waxh+b, ). (54)
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Fig. 11 The Transformer
architecture [149]. Left is an
encoder and right is a decoder
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where o (-) represents an activation function. It is worth not-
ing that the dimension of hidden layer |/| is smaller than that
of input layer | X | and output layer |X ! | From the input layer
to the hidden layer is considered as a compression process,
and from the hidden layer to the output layer is viewed as a
reconstruction process. The goal of an auto encoder is to find
a function X’ ~ X while |A| is less than | X|. Although the
neural network with a hidden layer can express all kinds of
data, it is still difficult to achieve good generalization ability.
An auto encoder has the problems of over-fitting and poor
generalization ability, so it is difficult to effectively extract
the internal abstract features of data [155]. To relieve these
problems, the deep auto encoder is introduced.

Further, many variants were proposed [156]. For exam-
ple, Liu provided us with a reference example of a deep
auto-encoder to extract features for classification tasks [157].
To optimize the performance of feature extraction through
obtaining the required network parameters based on proper
learning rate, Song proposed a variable learning speed
DAE (VLSAE) that adaptively adjusts its learning rate with
the help of multi-scale reconstruction error (MRE) and
weight update correlation (WUC) [158]. These variants make
dimensionality reduction more robust and more applicable to
multiple tasks.

Inputs

1 1

Outputs (shifted right)

Deep belief network

A deep belief network (DBN) is also a common unsuper-
vised deep learning method to reduce the dimension of the
feature vectors and extract features from high-dimensional
data [1591 A deep belief network is a probabilistic generative
model. The generation model establishes a joint distribu-
tion between observation data and labels, and evaluates both
p(Observation|Label) and p(Label|Observation), while the
discrimination model only evaluates p(Label|Observation).
Compared with the supervised deep learning method, this is
an effective method to solve the phenomena of slow learn-
ing speed and over-fitting of deep neural networks. The basic
structural unit of a deep belief network is a Restricted Boltz-
mann Machine (RBM), as shown in Fig. 12. The hidden layer
of the previous RBM is the visible layer of the next RBM,
and the output of the previous RBM is the input of the next
RBM. Restricted Boltzmann machines extract the abstract
features by learning the probability density distribution of
the data. The deep confidence network, which is to extract a
variety of probability features through the superposition of
RBM, learns the probability distribution of the data layer by
layer. The deep belief network is highly flexible and easy to
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Fig. 12 The DBN architecture
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expand, and it is the structural basis for building a new type
of deep learning network.

A deep belief network has been applied in many fields,
such as image recognition, information retrieval, natural lan-
guage understanding, fault prediction and so on. To adapt to
different problem environments and data types, many vari-
ants based on deep belief networks have been proposed.
To optimize the initialization and local optimization in time
series prediction, a deep belief network was applied to pre-
dict time series, which was applied to the approximation and
short-term prediction of chaotic time series such as a logistic
map and Lorenz chaos [161]. Unsupervised depth belief net-
work (DBN) is also adopted to extract features and reduce
data dimensions from the fusion observation of Electro-
Dermal activity (EDA), Photoplethysmography (PPG) and
Zygomaticus Electromyography (ZEMG) sensor signals. The
prepared feature fusion vector is generated by combing DBN
with the statistical features of EDA, PPG and zEMG for emo-
tion classification [162].

Based on semi-supervised

Semi-supervised feature dimensionality reduction mainly
uses supervised or unsupervised feature dimensionality
reduction. Specifically, there are two common deep learn-
ing methods based on semi-supervised: unsupervised pre-
training [163] and pseudo-supervised pre-training [164].
Unsupervised pre-training dimension reduction refers to
training all data with unsupervised deep learning methods,
such as deep auto encoder, and then training the classifier with
labeled data. The unlabeled data determined to be correctly
classified are selected and added to the training set, and then
the network is trained. Repeat the above operation contin-
uously. The pseudo-supervised pre-training dimensionality
reduction method attaches pseudo label information to the
unlabeled data utilizing semi-supervised algorithm or clus-
tering algorithm and uses the pseudo label information to
pretrain the network, and then uses the labeled data to fine-
tune the network. It is worth noting that pseudo labels refer to
tags that predict unlabeled data with the help of the network
and take the prediction results as unlabeled data. Its idea is
simple self-training. Semi-supervised feature dimensionality
reduction helps to extract feature maps with generalization
ability, improve the generalization ability of the model, and
help the model reduce the interdomain difference between
different tasks.

@ Springer

Semi-supervised feature dimensionality reduction method
has been widely used in different types of tasks. Due to a few
labeled data, it is conducive to transfer learning between dif-
ferent data and enhances the applicability of the model to
different tasks. For the phrase-based translation model, Lu
et al. learned some new and effective features with the help
of the deep auto encoder (DAE) paradigm [165]. To make
full use of large-scale unlabeled data, Li et al. proposed an
effective method for semi-supervised deep learning that opti-
mized the performance of the model, where a classifier was
trained and generated pseudo-labels on unlabeled data [166].
Wau et al. proposed a semi-supervised method for classifica-
tion using limited labeled data and abundant unlabeled data to
train a deep neural network, where unlabeled data are utilized
with their pseudo labels (cluster labels) to train the network.
The limited labeled data are applied to fine-tune parameters
[167].

Applications

Deep learning is widely used in the fields of speech recogni-
tion, image classification, and video recognition. To adapt
the demand of image features e-commerce to the mobile
terminal to develop, a multi-scale deep neural network is
used to extract image features that are more robust to com-
plex image background and target object scale changes. At
the same time, the similarity between the pictures is learned
according to the information of the category of the prod-
uct category, to better perform the search of the products
whose image contents match, and improve the accuracy of
the query. The performance of the speech recognizer has a
great influence on the performance of keyword detection,
while the traditional keyword detection is an acoustic model
of the LVCSR using the GMM (Gaussian Mixture Model)
and the HMM (Hidden Markov Model) combined GMM-
HMM model [168, 169], its recognition rate is not high. In
recent years, deep learning technology has had a huge impact
on speech recognition. People have conducted deep research
on DNN (Deep Neural Network) instead of GMM (Gaussian
Mixture Model) to compose the DNN-HMM acoustic model
[169, 170]. The DNN-HMM acoustic model was used to
replace the GMM-HMM acoustic model in keyword detec-
tion, and a keyword detection system was established based
on the DNN-HMM acoustic model. The experimental results
show that the speech recognizer based on the DNN-HMM
model has a higher recognition rate than the speech recog-
nizer based on the GMM-HMM model, and the performance
of the keyword detection system is better.

Deep learning, as a powerful tool for mankind to solve
intelligent problems by mimicking the brain structure, pro-
vides new techniques and ideas for research and practice
in other related fields and has broad research prospects.
In particular, with the in-depth study of deep learning, the
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introduction of various more efficient deep learning mod-
els and the improvement of learning algorithms, the use of
deep learning to solve a variety of intelligent problems has
gradually evolved into the mainstream of machine learn-
ing research. It also makes deep learning gradually occupy
the core position in the field of machine learning. However,
in the study of deep learning related theories and learning
algorithms, there are still some problems that need further
discussion. For example, how to improve the discriminating
ability and interpreting ability of each layer feature extracted
by deep learning in unsupervised learning scenarios? How to
balance the relationship between the number of deep learn-
ing network layers and the number of single-layer neural
units, making deep learning face different application sce-
narios to improve its modeling and promotion performance?
Can deep learning be used in more extensive practical appli-
cations such as image segmentation, multi-modality sensing,
and missing data recovery? The research and discussion of
these issues will have very important theoretical and practi-
cal significance. It will also promote the further development
of deep learning [171-173].

Conclusion

The dimensionality reduction process of high-dimensional
data sets can be decomposed into three phases that are inde-
pendent and related to each other: (1) description of data set
structure; (2) metrics of data set structure: (3) structure-based
dimensionality reduction criterion. The proposed and formed
dimension reduction method also includes three aspects
of work: (1) establishing the corresponding mathematical
model of the research problem and the data set structure
model; (2) proposing corresponding metrics or selection
rules for the model; (3) establishing data-based dimension
reduction criterion or loss rule of the set structure.

Pattern feature extraction and selection is the basis for
recognizing training learning and also the first step in
recognition, besides it plays a key role in the accuracy
of recognition. Simultaneous feature extraction is also an
important part of data mining. The use of reasonable, reliable
and feasible feature compression methods for the resolution
of different problems and the processing of data features will
enable the recognition to take a big step toward higher accu-
racy. The main significance of feature extraction is "low loss
and dimensionality reduction”, which tends to simplify the
problem to be easy to calculate or to increase the speed of
operation and make learning and training of the system easy.

The rapid development of computer software and hard-
ware technology has promoted the large-scale application of
pattern recognition technology, for example, itis used widely
in agricultural, biological, medical, meteorological, indus-
trial product testing, and other fields. Pattern recognition

technology develops rapidly and plays a very important role
in the field of computer vision and hearing, such as handwrit-
ing recognition, speech recognition, and biometrics. Feature
extraction and selection can be regarded as the premise and
key of pattern recognition. As the first step of pattern recog-
nition, pattern feature extraction and selection must analyze
and process this information. Feature extraction and selection
have also been applied in many fields.

From the perspective of applications, most of the contacts,
inreality, are nonlinear and time-varying systems. Therefore,
the current research hotspots are on the feature extraction
and selection of high-dimensional nonlinear modes. From
a methodological point of view, cutting-edge research is
the organic integration of multiple theories. For example,
information theory, neural networks, and other theories are
introduced into feature extraction; organic integration of dif-
ferent methods gives full play to their advantages and avoids
weaknesses; the current manifold learning and independent
component analysis as emerging theoretical methods will
also arouse the attention of many scholars. In addition, with
the increase of data explosion, how to extract and select the
feature with strong representation ability from small sample
data is an important research direction in the future.
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