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FEATURE EXTRACTION FOR
COMPUTER-AIDED ANALYSIS OF

MAMMOGRAMS

H̊akan B̊arman Gösta Granlund Leif Haglund
Computer Vision Laboratory, Linköping University

S-581 83 Linköping Sweden

Abstract

A framework for computer-aided analysis of mammograms is described. General
computer vision algorithms are combined with application specific procedures in a
hierarchical fashion. The system is under development and is currently limited to
detection of a few types of suspicious areas.

The image features are extracted by using feature extraction methods where
wavelet techniques are utilized. A low-pass pyramid representation of the image
is convolved with a number of quadrature filters. The filter outputs are combined
according to simple local Fourier domain models into parameters describing the local
neighbourhood with respect to the model. This produces estimates for each pixel
describing local size, orientation, Fourier phase, and shape with confidence measures
associated to each parameter.

Tentative object descriptions are then extracted from the pixel-based features
by application-specific procedures with knowledge of relevant structures in mammo-
grams. The orientation, relative brightness and shape of the object are obtained by
selection of the pixel feature estimates which best describe the object.

The list of object descriptions is examined by procedures, where each procedure
corresponds to a specific type of suspicious area, e.g. clusters of microcalcifications.

Keywords: Computer vision, feature extraction, image processing, mammography,
microcalcifications, wavelets.

1 Background

Breast cancer is one of the more common types of cancer. Scientific studies have shown
that the mortality in breast cancer is decreased by early detection and treatment. It
is well known that mammography is the best method for detection of small breast
tumors. This makes it desirable to use mammography in mass screening programmes
to reduce the mortality in breast cancer [1]. A mass screening program requires a
large number of radiologists with special training in mammography and this involves
problems such as high costs, shortage of qualified personnel, and visual fatigue.
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Computer-aided analysis could be a solution to the problems mentioned above.
Consequently, many efforts have been made to incorporate image processing. How-
ever, the methods developed have not been sufficient to introduce computer-aided
analysis in clinical use. A survey of the area can be found in [8].

2 Overview

The digital mammogram is analyzed with a combination of general image processing
and computer vision algorithms in combination with procedures which have been
specially designed for the application. The following steps are carried out, where
steps 1–3 are general algorithms and steps 4–6 are application specific algorithms.

1. A low-pass pyramid representation of the image is produced by low-pass filtering
combined with resampling of the image.

2. Local feature extraction algorithms are used on the different layers of the low-
pass pyramid to produce estimates of orientation, Fourier phase and energy.

3. The feature estimates are combined over scale, and local estimates of size (spa-
tial frequency) are computed [11].

4. The combined phase estimates are used to guide the extraction of image objects.
The phase describes the relative grey value, i.e. whether or not the pixel is
darker or lighter than the surround. Brightness maxima are used as seed points
for the object extraction.

5. The feature estimates of the pixels belonging to objects are used to compute
parameters describing the objects. The current relatively crude implementation
only includes parameters describing position, size, orientation and ‘roundness’.

6. The object list is examined by search procedures, where each procedure has
knowledge of the appearance of one type of suspicious area.

Each of these steps are now described in detail.

3 The Low-Pass Pyramid

The logarithmic partitioning of the frequency domain used in wavelet theory [20] can
be obtained either by scaling/translation of the filter function or by constructing a
low-pass pyramid of the image. The latter alternative is preferable with respect to
computational complexity. The pyramid is obtained by a low-pass filtering to elim-
inate the high frequencies followed by a subsampling to move the remaining spatial
frequencies ‘towards’ the frequency function of the wavelet filter, e.g. a subsampling
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factor of two moves the spatial frequency π/2 to π. The low-pass filter should, accord-
ing to the theory, be an ideal low-pass filter. Ideal low-pass filters introduce ‘ringing’,
i.e. false edges, in the filtered images. Edges and similar structures play an important
role in the later processing stages. For that reason a Gaussian filter function is used.

The current implementation has 1 octave between the layers, i.e. the subsampling
factor is two. The frequency function of the Gaussian filter is given by

G(u) = exp(
−(u2

1
+ u2

2
)

2σ2
) (1)

and the corresponding spatial function is

g(ξ) =
√

2π σ exp(−(ξ2

1
+ ξ2

2
)σ2/2) (2)

with σ = π/4. The maximum spatial frequency [5] is normalized to π. The frequency
and spatial coordinates are denoted u and ξ.

0.0

0.5

1.0

Spatial Frequency

Figure 1: The frequency function of the Gaussian filter. The dashed line indicates the
ideal cutoff frequency π/2.

This filter will not introduce any edge artifacts but will suppress the highest
frequencies below π/2 and will not entirely remove frequencies above π/2 (the filter
has a value of about 13.5 % of its top value at the frequency u = π

2
). Figure 1

illustrates the difference between the ideal filter and the Gaussian filter.
Filtering and resampling is done simultaneously with an even sized filter (8 × 8)

with its centre displaced by half a pixel unit in both ξ1 and ξ2, i.e. the centre is
located in the middle of four pixels. The resampling is done by retaining only every
other column and every other row in the filtered image. The process is schematically
illustrated in Figure 2.
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Figure 2: Illustration of the subsampling process. The circles indicate the centre
positions for the Gaussian filter. The numbers refer to the outputs from these filters.

4 Layer Feature Extraction

The feature extraction is carried out on each of the image layers using quadrature
filters. The quadrature filter concept forms a basis for minimizing the sensitivity
to phase changes in the signal [15, 4, 11]. A number of features are obtained by
combining the filter outputs according to simple local Fourier domain models. The
features are local orientation, energy and phase, all estimated by convolution with
four quadrature filter pairs.

The quadrature filters used are defined by polar separable frequency functions.
The radial frequency function Hρ should fulfill the wavelet requirements. The lognor-
mal filter

Hρ(ρ) = exp(
−4

ln 2
B−2 ln2(ρ/ρc)) , ρ ∈ [0 . . . π]. (3)

where ρc is the centre frequency and B is the 6 dB sensitivity bandwidth, is suitable
if ρc and B have reasonable values.

Choosing ρc = π/4 and B = 2 gives:

Hρ(ρ) = exp(
−1

ln 2
ln2(4ρ/π)) , ρ ∈ [0 . . . π]. (4)
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Figure 3: The lognormal filter (solid line) given by Eq. 4 compared with the Gaussian
spectrum (dashed line) obtained with the low-pass+resampling procedure.

This choice of centre frequency places the filter in the part of the frequency spectrum
where the compromise of using a Gaussian instead of an ideal low-pass filter is neg-
ligible [11] (see Figure 3). Using this filter on the subsampled images corresponds
to filtering with lognormal filters with centre frequencies of π/8, π/16, π/32, . . . etc.
Filter sets with ρc = π/2 and ρc = π are used on the full resolution image to give
additional coverage of the high spatial frequencies.

The angular frequency function specifies the orientation selectivity of the quadra-
ture filter. Each filter set consists of four quadrature filters with the angular frequency
function:

Hϕk(ϕ) = cos2(ϕ − ϕk) , ϕk = π/8, 3π/8, 5π/8, 7π/8 (5)

where ϕk defines the direction of the filter.
Filters with the frequency function specified by Eq. 3 and 5 can be synthesized

by:

H(ρ, ϕ) = a0 B00 +
3

∑

n=1

an [Bn0 cos(nϕk) + Bn1 sin(nϕk)] (6)

where the basis filters Bij are defined by:

Bn0(ρ, ϕ) = Hρ(ρ) cos(nϕ) n = [0 . . . 3]

Bn1(ρ, ϕ) = Hρ(ρ) sin(nϕ) n = [1 . . . 3]
(7)

and the weight vector a = ( a0 a1 a2 a3 )T (obtained by the theory of digital
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Figure 4: One of the lognormal quadrature filters with centre frequency π/4 and a
bandwidth of 2 octaves.

prolate spheroidals [18, 24, 22, 23, 26]) is given by:

a =











0.23675
0.39357
0.21692
0.06524











(8)

This approach (described in [2]) has a slight computational advantage and gives ro-
tational invariant estimates of the local phase (Eq. 13).

The spatial representation of a quadrature filter is complex-valued with the real-
valued part corresponding to a line filter and the imaginary part of the filter corre-
sponding to an edge filter. Figure 4 contains a mesh surface plot of one the synthesized
filters.

A benefit of choosing Eq. 5 as angular function is that the local orientation esti-
mate can be estimated by the vector sum:

V =
∑

k

qk exp(2ϕki) (9)

where qk denotes the magnitude of the (complex) filter response qk = ek + iok of
the filter pair k [15]. The local orientation estimate is represented with the ‘double
angle’ representation [10], i.e. the argument of the 2D vector V equals 2φ, where
φ corresponds to the gradient direction. The magnitude of the vector is a certainty
measure. The double angle representation has the advantage that it is continuous
which makes local averaging a meaningful operation.
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Figure 5: ‘Extra’ lognormal quadrature filters used on the full resolution image with
a centre frequency of π and a bandwidth of 2 octaves.

Figure 6: The double angle representation of orientation. Taking the average of two
lines, one oriented as φ = 0 + ǫ and one as φ = π − ǫ, does not give the expected
result if a single angle representation is used, while the double angle gives the correct
answer.
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Figure 7: Circle illustrating the edge discontinuity. The phase changes sign somewhere
on the path on the edge indicated by the arrow.

The estimation of the local energy is even simpler:

M =
1

2

∑

k

qk. (10)

This gives an estimate of the local Fourier domain energy spectrum weighted with
the radial frequency function of the filter set.

The quadrature filter phase, i.e. the relation between the even and the odd filter,
can be used to obtain a description of local contrast. The information resembles the
information obtained by computation of local contrast or bandpass filtering, but the
phase estimate gives additional information of the local image structure.

The local phase is in principle given by:

P =
∑

k

ek + i
∑

k

ok. (11)

The argument of the vector P represents the local brightness with arg(P ) ≈ 0 for
lines and blobs brighter than the surroundings, arg(P ) ≈ π for lines and blobs darker
than the surroundings, and arg(P ) ≈ π/2 for edges. The sign cannot be determined
without the orientation of the edge.

The phase sign gives problems with respect to both estimation and representation.
The problem is exemplified in Figure 7. The sign of the edge can, for example, be
defined as positive at ‘x’ and negative at ‘o’. This implies that the phase abruptly
changes its sign somewhere on the edge between the two points. A remedy is to
incorporate the (edge) orientation in the phase description,

p =
(

cos φ sin θ sin φ sin θ cos θ
)T

(12)

where θ = arg(P ) and φ is the gradient direction. This modification of Eq. 11 makes
the representation continuous, a necessary requirement for the algorithm described

8



in the next section. Appendix A verifies that p can be estimated by:

p =
∑

k

(

2a0

a1

ok

(

cos ϕk sin ϕk 0
)T

+ ek

(

0 0 1
)T

)

. (13)

5 Scale Feature Extraction

The estimates of orientation, energy and phase are combined over scale to find ‘events’,
i.e. adjacent scale layers describing the same image structure. The algorithm handles
nested objects, i.e. a pixel can contain one or more events, and is implemented
as a pixelwise operation, where the feature estimates of all scales are examined with
consistency measures to extract the events of the pixel. Information of the appropriate
scale for description of the event and an explicit measure of the local spatial frequency
is also obtained.

The implementation of the scale analysis as a pixelwise operation requires that
the feature estimates of the different scale layers have identical size. This is done
by resampling the layers of the feature description pyramids to the original image
size. The resampling is done with a scheme very similar to the one described in
section 3; nearest neighbour expansion followed by averaging with a 7 × 7 Gaussian
filter specified by Eq. 2.

Note that averaging of the phase estimate would give unpredictable results if the
phase estimate of Eq. 11 is used, while the representation of Eq. 13 is well-behaved.
The local phase estimate (Eq. 11) is examined using an 1D-search in the scale (layer)
dimension to find the number of ‘events’ described by the feature estimates of the
pixel. Abrupt changes of the phase vector create new events. A scalar product is
used as criterion:

pl ·
l−1
∑

pk > ǫ (14)

i.e. layer l is incorporated in the event if the scalar product of the layer phase vector
and the phase vector sum of the event is positive.

The dominant spatial frequency (size) of the event is estimated by:

F =
∑

l

δlMl exp(
2πli

L
) (15)

where L is the total number of layers, and δl is 1 if the layer is part of the event and
0 otherwise. The frequency estimate (the argument of the vector F ) is unbiased, and
the certainty measure (the magnitude of the vector F ) is invariant to the frequency
value in the range [2cb..π/2], where cb is the centre frequency of the feature estimation
filter used at the top of the low-pass pyramid [11]. Note the wraparound area in the
vicinity of 2π corresponding to neighbourhoods with a mix of low and high frequencies.
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Figure 8: Synthetic test image for evaluation of Eq. 17.

6 Object Extraction

The extraction of image objects from the feature pyramid can be done in a number
of ways, e.g. by edge contour following etc. The method used utilizes that micro-
calcifications are small and brighter than the surrounding tissue. It is very likely that
the object extraction procedures must be extended to incorporate dectection of other
types of suspicious areas.

The local phase and frequency are suitable features for selection of small and
bright objects. The individual layers of the local phase pyramid are used to locate
the local maxima of brightness using the maxima criterion:

(

0 0 1
)

p > max
S

(

0 0 1
)

ps (16)

where S denotes the eight adjacent pixels. Local maxima accompanied by frequency
estimates indicating that the local structure is better described at another layer are
disregarded. The remaining maxima are candidate objects.

The candidate object description consists of certainty (from the phase estimate),
position (pixel coordinates), size (spatial frequency) and a shape measure computed
by:

S = M exp(
√

1 − mag(V )/M πi). (17)

V and M are computed by Eq. 9 and 10 on the scale layer where the brightness
maximum was extracted. An argument of 0 corresponds to linear shape and π cor-
responds to circular shape. This measure has been used as context information in
image enhancement applications [14]. Similar ideas have been used to disregard false
calcification candidates originating from linear structures such as blood vessels (e.g.
[17, 12]). One advantage of using Eq. 17 is that the shape estimation is done within
the same feature extraction framework and no extra convolutions are required. The
shape estimate has a reasonable scale invariance as indicated by Figures 8 and 9.
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Figure 9: The result of using Eq. 17 on Figure 8. The argument of the vector S is
plotted with the estimate from the circular shape leftmost.

7 Search Procedures

Objects with phase, frequency and shape corresponding to micro-calcifications are
extracted from the object candidate list. The following steps are carried out to find
clusters in the list of tentative micro-calcifications.

1. The certainty values of the tentative micro-calcifications are inserted at the
object’s position in an ‘empty’ image. The image is filtered with two filters, one
Gaussian filter a(ξ) and one complex-valued filter:

d(ξ) = a(ξ) exp(i arg(ξ1 + iξ2)) (18)

The quotient of the two filter outputs calculates the distance and direction to
the centre of mass of the neighbourhood.

2. Local distance minima are used as seed points for cluster centres. The distances
to the cluster centres are computed for all tentative micro-calcifications. A
micro-calcification is assigned to the nearest cluster if the distance is shorter
than a threshold R. Unassigned calcifications are removed.

3. Micro-calcifications with more than one cluster centre on shorter distance than
R are used to compute ‘merge-values’ for pairs of clusters. The calcifications

11



with short distances to both cluster centres are used to compute a sum, where
the contribution from an individual calcification is cξ a(r2), where cξ is the
certainty value of the calcification, r is the distance to the adjacent cluster and
a is the Gaussian function used to specify the averaging filter in the centre of
mass computation above. Two clusters are marked for merging if the sum is
larger than a threshold Tm.

4. Clusters marked for merging are merged and the certainties of the cluster mem-
bers are summed, C =

∑

cξ. Clusters with low certainty C < Tc or are disre-
garded. Similar relaxation approaches can be found in e.g. [7, 12].

5. The cluster centres are recomputed using

mc =

∑

cξξ
∑

cξ

(19)

and the shape and orientation of the cluster is measured by computation of the
eigenvalues and eigenvectors of the matrix [9]

∑

cξξξT

∑

cξ

− mcm
T
c (20)

8 Results

The USF database of digitised mammograms contains a number of images with ma-
lignant microcalcifications. However, the spatial resolution of the images is far from
the recommended 25 µm2/pixel [1] and the calcifications are not clearly visible on all
of the images. A part of the image ‘mam096’ with visible calcifications is displayed
in Figure 10.

The framework described in this paper is used on this image. The result from the
object extraction (49 tentative calcifications) is visualized as white pixels in Figure 11.
Five cluster centre candidates were found using step 1–2 described in section 7. All
but four of the microcalcification candidates were assigned a cluster after the distance
computation (the candidate on the top row and the three tentative calcifications at the
bottom) with the threshold R = 100. Three of the clusters shared members and were
merged into one single cluster. The smallest cluster, consisting of the three candidates
at the upper right, failed to fulfill the certainty criterion of step 4. This cluster
is located outside the breast area with the candidates originating from digitisation
errors. The addition of a region-of-interest criterion guided by e.g. contour following
of the breast contour would also eliminate the cluster [21]. The cluster centres are
recomputed and the cluster shapes are estimated using Eq. 19–20. The result is
superimposed on Figure 11 as black ellipses. Note that the ellipses describe the shape
and orientation of the clusters and not the cluster border.
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Figure 10: A part of ‘mam096’ with malignant microcalcifications.

A part of a mammogram digitised with a high resolution scanner is displayed
in Figure 12. Two suspicious clusters of micro-calcifications can be found. The
objects classified as tentative micro-calcifications are presented together with the
cluster shapes in Figure 13.

The H. Lee Moffitt Cancer Center and Research Institute at the University of
South Florida have lately uppdated the USF database with 24 mammograms digi-
tised at 70 µm. The algorithms described in this paper were tested on seven images
with clustered calcifications to get an indication of the method’s performance. Box-
classification with different values of the threshold parameters resulted in a sensitivity
of 90.3 % (187/207). Most of the 20 undetected calcifications were faint and located
within detected cluster. Most of the false alarms originated from background struc-
ture in detected clusters. One false cluster was ‘created’ by the classification. The
total of 26 false alarms gives an accuracy of 87.8 % (187/213) in the classification.

9 Discussion

The hierarchical framework for computer-aided analysis of mammograms described in
this paper consists of two parts, one part with general image processing and computer
vision algorithms arranged in a wavelet inspired fashion, and one application specific
part where ‘objects’ are extracted from the pixel-based information obtained in the
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Figure 11: The result of the calcification algorithms superimposed on the image. Ten-
tative calcifications are white and the clusters centre, shape and orientation are rep-
resented with black ellipses.
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Figure 12: Detail of high resolution mammogram with clusters of micro-calcifications

Figure 13: The result of the calcification algorithms superimposed on the image.
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first part and specialized procedures searches for suspicious areas in the object list.
The system is currently under development and is still lacking in the domain spe-

cific features, i.e. the procedures with knowledge of the appearance of suspicious
areas. New search procedures will be added, and the existing search procedures will
be modified to incorporate more of the information from the feature pyramid and
exchange the thresholding with more sophisticated and fully automated methods.
Additions will also be made to the general image processing algorithms, e.g. hierar-
chical estimation of stellar patterns.

The current implementation uses a number of thresholds. Only tentative micro-
calcifications with certainty cξ > cT are included in the object list. This threshold
should be set to a level close to but above the film noise. The threshold R determines
whether or not a tentative calcification is part of a cluster, and is typically set to the
size of the filters used in the centre of mass computation, a size that is determined
from the spatial resolution of the mammogram. The thresholds for merging clusters,
Tm, and disregarding clusters, Tc, are more cumbersome. Learning methods and
heuristics are going to be used to automate the method.

Acknowledgement

The authors wish to thank Hans Knutsson and Mats T. Andersson at the Computer
Vision Laboratory for discussions and design of some of the algorithms; Neil Roberts
and Dibendu Betal at the Magnetic Resonance Research Centre, University of Liv-
erpool, for discussions and exchange of images; Gunilla Svane and Edward Azavedo
at the Department of Radiology, Karolinska Hospital, for comments on the results;
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A Proof of Eq. 13

Assume for simplicity that the quadrature filters are directed as ϕ0 = 0, ϕ1 = π/4,
ϕ2 = π/2 and ϕ3 = 3π/4.

The even part of a quadrature filter synthesized by Eq. 6 consists of the even parts
B00, B20 and B21, i.e.:

Ek(ρ, ϕ) = a0 B00 + a2 (B20 cos 2ϕk + B21 sin 2ϕk) (21)
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which in terms of filter responses gives:

ek = a0b00 + a2(b20 cos 2ϕk + b21 sin 2ϕk) (22)

where bij is the response of the filter Bij. Eq. 7 gives:

e0 = hr(a0 + a2 cos 2φ)
e1 = hr(a0 + a2 sin 2φ)
e2 = hr(a0 − a2 cos 2φ)
e3 = hr(a0 − a2 sin 2φ)

(23)

where r and φ are spatial coordinates. The contribution to Eq. 13 is:

p3 =
∑

ek = 4a0hr (24)

The odd part of a quadrature filter synthesized by Eq. 6 consists of the odd parts
B10, B11. B30 and B31, i.e.:

Ok(ρ, ϕ) = a1 (B10 cos ϕk + B11 sin ϕk) + a3 (B30 cos 3ϕk + B31 sin 3ϕk) (25)

which in terms of filter responses gives:

ok = a1 (b10 cos ϕk + b11 sin ϕk) + a3 (b30 cos 3ϕk + b31 sin 3ϕk) (26)

Insertion of the ϕk values gives:

o0 = hr(a1 cos φ + a3 cos 3φ)

o1 = hr/
√

2 [a1(cos φ + sin φ) + a3(− cos 3φ + sin 3φ)]
o2 = hr(a1 sin φ − a3 sin 3φ)

o3 = hr/
√

2 [a1(− cos φ + sin φ) + a3(cos 3φ + sin 3φ)]

(27)

The contribution to Eq. 13 is:

p1 =
∑

cos ϕk ok =
2a0

a1

hr [a1 cos φ + a3 cos 3φ

+a1/2 (cos φ + sin φ) + a3/2 (− cos 3φ + sin 3φ)

+0

−a1/2 (− cos φ + sin φ) − a3/2 (cos 3φ + sin 3φ)]

= 4a0hr cos φ (28)

and:

p2 =
∑

sin ϕk ok =
2a0

a1

hr [0 +

a1/2 (cos φ + sin φ) + a3/2 (− cos 3φ + sin 3φ)

+a1 sin φ − a3 sin 3φ

+a1/2 (− cos φ + sin φ) + a3/2 (cos 3φ + sin 3φ)]

= 4a0hr sin φ (29)
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This implies that p1 + ip2 is directed in the edge direction and that the even and
odd parts have identical amplification (4a0), viz:

arg(P ) = arg(p3 + i
√

p2
1 + p2

2) (30)

References
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