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Abstract This paper presents an improved genetic algorithm based feature selection

method for multi-class imbalanced data. This method improves the fitness function

through using the evaluation criterion EG-mean instead of the global classification

accuracy in order to choose the features which are favorable to recognize the minor

classes. The method is evaluated using several benchmark data sets, and the experi-

mental results show that, compared with the traditional feature selection method based

on genetic algorithm, the proposed method has certain advantages in the size of feature

subsets and improves the precision of the minor classes for multi-class imbalanced

data sets.

Keywords Feature selection · Genetic algorithm · Multi-class imbalanced data

sets · Support vector machine

1 Introduction

Feature selection [1] is an important data pre-processing technique in data mining.

Feature selection can be helpful when facing imbalanced data sets [2]. Many feature

selection methods for two-class imbalanced data [3–5] have been proposed. However,

there are not only many two-class imbalanced data sets in real-word applications, but

also a lot of multi-class imbalanced data sets. For multi-class imbalanced data sets,

lots of research fruits have been presented in classification [6–8], while few in feature

selection [9].
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Genetic algorithm is a heuristic search algorithm, using the reference of natural

selection and genetic mechanism in living nature. Many feature selection methods

based on genetic algorithm have been proposed [10–12]. These feature selection meth-

ods based on genetic algorithm are effective. But they did not consider the imbalance

of data. So these methods are not suitable for imbalanced data. Du et al. [4] proposed

a feature selection method for imbalanced data based on genetic algorithm. However,

this method is suitable for two-class unbalanced data sets, it cannot be directly applied

to multi-class problems.

In this paper, a new feature selection method for multi-class imbalanced data based

on genetic algorithm is proposed through improving fitness function. We use the eval-

uation criterion EG-mean (G-mean’s extension) for imbalanced data instead of total

classification accuracy in order to select the features which are beneficial to identify

small classes for improving the recognition rate of the minor classes. Support vector

machine (SVM) is selected as the classifier due to its good classification performance.

At last, this method is evaluated using several benchmark datasets.

The rest of this paper is organized as follows: Section 2 introduces the traditional

feature selection methods and feature selection for two-class imbalanced data based

on genetic algorithm. Section 3 presents the new feature selection method based on

genetic algorithm for multi-class imbalanced data. The proposed approach is evaluated

using several benchmark datasets in Sect. 4. The last section concludes the paper.

2 Related Work

2.1 Traditional Feature Selection Methods Based on Genetic Algorithm

The traditional feature selection methods [10,11] are the methods which do not con-

sider the imbalance data. Their fitness function is

f (x) = α · Accuracy + β ·

(

−
|X |

n

)

, (1)

where Accuracy is the total classification accuracy. Here the control parameters α, β

are used to compromise the roles of the number of selected features and the Accuracy

played in the overall performance evaluation respectively with α +β = 1; |X|denotes

the number of features in the selected feature subset X , and n denotes the number of

all the features.

Accuracy is the common evaluation standard of classification methods. It is not an

appropriate evaluation criterion for imbalanced data. For two-class imbalanced data,

the samples of majority class are much more than the samples of minority class, if we

classify all samples as major class, the accuracy is still very high, but the recognition

rate of minor class is zero. This is obviously unreasonable.

2.2 Feature Selection for Two-Class Imbalanced Data

Du et al. [4] proposed a feature selection method for two-class imbalanced data based

on genetic algorithm. This method improves the fitness function through using the
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evaluation criterion G-mean [13] for imbalanced data instead of total classification

accuracy. Its fitness function is

f (x) = α · G − Mean + β ·

(

−
|X |

n

)

(2)

where α, β, |X | , n are the same as those of Eq. (1). G-mean is the common evaluation

standard of unbalanced data set study, it is the square root of the product of minority

class’s accuracy TP/(TP+FN) and majority class’s accuracy TN/(TN+TP), as shown

in Eq. (3)

G − mean =

√

T P

T P + F N
×

T N

T N + F P
(3)

where TP and TN are the samples’ amount of minority class and majority class respec-

tively under the condition of right classification. FN and FP are the samples’ amount

of minority class and majority class respectively under the condition of wrong classi-

fication.

This feature selection method is effective for two-class imbalanced data, but it

cannot be used for multi-class unbalanced data directly.

3 Feature Selection Method Based on Improved Genetic Algorithm for
Multi-class Imbalanced Data

A new feature selection method based on genetic algorithm for multi-class imbalanced

data sets is proposed through improving fitness function in this paper. This algorithm

is described from the coding scheme, the determination of fitness function and the

algorithm scheme respectively.

3.1 Coding Scheme

Code scheme is the first step in using the genetic algorithm. In this paper, classical

binary coding method is used, which is both simple and very effective. The length

of the individual is the number of candidate features for any data set. For example,

suppose a data set S has n features. A feature combination can be represented by a

n bit string of ‘0’ or ‘1’, where ‘0’ denotes that the corresponding feature has not

been selected, on the other hand, ‘1’ denotes that the corresponding feature has been

selected.

3.2 Determination of Fitness Function

For the bi-class scenario, Kubat et al. [13] suggested the G-mean as the geometric

means of recall values of two classes. Sun et al. [14] extend the G-mean definition to

the geometric means of recall values of every class for multiclass imbalanced learning.
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G-mean’s extension is defined as follows for multiclass imbalanced learning:

EG − mean =

(

k

�
i=1

Ai

)1/k

, (4)

where Ai is the ith class’s accuracy.

So we define the fitness function of genetic algorithm for unbalanced data sets as

Eq. (5)

f (x) = α · EG − mean + β ·

(

−
|X |

n

)

(5)

where α, β, |X | , n are the same as those of Eq. (1). The first part of the right side

shows that the larger the EG-mean corresponding to the feature subset is, the greater

the fitness function is. The second part presents that the less the feature number is,

the greater the fitness function is. Users can set parameters α, β according to different

problems and needs; this so-called Hurwicz approach attempts to strike a balance

between the purpose of classification accuracy or feature dimension reduction by

adjusting the control parameters α and β. In general, the first part is more important

than the second part, so normally α > β.

3.3 Algorithm Scheme

The algorithm is described as follows:

(1) Determine the encoding scheme and code scheme;

(2) Initialize the population;

(3) Determine the fitness function;

(4) Evaluate the fitness of the individual;

(5) Do genetic operations including selection, crossover and mutation if it does not

meet the terminal condition;

(6) Repeat steps (4), (5) until the terminal condition is met.

Feature selection process is shown in Fig. 1

4 Experiments

In this section, the proposed feature selection algorithm will be evaluated using several

benchmark data sets from the UCI machine learning database [15] from two aspects:

feature subset size and the classification performance using the classifier SVM. In the

experiments, we will compare the proposed method in this paper with the traditional

feature selection method based on genetic algorithm.

4.1 The Experimental Setup

In order to verify the validity of the proposed method, we select six benchmark datasets

from the UCI machine learning database [15]. We chose two balanced data sets for
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Fig. 1 Feature selection process

Table 1 Summary of data sets

Data set Number of features Number of samples Number of classes Class ratio

Wave 21 5000 3 1:1:1

Synthetic 60 600 6 1:1:1:1:1:1

Wine 13 178 3 71:59:48

Dermatology 34 366 6 111:71:60:48:48:20

Auto-mpg 7 391 3 244:79:68

Contraceptive 9 1473 3 629:511:333

comparison, the rest are imbalanced data sets. Some characteristics of these data sets

are shown in Table 1.

In the experiments, 5-fold cross validation with stratified sampling method are

used in order to keep the original class distribution imbalanced. We hope to get higher

classification accuracy rate in this paper, so we assume α = 0.9, β = 0.1. Making

use of MATLAB language, the paper compiles the genetic algorithm program. The

population size is 80, crossover probability is 0.7, mutation probability is 0.02 and the

termination condition is that the variation of the fitness function is little in the recent

ten iterations in this paper. At the same time LIBSVM is used which are designed

by Pro. Lin Chih-Jen, etc. RBF is adopted as kernel function in SVM and keep the

defaults for the parameters.

In order to prevent the code of the best individual form changing or missing in the

process of genetic operation such as crossover and mutation, elite reserved strategy is

used.
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Table 2 Number of features

selected by GA and IGA on

different data sets

Data set Full GA IGA

Wave 21 10.0 9.4

Synthetic 60 28.6 33.2

Wine 13 3.6 3.0

Dermatology 34 11.0 10.8

Auto-mpg 7 1.4 1.4

Contraceptive 9 3.6 3.6

Table 3 Accuracies using the

classifier SVM
Data set GA IGA

Wave(1) 0.8915 0.8886

Wave(2) 0.8555 0.8555

Wave(3) 0.7924 0.7852

Wave(global) 0.8468 0.8434

Synthetic(1) 0.4400 0.5300

Synthetic(2) 0.9300 0.7300

Synthetic(3) 0.4800 0.4900

Synthetic(4) 0.3700 0.4900

Synthetic(5) 0.6700 0.8000

Synthetic(6) 0.7200 0.6100

Synthetic(global) 0.6017 0.6083

4.2 Experimental Results and Discussions

The average of the experimental results using 5-fold cross validation with stratified

sampling method are shown in Tables 2 and 3, where GA denotes that the fitness

function of the method is shown as Eq. (1) and IGA is the method of this paper.

From Table 2 we can see that for two balanced datasets one set decreases in the

size of feature subset, the other increases. That is, the proposed method in this paper

has no obvious advantage in feature subset size for balanced datasets. For the rest four

imbalanced data sets, two of them decrease, the other two did not change. In other

words, the proposed method has certain advantages in the size of feature subsets for

unbalanced datasets.

The per-class accuracies and the total accuracy of two balanced data sets are reported

in Table 3. Wave(1),Wave(2),Wave(3) are the per-class accuracies of the wave data

set respectively, Wave(global) denotes the global accuracy of the wave data set. The

notation of the Synthetic data set is similar.

According to the results presented in Table 3, some of the per-class accuracies

increase, while others decrease. The global accuracy of the Synthetic data set rises,

while that of the wave data set reduces. Above all, the proposed approach compared

with the traditional feature selection method based on genetic algorithm has no obvious

advantage for balanced data sets.
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Table 4 Minority accuracies

using the classifier SVM
Data set GA IGA

Wine(small) 1.0000 1.0000

Dermatology(1) 1.0000 1.0000

Dermatology(2) 1.0000 1.0000

Dermatology(3) 0.9350 0.9550

Dermatology(4) 1.0000 1.0000

Dermatology(5) 1.0000 1.0000

Auto-mpg(small) 0.4929 0.5095

Auto-mpg(middle) 0.6200 0.6992

Contraceptive 0.3694 0.4201

The minority accuracies of imbalanced data sets are presented in Table 4.

Wine(small) denotes the class of the Wine data set that has the smallest samples.

Dermatology(1), Dermatology(2), Dermatology(3), Dermatology(4), Dermatology(5)

are the classes that samples are 71, 60, 48, 48, 20 respectively. They are thought of as

minority classes due to its relatively small samples. Auto-mpg(small) is the class of the

Auto-mpg data set that has the smallest samples. Auto-mpg(middle) is the category

that samples rank in the middle. Due to its relatively small samples, we see it as a

small class. Contraceptive denotes the class of the Contraceptive data set that has the

smallest samples.

From Table 4 we can see that some of the minority accuracies are the same and

the results are 100 %. The rest of them increase. In conclusion, the proposed approach

compared with the traditional feature selection has certain advantages in the minority

accuracies. The proposed method can choose the features that conducive to identify

the small classes.

5 Conclusions

A new feature selection method based on genetic algorithm is proposed through

improving the fitness function for multi-class imbalanced data sets. Experimental

results on several UCI data sets show that the proposed method has certain advantages

in the size of feature subsets for imbalanced datasets. This feature selection method

can select the features which are favorable to identify the minority classes.

Further research is required for discussing the problem of parameter optimization

for SVM and the influence of different classifiers for the feature selection method. We

will consider more complex data sets for testing and evaluation and also the practical

application background in the future.
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