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Abstract

This paper investigates the effect of prior feature
selection in Support Vector Machine (SVM) text
categorization. The input space was gradually
increased by using mutual information (MI) fil-
tering and part-of-speech (POS) filtering, which
determine the portion of words that are appro-
priate for learning from the information-theoretic
and the linguistic perspectives, respectively. We
tested the two filtering methods on SVMs as well
as a decision tree algorithm C4.5. The SVMs’ re-
sults common to both filtering are that 1) the opti-
mal number of features differed completely across
categories, and 2) the average performance for all
categories was best when all of the words were
used. In addition, a comparison of the two filter-
ing methods clarified that POS filtering on SVMs
consistently outperformed MI filtering, which in-
dicates that SVMs cannot find irrelevant parts of
speech. These results suggest a simple strategy for
the SVM text categorization: use a full number of
words found through a rough filtering technique
like part-of-speech tagging.

Introduction
With the rapid growth of the Internet and on-

line information, automatic text categorization has at-
tracted much attention among researchers and compa-
nies. Some machine learning methods have been ap-
plied to text categorization, which include, for example,
k-nearest-neighbor (Yang 1994), decision trees (Lewis 
Ringuette 1994) and Naive-Bayes (Lewis & Ringuette
1994). The huge number of words in these data, which
can potentially contribute to the overall task, chal-
lenges machine learning approaches. More specifically,
the difficulties in handling the large input space are
twofold: the learning machine used and the portion
of words effective for the classification depend on each
other (Yang & Pederson 1997). We have to find learn-
ing machines with a feature selection criteria because
the best set of words greatly differs with the learning
machine used (Lewis & Ringuette 1994).
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Support Vector Machines (SVMs) (Vapnik 1995;
Cortes & Vapnik 1995) construct the optimal hyper-
plane that separates a set of positive examples from a
set of negative examples with a maximum margin 1
SVMs have been shown to yield good generalization
performances on a wide variety of classification prob-
lems that require large-scale input space, such as hand-
written character recognition (Vapnik 1995) and face
detection (Osuna, Freund, & Girosi 1998) problems.

Recently, two groups have explored the use of SVMs
for text categorization (Joachims 1998; Dumais et al.
1998). Although they both achieved promising perfor-
mances, they used completely different feature (word)
selection strategies. In (Joachims 1998), words are con-
sidered features only if they occur in the training data
at least three times and if they are not stop words
such as ’and’ and ’or.’ Then the inverse document
frequency (IDF) (Salton & Buckley 1988) is employed
as a value for each feature. In contrast, (Dumais et
al. 1998) considers only 300 words for each category,
which are handled by a threshold for high mutual in-
formation (Cover ~5 Thomas 1991). The feature value
in this case is assigned as a binary to indicate whether a
word appears in a text. A natural question about SVM
text categorization occurs to us: how much influence do
different feature selection strategies have? Does there
exist one best strategy for choosing appropriate words?

Feature selection becomes especially delicate in ag-
glutinative languages such as Japanese and Chinese be-
cause in these languages, word identification itself is
not a straight-forward task. Unknown words output
by word-segmentation and part-of-speech tagging sys-
tems contain both important keywords (like personal
and company names) and useless portions of words.
The selection of these unknown words is crucial to these
languages.

To address these questions, this paper investigates
the effect of prior feature selection in SVM text catego-
rization by using Japanese newspaper articles. In our
experiments, the number of input spaces was gradu-
ally increased by two distinct criteria: mutual informa-

1A margin is intuitively the distance from a data point
to the classification boundary.
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tion (MI) filtering and part-of-speech (POS) filtering.
MI selects discriminating words for a particular cate-
gory from an information-theoretical viewpoint. Words
with higher mutual information are more highly repre-
sentative in a specific text category. In contrast, POS
filtering constructs word input space based on part of
speech.

Our first experiment addresses how many words are
appropriate for each category and to what extent the
numbers differ between categories in SVM text catego-
rization. The results are: 1) the optimal number of fea-
tures differed completely across categories, and 2) the
average performance for all categories was best when
all of the words were used. The additional comparison
between SVMs and a decision tree induction algorithm
C4.5 (Quinlan 1993) clarifies that C4.5 achieves the best
performance for each category at much smMler number
of words, and the SVMs significantly outperforms C4.5.
These results indicate that SVMs are more appropriate
to make the best use of the huge number of input words.

Our second experiment changes input space in the
following order without further thresholding: 1) com-
mon nouns, 2) steplTproper nouns, 3) step2Tverbal
nouns, 4) step3+unknown words, 5) step4+verbs. This
experiment aims to investigate general tendencies in in-
creasing the number of input spaces and the effect of
each part-of-speech on SVM text categorizations. The
result was similar to that was seen in the first experi-
ment.

A comparison of the two experiments clarified that
POS filtering consistently outperformed MI filtering,
which indicates that SVMs cannot find irrelevant parts
of speech. These results suggest a simple strategy in
SVM text categorization: use a full number of words
found through a rough filtering technique like part-of-
speech tagging.

The rest of the paper is organized as follows. The
next section introduces SVMs and gives a rough theo-
retical sketch of why SVMs can avoid overfitting even if
the input space is sufficiently large. We then report our
experimental results on MI filtering and POS filtering.
The last section discusses the results of the two filtering
methods and concludes the paper.

Support Vector Machines

SVMs are based on Structural Risk Minimization (Vap-
nik 1995). The idea of structural risk minimization
is to find a hypothesis h for which we can guarantee
the lowest generalization error. The following upper
bound (1) connects errorg(h), the generalization error
of a hypothesis h with the error of h on the training
set errort(h) and the complexity of h (Vapnik 1995).
This bound holds with a probability of at least 1- y. In
the second term on the right hand side, n denotes the
number of training examples and ~ is the VC dimen-
sion, which is a property of the hypothesis space and
indicates its complexity.

effort(h) <_errort(h) + (1)
V n

Equation (1) reflects the well-known trade-off be-
tween the training error and the complexity of the hy-
pothesis space. A simple hypothesis (small A) would
probably not contain good approximating functions and
would lead to a high training (and true) error. On the
other hand, a too-rich hypothesis space (high ~) would
lead to a smM1 training error, but the second term on
the right hand side of (1) will be large (overfitting).
The right complexity is crucial to achieving good gen-
erMization. In the following, we assume that the lin-
ear threshold functions represent a hypothesis space in
which w and b are parameters of a hyperplane and w is
an input vector:

h(w)=sign{w.w+b}--.f+l’ ifw -x+b>0
[ -1, else.

Lemma 1 sheds light on the relationship between the
dimension of the input space x of a set of hyperplanes
and its VC dimension )~.

Lemma 1 (Vapnik) Consider hyperplanes h(~e) 
sign{w . ~e + b} as a hypothesis. If all example vectors
xi are contained in a ball of radius R and the following
is required such that for all examples xi:

Iw . ~ T bI>_1, with HwH = A,

then this set of hyperplanes has a VC dimension )~
bounded by

A < min([R~A~], n) + 1. (2)
Note here that the VC dimension of these hyper-

planes does not always depend on the number of input
features. Instead, the VC dimension depends on the
Euclidean length ]lw]] of the weight vector w. Equa-
tion (2) supports the possibility that SVM text cate-
gorization achieves good generalization even if a huge
number of words are given as an input space. Further
experimental evaluations are required because Equa-
tions (1) and (2) both give us only a loose bound.

Basically, SVM finds the hyperplane that separates
the trMning data with the shortest weight vector (i.e.,
min[[w[[). The hyperplane maximizes the margin be-
tween the positive and negative samples. Since the opti-
mization problem is difficult to handle numerically, La-
grange multipliers are introduced to translate the prob-
lem into an equivalent quadratic optimization problem.
For this kind of optimization problem, efficient algo-
rithms exist that are guaranteed to find the global op-
timum. The result of the optimization process is a set
of coefficients a* for which (3) is minimum. These co-
efficients can be used to construct the hyperplane sat-
isfying the maximum margin requirement.

Minimize : - A_, c~i + cLio~j yiyjx ¯ x (3)
i=l i,]=l



n

so that : E c~iyi = O Vi : c~i >_ O.
i:-i

SVMs can handle nonlinear hypotheses by simply
substituting every occurrence of the inner product in
equation (3) with any Kernel function K(xhx2) 
Among the many types of Kernel functions available,
we will focus on the dth polynomial functions (Equa-
tion (4)):

Kvoty(xt, x2) = (xl" x2 + d. (4)

Experimental Results

This section describes our experimental results for two
feature selection methods in SVM text categorization:
mutual information filtering and part-of-speech filter-
ing. For comparison, we also tested a decision tree
induction algorithm C4.5 (Quinlan 1993) with default
parameters. Before going into the details of the results,
we first explain the experimental setting.

Experimental Setting

Table 1: t~WCP corpus for training and test.

] Category training sets test sets
sports 161 147
criminal law 156 148
government 135 142
educational system 110 124
traffic 112 103
military affairs 110 118
international relations 96 97
communications 76 83
theater 86 95
agriculture 78 72

We performed our experiments using the RWCP cor-
pus (Toyoura et al. 1996), which contains 30,207 news-
paper articles taken from the Mainichi Shinbun News-
paper published in 1994 (Mainichi 1995). Each article
was assigned multiple UDC codes, each of which rep-
resented a category of texts. In the rest of this paper,
we will focus on the ten categories that appeared most
often in the corpus 3: sports, criminal law, govermnent,
education, traffic, military affairs, international rela-
tions, communications, theater and agriculture. The
total number of articles used for both training and test
were 1,000. Table 1 summarizes the number of training
and test articles in each category.

2More precisely, the Mercer’s condition (Vapnik 1995)
should be satisfied.

8The results for other categories were very similar to
these 10 categories.

These articles were word-segmented and POS tagged
by the Japanese morphological analyzing system
Chasen (Matsumoto et al. 1997). The process gener-
ated 20,490 different words. We used all types of parts
of speech in the mutual information filtering and used
only common nouns, proper nouns, verbal nouns, un-
known words and verbs (total number of subset words
was 18,111) in the part-of-speech filtering. Through-
out our experiments, various subsets of these extracted
words were used as input feature spaces, and the value
for each feature was a binary value that indicated
whether a word appeared in a document or not. A
binary value was adopted to study the pure effects of
each word.

Mutual Information Filtering

The mutual information (MI) between a word ti and 
category c is defined in equation (5). MI becomes large
when the occurrence of ti is biased to one side between
a category c and other categories. Consequently, it can
be expected that the words with high mutual informa-
tion in category c are keywords in the category. The
question we would like to discuss here is whether words
with a fixed number of high mutual information can
achieve a good generalization over all text categories.

P(t,, c)
MI(ti,c) = E E P(t,,c) log P(ti)P(c)" (5)

tle{0,1} cE{q-,--}

Table 2 shows the words at the points of the 300th,
500th, 1,000th, 5,000th and 10,000th mutual informa-
tion in each category. In general, up to the 500th
or 1,000th term, the words were specific to each cat-
egory. For example, ’screwball’ and ’golfer,’ ’peace’
and ’Moscow’ are specific to sports and military, respec-
tively. It is also interesting to note that ’Kazakhstan’
is an unknown word that plays an important role in
the category of military affairs. In contrast, after the
1,000th term, words do not seem to be specialized to
any specific category.

Table 3 and 4 show the average of the recall and
precision on SVMs and C4.5, respectively, when the
number of words is changed with various MI thresh-
olds. The order of polynomial d (See Equation (4))
used is 1 and 2. The boldface values in the tables rep-
resent the best performance for each category. It is
easily understood that the best number of words differs
greatly from category to category in SVMs, while the
best performance in C4.5 is achieved at much smaller
number of words. The average performance is best for
SVM when the number of words is 15,000; it improves
continuously although in C4.5 abrupt drop is seen at
500 words. It is also notable that in average SVMs sig-
nificantly outperform C4.5, which indicates that SVMs
are more appropriate to make the best use of the huge
number of input words.

Let us now look more closely at the recall and pre-
cision on SVMs for the same data. Figure 1 plots the



Table 2: Words selected with MI.

words
l~ature 300th I ~00th i 1000th I 6000th I 10000th
sports ~4~ (screwball) ~ (cheering) :~,a.7 7-- (golfer}
criminal law ~ (sulpicion) ~ (commit for trial) :~T (underg .... d)
government ~ (parliament) ~ (The Ministry of Transport) ~ (promise)
education m (cram school) ~:~ (Minister of Education) ~ (ideal)
traffic ~-’~ (large-size car) ~ (delivery) ~ (speed)
military ~z~ (peace) ~;~ V {M ..... ) :~-~:~ y (Kaz~khstan)
international ~-~j~ (emergency) ~ (countries) ~ (outline)
communications ~m (meetin6) ~ (s~tellite communications) ~ (transmission)
theater ~ (play script) ~ (the end of a show) ~ (prize)
agriculture ~-~ (potato) ~ (sugar) ~ (livestock feed)

r y~r-- ~ (questionnaire) ~ (standard)

~ (basis) ~.~ (interrupt)
(tear) ~] (immcdiat ely)

~f~ (pond) ~ (bl-direction)
(practical) ~T (d ..... d)

~p~ (within the year) ~ (judge)
~ ( ..... I) ~ { .... ful)

~ (improvement ~ (look different)

Table 3: Average of recall and precision with MI on SVMs.

poly degree
d = 1/d = 2

Feature 300 500 1000 5000 10000 15000
sports 91.9/91.9 89.5/89.590.9/90.9 90.8/90.0 90.0/89.6 90.4/89.6
criminal law 71.5/70.7 69.2/71.0 68.2/70.3 72.2/73.0 74.3/74.1 75.5/76.4
government 66.6/66.1 68.4/68.2 74.4/76.4 79.3/79.0 76.8/78.0 78.2/79.8
education 68.4/68.2 69.1/69.7 71.7/73.5 78.1/77.8 80.0/79.8 80.1/79.6
traffic 66.6/66.6 70.5/71.672.1/71.8 70.7/68.3 71.0/69.1 71.0/71.1
military affairs 66.3/68.3 71.3/71.9 74.5/75.7 74.6/74.7 75.6/75.9 77.1/76.3
international relations 54.3/56.9 60.1/61.9 62.9/63.5 61.6/60.4 61.0/59.2 57.1/58.9
communications 64.0/64.9 65.7/66.6 59.3/59.3 55.7/53.3 53.6/50.0 58.2/50.0
theater 83.9/84.0 88.7/83.9 86.2/88.2 83.6/86.2 83.8/82.2 83.8/82.4
agriculture 85.9/85.2 87.5/86.685.7/85.785.0/83.2 85.9/85.0 84.1/84.1
avg. 71.9/72.2 74.0/74.0 74.5/75.5 75.1/74.5 75.2/74.2 75.5/74.8

recall and precision of d = 1. Overall, recall tends to
improve as the number of words increase except for the
’international relations’ category, which monotonically
decreases. Thus, we can safely say that increasing the
number of words improves recall.

In contrast to recall, the change in precision is more
complicated. For the five categories with the high-
est precision, the curves decline continuously but only
slightly. This is a reasonable phenomenon because the
excessive amount of key words may extract irrelevant
documents. The other five categories with middle preci-
sion differ greatly. Two curves increase monotonically
and two others drift, while the remaining one has a
peak at 10,000 features. The point here is that the in-
crease in features does not involve a large decrease in
precision. In other words, the feature selection ability
inherent in SVM can prevent precision from dropping
abruptly with an increase in feature space. These re-
sults show that good generalization performance with a
large number of features (15,000) depends on achieving
good precision.

Part-of-Speech Filtering

We tested the following five feature sets. The number
of different words in each part of speech is summarized
in Table 5. The total number of different words of these
parts of speech is 18,111.

1. cominon nouns

2. 1 + proper nouns

3. 2 + verbal nouns

4. 3 + unknown words

5. 4 + verbs

Table 6 and 7 show the averages of recall and preci-
stun on SVMs and C4.5, respectively, when each of the
above five features are used. Boldface numbers repre-
sent the best value in each category. It is clear that the
best feature set greatly differs from category to category
in both cases. The best average performance is achieved
in SVMs when all of the words are used (Feature Set
5).

What are the contributions of each part of speech in
SVM text categorization? In Table 6, common nouns
are so powerful that near-optimal performance can be
achieved only with one part of speech. Proper nouns,
verbal nouns and verbs improve results in more than
half of the categories, while unknown words contribute
to only three categories. This is probably because the
unknown words contain irrelevant portions of a word as
well as important keywords for a category. Note that
there is no abrupt drop in performance as a result of
incrementally adding any parts of speech.



Table 4: Average of recall and precision with MI on C4.5.

Feature I 300 I 500 I 1000 15000 I 10000 I 15000I
sports 87.5 86.2 85.2 83.6 83.6 83.6
criminal law 67.9 70.8 68.9 68.8 68.8 68.8
government 65.5 63.0 58.0 57.9 57.9 57.9
education 72.0 69.2 70.1 70.1 70.1 70.1
traffic 63.0 61.0 61.0 61.0 61.0 61.0
military affairs 75.9 73.3 69.1 68.8 68.8 68.8
international relations 50.0 45.6 42.4 42.4 42.4 42.4
communications 52.7 50.3 50.3 50.3 50.3 50.3
theater 80.9 80.9 79.5 79.5 79.5 79.5
agriculture 84.4 84.4 84.4 83.8 83.8 83.8
avg. 17o.oI 68.5 I 66.0 I 66.6 I 66.6 I 66.6 I
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Figure 1: Recall and precision with MI features on SVMs.

Let us now consider the recall and precision results
for the same data. Figures 2 plots the recall and pre-
cision on SVMs. The situation looks completely differ-
ent from that of the MI filtering experiment because
the number of Feature Set 1 (common nouns) reaches
8,629. Looking at Figures 1, only after 10,000 features,
do we notice that POS filtering and MI filtering have
the same tendencies: precision curves increase mono-
tonically while recall curves differ among categories.
This monotonic increase in the precision curve shows
that every part of speech contains powerful keywords
specific to one category. The recall curve shows that
the increase in features above 10,000 words does not
always improve recall but also that the drop in recall is
not serious.

Discussion
We have described the feature selection in SVM text
categorization by focusing on two distinct experiments:
MI filtering and POS filtering. The results on SVMs for
each filtering technique can be summarized as follows
and coincide on two points: One, the best feature set
for categories changes and two, the best average per-
formance is achieved when all of the features are given
to SVMs. These are distinct characteristics of SVMs
when compared with a decision tree learning algorithm
C4.5.

MI filtering : The best number of words selected dif-
fers greatly among categories and is difficult to be
determined a priori. The average performance is best
when all of the words are used.

POS filtering The best feature set changes depending



Table 5: POS distribution of training data.

POS (part of speech)
common noun [proper noun [verbal noun [unknown [verb

Number of words 8629 2725 2829 1634 I 2294
Percentage (%) 47.6 15.0 16.0 7.4 12.7

Table 6: Average of recall and precision with POS filtering on SVMs.
poly degree [

d = 1/d = 2
Feature 1 2 3 4 5 I
sports 92.2/91.4 93.2/92.4 92.9/92.4 92.0/92.0 90.5/90.8
criminal law 74.0/73.0 73.3/73.6 72.5/73.3 73.0/73.3 75.2/74.9
government 76.9/76.7 78.4/78.7 79.3/79.0 78.9/78.2 79.6/79.2
education 81.4/81.4 80.8/80.3 81.4/80.9 81.4/81.8 81.2/80.3
traffic 72.8/72.0 76.0/74.5 74.8/76.0 74.8/75.2 73.0/72.2
military affairs 80.1/77.3 76.1/76.1 78.8/76.2 77.0/77.0 80.1/77.9
international relations 54.5/54.6 59.2/60.2 60.7/61.4 61.2/62.2 64.0/64.0
communications 65.7/67.6 63.8/62.3 69.3/68.0 68.9/67.1 65.7/63.2
theater 83.8/83.8 82.4/82.4 85.2/85.2 85.2/85.2 87.0/85.0
agriculture 87.5/87.5 88.3/88.3 87.5/86.6 86.6/86.6 85.0/84.8
avg. ]76.9/76.5 77.5/77.2 78.0/77.9 77.9/77.8 78.1/77.2

on the category. The best average performance is
achieved when all of the words are used. Each part
of speech makes a contribution but differs in influence
among categories.

It is also important to note that POS filtering con-
sistently outperforms MI filtering on SVMs (see 15,000
words in Table 3 and Feature Set 5 in Table 6). In MI
filtering, every part of speech is adopted, including post-
positional particles, conjunctions, etc. POS filtering on
the other hand, selects only five parts of speech by using
a natural language processing (NLP) technology (POS
tagger). These include common nouns, proper nouns,
verbal nouns, unknown words and verbs. The less cru-
cial parts of speech are expected to be harmful to MI
filtering. This comparison clearly shows that SVM text
categorization has a limitation on its feature selection
ability: it cannot detect irrelevant parts of speech.

Finally, we will briefly refer to the kernel functions we
used. Changing the polynomial orders 1 and 2 makes
no distinct difference in performance, although more
significant influence was seen in lower level tasks like
image processing (Cortes & Vapnik 1995).

Conclusion
This paper has described various aspects of feature se-
lection in SVM text categorization. Our experimental
results clearly show that SVM text categorization han-
dles large-scale word vectors well but is a limited in
finding irrelevant parts of speech. This suggests a sim-
ple and strongly practical strategy for organizing a large

number of words found through a rough filtering tech-
nique like part-of-speech tagging. SVMs and other large
margin classifiers should play more important roles in
handling complex and real-world NLP tasks (Haruno,
Shirai, & Ooyama 1999).
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