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executions are strongly influenced by the operating en-
vironment and sensor inputs.

Abstract—Thermal control is crucial to real-time systems as
excessive processor temperature can cause system failure or
unacceptable performance degradation due to hardware throt-
ting. Real-time systems face significant challenges in thermal To meet these challenges, we presémgrmal Control under
management as they must avoid processor overheating while still Utijlization Bound (TCUB), a novel dynamic thermal manage-
delivering desired real-time performance. Furthermore, many ment algorithm specifically designed for real-time embetlde
real-time systems must handle a broad range of uncertainties
in system and environmental conditions. To address these chal- systems. TCUB employs feedback control IQ(_)ps.to control

both the processor temperature and CPU utilization by ad-

lenges, this paper presentsThermal Control under Utilization
Bound (TCUB), a novel thermal control algorithm specifically justing task rates. In contrast to earlier research on feeklb

designed for real-time systems. TCUB employs a nested feedbackcontrol real-time scheduling that ignores thermal issi8is [
loop that dynamically controls both processor temperature and TCUB can maintairboth desired processor temperature and

CPU utilization through task rate adaptation. Rigorously mod- S - .
eled and designed based on control theory, TCUB can maintain CPU utilization bound, thereby avoiding processor ovetinga

both desired processor temperature and CPU utilization, thereby and maintaining desired real-time performance. TCUB has th
avoiding processor overheating and maintaining desired soft real- following salient features.

time performance. A salient feature of TCUB lies on its capability

to handle a broad range of uncertainties in terms of processor
power consumption, task execution times, ambient temperature,
and unexpected thermal faults. The robustness of TCUB makes
it particularly suitable for real-time embedded systems that must

operate in highly unpredictable environments. The advantages of
TCUB are demonstrated through extensive simulations under a
broad range of system and environmental uncertainties.

o TCUB features a nested feedback control structure con-
sisting of (1) a low-rate thermal controller dealing with
the slower thermal dynamics, and (2) a high-rate uti-
lization controller handling the faster CPU utilization
dynamics caused by uncertainties in task execution times.
The thermal controller outputs a set-point for the CPU
utilization that accounts for the thermal dynamics and is
consistent with the schedulability bounds of the real-time
system. This set-point is, in turn, used by the utilization
controller to adjust the task rates. The modular control
structure allows separate control designs optimized for
thermal-protection and utilization-regulation.

In contrast to earlier research on thermal-ware real-
time scheduling that relies on accurate system and task
models [4]-[8], TCUB is a highlyrobust algorithm
that can handle a broad range of uncertainties in terms
of processor power consumption, task execution times,
thermal faults, and ambient temperature. The robustness
of TCUB makes it particularly suitable for real-time
embedded systems that operate in highly unpredictable
environments.

In contrast to model predictive control adopted by earlier

I. INTRODUCTION

Real-time embedded systems face significant challenges
in thermal management as they adopt modern processors
with increasing power density and compact architecturehSu
systems must avoid processor overheating while still naaint
ing desired real-time performance. While modern processors,
usually rely on hardware throttling mechanisms to prevent
overheating, such mechanisms cause performance degmadati
unacceptable for real-time applications.

Moreover, real-time embedded systems must deal with a
broad range of uncertainties in system characteristics and
environmental conditions:

o Power consumption: The power consumption of a proces-

sor may vary significantly when running different tasks,
and can be influenced by the instructions executed [1]. «

« Ambient temperature: In contrast to servers operating in

air-conditioned environments, real-time embedded sys-
tems may operate in diverse environments under a wide
range of ambient temperature.

Thermal faults: Due to their harsh operating conditions
embedded systems can be particularly susceptible to
failures of cooling subsystems [2].

Task execution times: The execution times of many real-
time applications are unknown a priory because their

research [9] that results in complex robustness analy-
sis, conservative design, and incurs high computational
overhead, TCUB feathers a simple and efficient ther-
mal controller that integrates a discrete-time-propordie
integral-controller and atraditional anti-windup con-
troller designed to enforce the desired CPU utilization
bound, which hasO(1) time complexity. The anti-
windup controller is necessary to handle the schedula-
bility bounds that impose hard saturation constraints on



the output of the thermal controller (utilization set-ppin capacity andR., is heat resistance. As embedded systems
Moreover, the control approach allows rigorous analysimay operate in diverse environments, the ambient temperatu
of stability and robustness under uncertainties. Ty, may change. Moreover, thermal faults (e.g., fan failure)
« Extensive simulation results demonstrate the stability amay cause significant change to the thermal resistance [2]. A
robustness of TCUB under wide range of uncertainty thermal control algorithm designed for real-time systemsin
and operating conditions including varying power con- handle these uncertainties at run time.
sumption and ambient temperature, as well as themEll
faults. '

The rest of the paper is organized as follows. Section Il
presents a difference equation model that characterizes

Design Goals

_A Our thermal control algorithm is designed to meet two
mimary requirements: (1) to prevent processor overhgatin

thermal dynamics of real-time systems. Section IV detéiés tand (2) to maintain desired soft real-time performance. Due

design and stability analysis of TCUB. Section V provideLD the uncertainties faced by real-time syst_ems, TCUB axlopt
simulation results. Section VI introduces related workc-Se2 feedback control approach that dynamically controls the
tion VIl concludes the paper processor temperature and real-time performance. It allow

users to specify a temperature set-pdiiat, and a utilization
Il. PROBLEM FORMULATION bound U,,.x. For processors support hardware throttling, the

In this section we first present the system model adopted!finPerature set-point is below the temperature thresfmid f

this work , and then we discuss the goals of thermal Comrlagrdware throttling so as to avoid the unpredictable perfor
for real-time systems mance degradation caused by throttling. For processots tha

do not support throttling, the temperature set-point sthdng
A. System Models below the maximum temperature acceptable to the processor.

A key feature of our system model is that it characterizes tH&'® CPU utilization bound’,,.. should be below the schedu-
uncertainties in real-time systems in terms of task executiotf!€ utilization bound of the real-time scheduling polieyg.,
time, power consumption, ambient temperature, and thern%f'])' ) ) _
faults. We assume a single processor real-time systemmgnnj | CUB is designed to prevent processor overheating by keep-
n independent, periodic real-time taskg;|1 < i < n}. Each N9 the temperature belc_>w or close to the temperature set-po
task 7, has a periodp;. The task rater; of the taskT} is TR, an.d to maintain dgswgd software reall—t|me performance by
defined as-; = L. Each task has a soft dealine related to i§nforcing the CPU utilization bount,,....~ Moreover, TCUB.
period and an estimated execution timeknown at design must hand[e ur.lcertalntles' in terms of power consumption,
time. However, the actual execution time at run time is tqsk execution times, amblent temperatur_e, and therm#l _fau
unknown and may deviate from. Finally, the control algorithm should be simple and effitien

The rater; of the task7; can be dynamically adjustedto provide a practical solution for resource-limited emdbed

2
within a range[Ruin.i, Rmax.:]. Earlier work had shown that SYStems.

task rates in many real-time applications (e.g., digitabteack 1. OVERVIEW OF TCUB

control [10] and mult.|med|a [11]) can be adjusted In certain propose a multi-rate nested feedback-loop control ap-

! . 4 o pa}oach to manage both the temperature and the utilizatisn. A
higher rate contributes a higher value to the applicatiothat shown in Fig. 1, there are two control loops in TCUB that

cost of higher CPU utilization. erate at different time scales. The outer loop is resjpdmsi

: . 0
When tasks are running on the processor, t.he active pov_yéir thermal control and runs at a lower rate than the inner
consumed by the processor fluctuates significantly. Earll%r

L - . - loop responsible for utilization control. In the outer lotre
work refers to such S|gr_uf|cant power_varlatlo_n during er&l thermal controller aims to enforce the specified tempeeatur
as power phase behavior [1]. At the instruction level, défe set-pointTx. At the end of thek™ sampling period of the
instruction types, inter-instruction overhead, memorgtey outer loop, the thermal controller computes the utilizatiet-
state, and pipeline related effects cause power fluctutidjn '

Theref hile thesstimated acti £ th point U (k) for the utilization controller of the inner loop
eretore, whie 'Mmated active power ot IN€ Processon.y seq on the measured temperatitg:) provided by the
P,, is known, the actual active power of the processor m

deviate f th timate at i When th Wermal monitor. The inner-loop utilization controllerwmes
deviate from the estimate at run time. €n the processorysit the utilization converges to the set-padint(k) computed
idle, the processor consumes idle powej.

by the thermal controller by adjusting the task rates. At the
We adopt the well known thermal RC model to characterlz}gh sampling period of the inner loop, the utilization conteoll

the thermal dynamics of the processor [2], [13]: output the task rate chang&r(k’) based on the measured
dT'(t) utilization U (k"). The rate actuator adjusts tasks rate based on
dt the output of the utilization controller. Our multi-rate sted
where T(t) is the temperature of the process@y, is ambi- control approach has several important advantages.

ent temperaturePgt) is the actuallpower Consum?d by the 1As TCUB only controls the average CPU utilization dynamigaitlis not
processor,b; = rom and by = e where Cy, is heat suitable for hard real-time systems.

= —by(T(t) = Tp) + b1 P(t) @)



1) The thermal dynamics are typically significantly slower One benefit of our nested control structure is modular
than the utilization dynamics, which motivates a multidesign, that is, we can design the two control loops seggrate
rate control approach. The processor thermal-contrBbr utilization control loop we reuse the well studied feack
problem usually involves #arge thermal time-constant control utilization controller FC-U [3]. The effectivereeof
(th = RunCin ~ 150 seconds) whereas existing utiliza+C-U is justified by the simulations and experiments. In the
tion controllers (which we incorporate into our designjollowing sections, we only focus on the thermal controller
typically have dynamic responses within a few secondiesign and stability analysis.

(e.g., less thar seconds [3]).

2) Unlike computationally intensive model predictive con- IV. THERMAL CONTROL DESIGN AND ANALYSIS
trol adopted by earlier work on thermal control [9], our The principal challenge for the thermal controller design
proposed nested control architecture greatly simplifies tfs t0 guarantee that a maximum allowable temperatlize
control algorithms. It requiring neither complicated gainis not exceeded while the thermal-control outdi(k) is
scheduling tables nor complicated on-line optimizatiofubject to actuator-saturation which is governed by a set of
algorithms. The lower rate thermal-control loop furthektilization boundS{Umnin, Umax } (0 < Umin < Umax < 1). The
reduces Computationa| burden. maximum utilization bOUnd]maX is the SChEduler'dependent

3) We provide a Stabmty and robustness ana|ysis for thélllzatlon bound beyond which tasks may miss a deadline.
thermal-controller, based on the necessary and sufficieffte minimum utilization bound/,;, can be determined by
Nyquist Stability criterion which allows us tdirectly re- taking the sum of the product of eantinimum achievable task
late uncertain physical properties of our thermal-dynampxecution time with each correspondinginimum allowable
control problem, whereas the model predictive contrdfsk rate for a given system. The thermal controller is required
approach [9] has to rely on eonservative small gain to regulate the temperature of the processor to tifglsubject
assumption and offers little insight into the physicalo the constraints of utilization by its outplt (k). Therefore,
parameter uncertainties which directly affect stabilipda @ proportional-integrator (PI) controller with an intega

performance. anti-windup controller is proposed to determibig(k) while
addressing actuator limitations in order to guaranteeilgttab
. Controller HEEEET o o This simple yet elegant outer-thermal control loop can be ru
]| Thermal |Us® ~ [Utiization || &) | [ Rete Task2 at a significantly lower-rate without any noticeable perfor
- °°”"°"W e e mance loss due to the systems high thermal time constant.
LG monier | In this section we describe the control design and analysis
1 | of TCUB. In the following sections we present the design of
thermal controller and the stability analysis.

Fig. 1. TCUB structure

Specifically, the nested control loops work as follows. Th'é‘ Dynarmic Model for Thermal Control
thermal and utilization controller employ two sampling iper As a foundation for the design of the thermal controller, we
ods: T, which denotes the sampling period of the processofigrive a discrete-time, difference-equation model thatratr
temperature; andl},, which is the sampling period of theterizes the dynamic relationship between the CPU utilurati
utilization (I, < 7). At the end of thekth temperature U(k) (the control input) and the processor temperatlité)

sampling period, the feedback loop is invoked and executége controlled variable). We first characterize the refaship
the following steps: between the power consumption and the CPU utilization and

1) The temperature monitor sends the processor's tempetnl?:le—n derive a discrete-time model based on the thermal RC

ture T'(k) to the thermal controller over the last samplingnode! - _ _ _
period. First, we characterize the relationship between the power

2) The thermal controller calculates the CPU utilizatist consumption of the processor and its CPU utilization. CPU
point of the processor/, (k), based orl’(k) and tem- utilization is the fraction of the time when CPU is active in
perature reference. It then senbis(k) to the utilization & time interval. LetU (k) denote the CPU utilization in the

controller. NoteU, (k) is effectively held form samples k! sampling period. The average power of the processor in

in which m is a positive integer which relates the outert"" sampling periodP(k), has the following relationship with

loop sample timels to the inner-loop sample tim&,,

such thatl, = mT. P(k) = GpPuU(k) + Paie(1 — U(k)) @)
3) The utilization controller adjusts the task rates thioug

. . - Pa - P1 e k R e

rate actuator at eaclh, sampling period so as to track (G ae)U (k) + Pa

the utilization set-pointUs(k). In TCUB, we employ whereG, represents the ratio between the actual active power

FC-U [3] as the utilization controller. FC-U uses eaat run time and the estimated active powey. In (2) G, P,

Proportional controller to ensure the utilization setripi is the actual power when the CPU is active, dik) is the

its effectiveness in single processor real-time systerss Heaction of time when the CPU is activé?y. is the power

been validated in past studies. when the CPU is idle, and — U(k) is the fraction time



when the CPU is idle. The same power model is also ussdturated blocklUs(k) = sat(u(k), Umin, Umax), IN Which
in temperature simulation of server systems [15].

Next, we transform the thermal RC model (1) to a discrete- Tmin, I 2 < Tmin

time model. Denote the Laplace transform Bft) as 7'(s) Sat (2, Tmin, Tmax) =  Tmax If £ > Tmax
and P(t) as P(s) from (1) we have the following model x, otherwise.
Rin 1 In the normal case, the maximum utilizatidn, ., is or less
T(s)= RenCens + 1P(S) + RenCens + 1 To- (3) than the schedulable utilization bound of the tasks Bgt,

, ) ) The error betweed/ (k) andu(k), denoted aé/(k), is passed
For the thermal control analysis we need to derive a d|scre}ﬂr0ugh a thermal model of the processor (denofédz))
time rr_10de| to approximate '[.hIS system. The therma|_ CON-\hich generates a compensation tel# (), when combined
troller issues a fixed-periodic utilization set-point wii¢he | it the actual processor temperature differencg(k), alin-
inner-loop utilization controller closely and quickly rélgtes oqrizeq temperature differenceXTi, (k) = AT(k;) +AT(k))
to. This utilization set-point is proportional to the avBea i feq-hack to the controllerk(z) in order to guarantee
power consumed by the processor, as previously mentiongdyjiy This compensation is also known asti-windup
the thermal-time constant is large, therefore the effedts Qynirol. It is noted that we use the thermal model of the
transients areegligible. Therefore, a ZOH-equivalent model, ncessor as the transfer function of the processor here but
is appropriate to approximate a discrete-time model of Whghq ¢ considering dynamic of the utilization controll@his
thermal dynamics of the system. Itis straightforward (VT i one of the benefits of nested control structure, that is, we

the linear ZOH-equivalent discrete time model from (3) 88y design the thermal and utilization controller sepéyate

follows [16] : order to describe our implementation of the thermal coterpl
as presented in Algorithm 1, we dendig;,. as an estimate of
Tk+1)=®T(k 1—®)Ty) + Rin(1 — ®)P(k 4 . DN . .
(k+1) (k) +( JTo + B )P(k) - (4) the idle temperaturd;.(t) andT, as either an estimate or

where k representsi’" sampling period® = exp(—25-) measurement (if available) of environmental temperaiiye
and T is the sampling period. e For thermal controller design, we rewrite the model (5)

Then we combine the thermal RC model (1) and tH® @ more compact form. Note that the temperatdfg:)
relationship between power and utilization (2), specifical déPends ultimately on the environmental temperafirethe
by substitutingP(k) for P(k), we could derive the model idle temperature componefitq.. which depends on the idle

employed in thermal control: power componentiqie such thatliqie(t) = RinPiaie, and the
active power componem\T'(k), that is,
T(k + 1) = (I)T(k) + Rth(l — @)(Gapa — Pidle)U(k) T(t) _ AT(t) +To + Tre.

Rin(1 — ®)Pqale 1-®)Ty, (6 .
+ Ran ) Pae + ( T () Then the model (5) could be rewritten as
B. Thermal Controller Design AT(k +1) = ®AT(k) + LU (k) (6)
The structure of thermal controller we proposed is illustda where T' = k,Ru(1 — @) and ky = (GuPy — Paio). In

in Fig. 2. It consists of a proportional-integral (P1) caiter model (6) uncertainty in, can be expressed in terms of

(denoted asK (z)), an anti-windup controller (denoted a g .
H(2)) which is determined from the modefi(z) and a Sthe following bounds on thectual power gain k, such that

saturation block. The PI controller's output is limited byet kpmin < kp < kpmax-
saturated block and then the utilization set-point outpyt
the thermal controller cannot surpass the utilization labu
assigned by the users. Essentially anti-windup contrardéers-

forms nonlinear behavior of the real-time systems induced U(z) z2—®

py the utilization _bounds to linear *?eha"'or SO that normal To design the thermal controller with the proposed struetur
linear control design could be exploited. The input of the Rle follow two steps. First a nominal linear controlléF(z)
Thermal Controller ignoring the saturating limit is designed. In this work the
) R |47 nominal linear controller is a Pl-controller

z sat(u(k),U ., U )
ol N i
O

S

Foarm The discrete time controllef(z) is synthesized using the
IPESH-transform from the continuous time controller model
K(s). The IPESH-transform, like the bilinear-transform, is
controller is the error between the reference trajectorg amoth a passivity and stability preserving transform whieam c
linearized temperaturdT;, (k). The control output of the Pl be applied to any linear-time invariant mod€l s) except that
controller,u(k), is limited to enforce utilization bounds by theit will not suffer from warping effects and therefore closely

ﬁn Z-domain the model (6) can be written as follows

_ AT(z) r

H(z) = - (7)

AT, | 4

K(S):KP+K|

Fig. 2. Proposed Thermal Control Structure.



matches the magnitude response up to the Nyquist frequency
7 [17), [18].

Definition 1. [17] Let H,(s) and H,(z) denote the respective -
continuous and discrete time transfer functions which describe

a plant. Furthermore, let T, denote the respective sample and 3
hold time. Finally, denote Z{F'(s)} as the z-transform of the
sampled time series whose Laplace transformisthe expression  Theorem 1. [20, p.857] Consider the closed loop consisting
of F'(s), given onthesamelinein [19, Table 8.1 p.600]. H,(z) of K(z) and H(z) only depicted in Fig. 3. In order for this

Resulting feedback-structure whéh(z) = H(z).

is generated using the following IPESH-transform loop to be stable the net number of counterclockwiseencir-
(z—1)? H,(s) clements of the point —1 by the Nyquist plot of K (e/“)H (e7)
H,(z) = o Z{ ’;2 } as w varies from 0 to 27 must equalthe number of poles of

K (z)H(z) outside the unit circle.

T Note that Fig. 3 can be derived from Fig. 2 whél(z) =
T z — Wils ~ . .
K(z)= Ko+ K (14 Wils 2T, H(z). Ther.efore, from Th_eorem 1 and Fig. 3 we obtain
2 z—1 Lemma 1 in order to verify stability of the our proposed

The result discrete time controller is:

o . . . ... control structure (Fig. 2).
Secondly, a anti-windup controlle (z) is designed to limit (Fig. 2)

performance deterioration in the event of a control comstsa Lemma 1. The closed-loop system depicted in Fig. 2, in which

being encountered. ATg isthe input and ATy, is the output, is stable if:
From aforementioned thermal control design, we canj jc(.)F(z) satisfy Theorem 1
present the algorithm of the thermal controller as followse ;. H-(Z) = H(z).
Algorithm 1 Thermal Controller In addition, if the output AT'(k) is to reach a steady-state

Require: Temperature set-poirt;;; Utilization bounds[/mim, Umax ~ OUtpUt for a given input ATg, then H(z) should be stable.
1: while At the end of sampling periodo ) i
2. The temperature difference set-poitt7’ (k) is computed by ~ This leads us to the following theorem:
ATr(k) =Tr — (To + Tidle)

3 The linearized temperatureAT i, (k) is computed by Theorem 2. The closed-loop system with controller

ATy (k) = ATn (k) + AT(k) in which DT\ 7 — 2zl
Abe(k’) = T(k/’) - (TO +Tld1e) K(Z) =Kp+ K, (1 + | s) 2+w T

4: e(k) = (ATR( ) AT‘lm( )) 2 z—1

5 ulk) :L.J|T5u(k N 127:T5Kp(e(k) = ek = 1)) + depicted in Fig. 2 in which AT}y is the input, and ATy, is
Kr (14 252 (e(k) — 57275 e(k — 1)) {PI controllet ; ”

6 if Upin < u( ) < Usmax then the oEJtput is stAabIeA|f. )

7 Us(k) = u(k) i. H(z) = L2, T < Ty @ < O

8: else 143

. ; CKp = K — ]4: 14+ Pax

9 if U(k) < Umin then {EnforceU, (k) bound} P =41 =nreMm 2me

10: Us (k) - Umin — — _ T —

11 else {U(k) > Unax} in which keu = 1075, @, elezl( @Rthusaxcth)' Tiax .

12: Ug(k) = Umnax kpmaxRth max(]- - q)max) and W) = Wq;‘:x) where GM is

13: end if the desired worst-case gain margin and , 0 < GM < oc.

14:  end if

15: U(k) = u(k) — Us(k) Proof: We show a brief proof of Theorem 2. Let us first

16:  AT(k+1) = dAT(k) + U (k). {Anti-windup controlle}  consider the case of the closed loop only wiftiz) and H (z).

17: end while The plant-controller loop-product can now be written in the
following form:

thermal controller related parameters used in the algorine
explained in Section IV-C. KpI’ Ts — P T
P K(2)H(z) = 2P ( e ) PP T
C. Sability Analysis TR AT
We analyze the condition of stability of the proposed cdntrd he m.odgls of (8) and (5) indicate that no poles exist outside
structure in this section. For a real-time system undemtiagr the unit circle for allT; < oo; therefore, Lemma 1 will always
control, stability ensures that the processor temperatore be satisfied if
verges to the temperature set-point. In order to discusdisga . i
we recall the following definition and the Nyquist stability [K(e’™)H ()] < 1, and
theorem. B rnax = exp(—

Definition 2. A stablediscrete-time linear time invariant (LTI)
system is one in which all poles are inside the unit circle.

- (8)

— ) > 0.
Rth maxcth )

These two conditions are sufficient that the phase margih wil
be greater than zero whem= 7. In particular we note that if



we assume that, = % then by cross multiplication

- 2 7W|Ts
2+w|TS'

@ max —

Therefore, our proposed controller has the following form

2 Z_(I)max
K(z) = Kp+ K
(2) = Kp+ '1+<1>max( — )
so that
KPF 2K| (Z — @max)l“
K(z)H(z) =
@HE) = et T e o0 — 1)

_ Ep(1+Pmax) +Pmax2K)
Kp(1+Pmax) +2K)

(z=1)(z—®)

r
1 + (I)max

()

o Case 2:
In this case, to avoid introducing additional terms and
complexity, we simply note that when:

H(z) = H(2)(1+ A(2))

Fig. 2 can be shown to be in the equivalent form depicted
in Fig. 4. Therefore, when checking for stability, one

should verify whetheiX' (z) H(z) also satisfy the Nyquist
stability criteria.

from the corresponding pole-zero plot, it is evident thas thFig. 4. Equivalent control structure given thét(z) = (1 + A(2))H ().

magnitude K (e’“) H (e/*)| is a smoothly decreasing function

in which the phase’ K (e¢/*)H (/) > —x for w € [0, 7) if

KP(l + (I)max) + (I)maXZK

|
< 1 holds.
‘K'P(1 + (bmax) + 2KI

P <

We will always know what/,,,, will be as it is dictated by
the scheduler chosen, however, some uncertainty may remain
on choosing the lower-limit/,,,;, due to task execution time.
Therefore even choosing the ultimate lower-boung, = 0
can always be a safe choice evenlf,, > 0 in that

Indeed, the above inequality will be shown to hold ift will result in a slight sub-optimal lag in allowing the
Ppax > @. It is therefore sufficient to let the magnitudecontroller to increase the utilization levels due to a dasee
of [K(e’")H(e’™)| < 1 or the magnitude of the respectivein environmental temperature for example. Considering tha

proportional term (involvingK’p) and integral term (involving
K)) to each be less than one-half when = = and can

environmental temperature changes are fairly slow, thghsl
lag is typically unnoticeable. For a more detailed discussi

indeed be readily verified from our first expression given fasn anti-windup control, we refer the reader to [22], [23]m
K(z)H(z), and carefully noting the relationship between the The Theorem 2 reveals the appealing feature of our thermal

ratio involving ® andI" in which

Ko |e’™ =9 < L+ Prnax

kem 2T = 2l hax
K, 14 @pax [(e7™ — @) (7™ — 1) 14 Prax
kom AT ™ — Prax] T 2Pmax

For our control structure, it should be intuitive from viewi
Fig. 2 that there are only two cases to maintain stabilitye T
first case, when the control inpUt,in < u(k) < Umax (Which
implies thatU (k) = 0) we want to enforce stability of the
active closed-loop system consisting &f(z) and H(z), and

stability of H(z). For the second case, when the control input

saturatesu(k) < Umin OF u(k) > Unax, We want to enforce
stability of theactive closed-loop system consisting &f ()
and H(z), and stability ofH(z).

o« Case 1:

controller, that is, its robustness under power change and
thermal fault can be guaranteed analytically. Sihgénvolves
uncertainty of power change representedy according its
definition, k, = (GpPs — Pidie), kpmax COrresponds to the
maximum actual power changes that TCUB can cancel. For
example, ifk,max = 510, P, = 51.9w and P, = 13.3w,

we can calculate that the upper limit 6f, is 10.11, that is,

feven if the actual power i8).11 times by the estimated power,

the thermal controller still can stabilize the system. Santy,
the capability of TCUB to handle thermal fault (modeled by
increased thermal resistance) is representediy; -

In addition, it is obvious that for theteady-state case when
the u(k) = U,(k) that ATr(k) = ATin(k) = ATp (k)
due to the integrator term ik (z). Therefore, as claimed,
even when we use estimates of the idle temperaﬁ]gec
and environmental temperatutg, it is from the following

equation:

As is assumed in [22], [23], stability of this system

will first be considered for the special case in whicl\Tr =T — (To “FTidle)

In such case it is straightforward to .
9 rH]at we havel'y = T'(k), that is, the processor's temperature

H(z) = H(z).
show that Fig. 2 can be drawn in the equivalent for
as depicted in Fig. 3. The functiatead (4, Umin, Umax)
is implemented as follows:

Umin)a If u S Umin
0, if Umjn <u< Umax
Umax), Otherwise.

(u—
dead(u, Umin, Unax) =

(u —

T(k) — (Ty + Tiare) = AT (k)

converges to the temperature set point.

It is noted that due to the minimum task rate constraints,
there exists a lower bound for the feasible utilization, ethin
turn results in a lower bound for the feasible temperatute T
lower bounds for the utilization and temperature are relate
the rate constraints, the actual execution times, and thealac
power consumption. TCUB can achieve satisfactory thermal



. . . TABLE II
and real-time performance only if both the given tempemtur TCUB CONTROLLER PARAMETERS

set-point and the utilization bound are feasible under #sé t

rate constraints. Controllers Parameters  Value

Thermal Controller K, 0.0523

V. EVALUATION K; 0.0523

The simulation environment consists of two components: an Wi 0.0036
event driven simulator implemented in C++ and a Simufink ]Ig”mfx 053(3)4
model implemented in MATLAB (R2008a). The simulator [t]hm:ix 0.67
simulates a single processor real-time system controlied b Tr 70°C
TCUB and implements a utilization monitor, a rate actuator o T 10s
and a utilization controller. The Simulifk component imple- Utilization Controller ]jfp Oi:;?

ments the thermal controller and models thermal dynamics of
the processor. The simulator and the Simufihkomponent
communicate with each other through a TCP connection. on the estimated execution times to achieve the schedulable
In our simulation the task set running on the procestilization bound (which is higher than the utilization b
sor consists ofl0 periodic soft real-time tasks. The Ratey, . adopted by TCUB. OPEN represents a static approach
Monotonic (RM) scheduling algorithm [14] is employed tazommonly used in practice. TC has the same thermal con-
schedule all these tasks. Initially, the period of each #sis  troller as TCUB, but does not include the utilization cotieo
randomly generated in the rang&d0ms, 200ms]. Based on After the thermal controller outputs the utilization sefift, it
the initial tasks rate, the execution time of tasks are ahdse sets the task rates based on #siemated execution times. FC-
generate nearly equal utilization for each task and schétiil U [27] is the same utilization control algorithm used in TCUB
utilization bound collectively. The minimum rate of onekasput does not has the thermal controller to manage temperatur
equals its execution time while the maximum rate equals )% subsets of TCUB, TC and FC-U allow us to evaluate the
times of initial tasks rate. The deadline of each task eq&ls effectiveness of théntegrated control approach of TCUB for
period. both temperature and utilization.
The processor simulated in our work iI2&G H z Pentium
4 (P4) processor with30nm Northwood core. All thermal A. Experiment I: Power Deviation

related parameters except thermal capacitance shown ia Tab This set of simulations is designed to evaluate TCUB

| are l?ased on Intel_teghbnicgl spleqificalljti;)n [2;1]' The tgim\?\'/hen the processor’s active power deviate from the estimate
capacitance Is acquired by simulating on Hotspot [25], Which represent the phase change in the processor observed i

architecture level S|mulat%|;.BLE | previous empirical studies [1]. We use differgyuwer ratios,

POWER AND THERMAL PARAMETERS i.e., the ratio between the actual active power to the estima

Parameter Now@ion Valoe in different runs. In the _first run the power rat.io is 2, i.e.,

. = the actual active power is twice the estimate; in the second

I\A/Irgf Icezgééetrgr%%rg;tfre % ?gg run, the power ratio is 0.5, i.e., the actual power is half of

Estimated Active power P, 51.9 the estimate. The task execution times are the same as their

Idle powef P; 13.3W estimate in this set of experiments.

Thermal Capacitance Cn 295.7J/ K Fig. 5 show the the power ratio is 2. As shown in Fig. 5(a),

%gmgl Eaejlltsgggiitance ggh 0-46235/ w the temperature under TCUB converges to the temperature set

th th point 70°C' , while its utilization remain below the utilization

* Enhanced Halt Mode is available [26 e .
(26 bound. Note that TCUB forces the CPU utilization to remain

In the following simulations, we choos#)°C' as the set- |ower than its utilization bound , which is needed in order
point of the processor's temperature. The set-point is towg maintain the temperature set-point due to the high active
than the maximum case temperature to avoid surpassing gtecessor power when the power ratio is 2. In contrast, FC-U
maximum case temperature during dynamic regulation. Thee Figure 5(c)) reaches the utilization bound buidtates
thermal fault resistancdyy, , is based on the estimated thermathe temperature set-point. OPEN behaves similarly to FC-U
RC model presented in [2]. except its achieves slightly higher utilization and tenapere

Table Il shows the controller parameters of TCUB whichecause the task rates are configured for the schedulable
are calculated using the methods discussed in Section IV. yilization bound which is higher than the utilization baln

We compare TCUB against three baseline algorithmsadopted by FC-U. TC performs similarly to TCUB. This is
OPEN, TC and FC-U. OPEN statically set task rates basgécause the execution times are the same as their estimate in

2While several thermal-aware real-time scheduling algorithwistén the this experiment, and hence utilization control is not neaes
literature [4]-[6], [27], they rely on Dynamic Voltage andefuency Scaling There is no deadline miss under all algorithms in this experi
(DVFS) which is not required by TCUB. The only existing feadk control ment.

algorithm for thermal control [9] also require on DVFS and terwill not Fia. 6 ill h . lati | h .
provide a fair comparison with TCUB. We discuss the relatedkvin detail Ig. 6 lllustrate the simulation results when power ratio

in Section VI. is 0.5. TCUB undershoot the temperature set-point, while
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Fig. 5. Performance Comparison (Power Ratio = 2) Fig. 6. Performance Comparison (Power Ratio = 0.5)

reaching the utilization bound in this experiment. Due t0 The results withet f = 2 are shown in Fig. 7. Under TCUB
the low processor power, the utilization bound constrait the temperature remain below the set-point, while thezatili
activated before the temperature reaches the set-poine Afion reaches the utilization bound. Under a power ratio dhé,
result, TCUB stops increasing the utilization to enforce thytilization bound constraint is activated before the pssce
utilization bound. TC behaves similarly to TCUB because th@mperature reaches the set-point. Notably, TCUB suaakygssf
task execution times conform to the estimation. FC-U em®rcenforces the utilization bound despite the fact that theaict
the utilization bound, which results in a temperature loth@n execution times exceed their estimate 10%. No deadline
the set-point. OPEN behaves similarly to FC-U. miss is observed under TCUB. This result demonstrates that
In summary, this set of experiments demonstrate our thermrat UB effectively handles uncertainties in task executiores
controller can effectively handle uncertainties in powen< through the utilization controller. Similarly, FC-U enfas the
sumption, including the cases when either the temperagire sitilization bound. In contrast, TC caused the utilizatian t
point or the utilization bound dominate the system dynamicgach100% and a significant number of deadline misses as
it adjusts task rates based on thestimated execution times.

B. Experiment I1: Execution Time Variation Similarly, OPEN also resulted in deadline misses due to the
This set of experiments is designed to evaluate TCU®viation of task execution times from the estimate.
under uncertainties in task execution times. We axseution- The results withet f = 0.5 are shown in Fig. 8. TCUB again

time factor (etf) to denote the ratio between the actual ansluccessfully enforces the utilization bound, while thecpssor
the estimated execution times. For example, whefi = 2, temperature remains below the set-point. FC-U also maistai
the actual execution time is twice the estimate. We simulatee utilization bound. In contrast, TC significantly understs
two cases in two different experiments withif = 2 and the utilization bound, while its temperature also remains
etf = 0.5, respectively. In this set of experiments, the powesignificantly lower than the set-point. This is caused by the
ratio is 1, i.e., the processor’s active powers is the santhes fact that the task execution times are only half of the edtma
estimate. Note such CPU underutilization is related to unnecesskmily
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Fig. 7. Performance Comparisoatf = 2
9 P (=2 Fig. 8. Comparison between TCUB, OPEN, TC and FC-U with ETF.5s 0

:)asrl]( rates,_w_rlwiclh are undesirable to applications. OPEMagg, e analysis presented in [28]. The theoretical bound for
ehaves similarly to TC. the power ratio is the maximum power ratio below which our

Collgctlvely, the f'rSt_tWO _SEtS of experiments demqnstra{ﬁermm controller maintains stability based on Theorem 2.
TCUB is the only algorithm in our study that can consustenth‘the feasible bound is determined based the minimum task
maintain both acceptable temperature and soft real-tinne PEites of our workload as discussed in Section IV-C. The

formance under uncertainties in power consumption and g, syrrounded by the combined theoretical bounds and the

execution times. feasible bounds is the area within which our system remains
C. Experiment I1I: Robustness of TCUB stable bg_sed on our analysis. As we can see from Fig. 9,
the empirical area includes the analytical area. Therelteesu
This set of experiments is designed to stress-test the gemonstrate that TCUB can maintain desirable temperature
bustness of TCUB under uncertainties in both executiongimgnd utilization under considerable uncertainties in tewhs
and power consumption. For all the experiments we plot tth power consumption and execution times. Furthermore,
average temperature and utilization over the it sampling the close match of the analytical stable region and the em-
period to exclude the transient effect response in the b@win pirical one demonstrate the efficacy of our control model and
of the experiments. analysis.
Fig. 9 demonstrates the robustness of TCUB when both )
the execution time factor and the power ratio vary in B- Experiment IV. Thermal Fault
wide region. The circles labele@mpirical represent the  This set of experiments is designed to examine the capabil-
simulations in which TCUB maintains satisfactory averagéy of TCUB to deal with thermal faults based on the empirical
temperature € 1.017z = 70.7°C) and average utilization model presented in [2], we simulate the case fan failure by
(£ 1.01Upwae = 67.7%). The theoretical bound for the doubling the thermal resistancé,, of the processor. As
execution time factor is the maximum execution time fact@hown in Fig. 10, under TCUB the temperature converges to
below which the utilization controller maintains staljilllased 70°C while the utilization remain considerably lower than the
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E. Experiment V: Ambient Temperature Variation
This set of experiments is designed to evaluate TCUB when

s the ambient temperature is higher than the default setting b
& ] 10°C'. The power ratio anctf is fixed at1.0 As shown in
[}
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temperature, which can vary at run time for real-time system



operating in unpredictable environments. In sharp cottrapresents TCUB, a control-theoretic algorithm for managing
thanks for its robust feedback control approach TCUB isoth the processor temperature and real-time performance.
specifically designed to handle a broad range of uncerggintRigorously modeled and designed based on control theory,
dynamically. In addition, TCUB does not rely on DVFS toTCUB can avoid processor overheating and maintain soft
control processor temperature, which makes it a practiga@al-time performance. A salient feature of TCUB lies in its
solution even for embedded processors that do not suppcapability to handle different types of uncertainties imie of
DVFS. (1) processor power consumption, (2) task execution tirf&s,
The most related to our work is [9] which proposed ambient temperature, and (4) unexpected thermal faults. Th
model-predictive control approach for thermal and utiiga robustness of TCUB makes it particularly suitable for reale
control in distributed real-time systems. While it shareiam embedded systems that must deal with highly unpredictable
goals as TCUB, there are several major differences betwesmvironments. Moreover, TCUB features a nested feedback
that work and TCUB. First, the algorithm proposed in [9fontrol structure consisting of (1) a low-rate thermal coler
uses different actuators to control temperature (DVFS) anéaling with the slower thermal dynamics, and (2) a high-
utilization (task rate adaptation). Instead, TCUB usesraesarate utilization controller handling the faster CPU uftiiion
actuator (task rate adaptation) to control both tempegatutynamics caused by uncertainties in task execution times. T
and utilization. This not only makes TCUB a more generalested control scheme is modular, efficient, and practiosal f
solution, but also poses unique challenges as temperatdre ambedded systems with tight resource constraints. The ad-
utilization control are closely coupled in our system du¢h® vantages of TCUB have been demonstrated through extensive
shared actuator. Second, our control design is fundanmgntaimulations under a broad range of system and environmental
different from the model predictive control approach takeoonditions.
in [9]. we significantly simplified the control problem by
explicitly enforcing the utilization bound by including ém REFERENCES
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