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We review the progress in controlling quantum dynamical processes in the condensed phase with

femtosecond laser pulses. Due to its high particle density the condensed phase has both high

relevance and appeal for chemical synthesis. Thus, in recent years different methods have been

developed to manipulate the dynamics of condensed-phase systems by changing one or multiple

laser pulse parameters. Single-parameter control is often achieved by variation of the excitation

pulse’s wavelength, its linear chirp or its temporal subpulse separation in case of pulse sequences.

Multiparameter control schemes are more flexible and provide a much larger parameter space for

an optimal solution. This is realized in adaptive femtosecond quantum control, in which the

optimal solution is iteratively obtained through the combination of an experimental feedback

signal and an automated learning algorithm. Several experiments are presented that illustrate the

different control concepts and highlight their broad applicability. These fascinating achievements

show the continuous progress on the way towards the control of complex quantum reactions in

the condensed phase.

I. Introduction

Optical time-resolved spectroscopy and frequency-resolved

techniques have revealed the characteristic dynamical beha-

vior of various quantum mechanical systems. We nowadays

have a good knowledge, for example, of the early-time and

long-time electronic and rovibrational dynamics in many

molecules ranging from diatomics all the way to biomolecular

complexes. The growing understanding of these quantum

processes has opened up the perspective for not only observing

but in fact also controlling their dynamical behavior. In the

case of manipulating chemical reactions, for example, the goal

could be to generate certain chemical products with high

efficiency while at the same time reducing unwanted side

products. This concept of steering the outcome of quantum

time evolution into certain directions by application of suita-

ble optical fields is in general called ‘‘quantum control’’ or

‘‘coherent control’’. Of course this principle is not limited to

molecules but can also be applied to other quantum systems.

There are a number of different theoretical schemes and

experimental scenarios that have been developed over the

years predicting and illustrating how specific properties of

laser radiation can be exploited and manipulated in order to

achieve certain quantum control targets. One of the early

approaches was to make use of the high monochromaticity

and tunability of narrow-band lasers for selective bond break-

age. The intuitive concept was to adjust the irradiation wave-

length to the local vibrational frequency of a particular bond

such that high intensity input would lead to selective dissocia-

tion of the excited bond.1,2

Unfortunately, in most cases the ultrafast intramolecular

vibrational redistribution (IVR) of the deposited energy pre-

vents the breaking of the desired bond, unless it is the

weakest.3–7 This problem already occurs for isolated molecules

in the gas phase. In the condensed phase, the coupling to the

environment (e.g., solvent molecules) provides an additional

channel for energy redistribution. Hence the problem of

quantum control is in general complicated, and appropriate

control concepts have to be developed.

Although this review is about quantum control in the

condensed phase, we will not discuss optimization of second-

harmonic generation (SHG) in nonlinear crystals8–19 or some

other multiparameter demonstrations related to solid-state

physics, e.g. applications to semiconductors or quantum

dots,20–27 including the experiment by Nelson and cowor-

kers,28 who employed pulse shaping techniques to spatiotem-

porally control lattice vibrational waves. Instead, we will deal

with control problems in which photoinduced quantum dyna-

mical processes (such as selective photoexcitation, wave packet

propagation, or ultrafast chemical reactions) of condensed

phase molecular systems are in the foreground.

A. Quantum control concepts

In the 1980s, several quantum control concepts were suggested

and later verified experimentally. One of these is the scheme

proposed by Brumer and Shapiro in 1986,29,30 first demon-

strated in 1990.31 It exploits the interference between different

pathways that connect initial and final states of the investi-

gated quantum system. The population in the final state can be

modulated via constructive or destructive interference by

modifying the relative phase between the two (continuous-

wave) excitation lasers that correspond to different pathways.
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Another control concept was proposed by Tannor, Kosloff

and Rice32–34 in 1985 and is commonly explained in the time

domain. Here a vibrational wave packet is induced by an

ultrashort excitation laser pulse on an excited potential energy

surface (PES). When, after free evolution of the system, the

molecule has reached a configuration that is favorable for a

certain reaction outcome, a second ultrashort laser pulse

transfers the population to the product state. Control is

possible by adjusting the time delay between excitation and

dump laser pulse (for details, see section IIIC). This concept

has been first demonstrated in the early 1990s by the groups of

Gerber35–37 and Zewail.38

In a further control scheme approach, population transfer

in atoms and molecules is implemented by adiabatic passage

techniques.39,40 The system under study is initially in a discrete

state when an electric field is applied that is specially suited to

transferring the population into a desired target state. The first

laser-induced adiabatic rapid passage (ARP) was demon-

strated by Loy in 197441 with a (quasi-)monochromatic micro-

second laser source and a sweeped dc Stark field in order to

facilitate a shift of the transition through the resonance. The

availability of broadband femtosecond lasers facilitated such a

shift by adequately chirping the laser pulse, experimentally

realized in 1992.42,43 In stimulated Raman adiabatic passage

(STIRAP), first demonstrated in 1988,44 two laser pulses are

applied to a L-type three-level system to achieve a complete

population transfer between the two lower levels via the

intermediate upper level. The two pulses can either be realized

by two continuous-wave (cw) laser beams that are spatially

displaced but overlap partially (so that for particles crossing

the laser beams a sequence of two ‘‘pulsed’’ electric fields is

mimicked), or by two pulsed laser beams that coincide spa-

tially but have an appropriate time delay.39,40 If adiabatic

conditions are fulfilled and the two pulses’ temporal overlap is

sufficient, complete population transfer can be achieved with

counter-intuitive instead of intuitive pulse ordering. This

means that the laser beam coupling the intermediate to the

final state precedes the one coupling the initially populated

state to the intermediate level. As no population is present in

the intermediate level throughout the experiment, unwanted

properties of this state, e.g. radiative decay, are eluded.

It was suggested by Tannor and Rice32 that more general

control possibilities would arise with complex electric field

shapes that are specifically adjusted to the dynamics of the

quantum system. This concept of complex laser field shapes

was also developed in the context of optimal control theory by

Rabitz and coworkers,45,46 Kosloff and coworkers,47 Paramo-

nov, Manz and coworkers,48,49 Fujimura and coworkers,50

and other groups. The idea was that an optimal ‘‘guidance’’ of

the wave packet dynamics by suitable light fields might occur

over an extended period of time, i.e., with a light field

continuously interacting with the quantum system during the

course of temporal wave packet evolution, finally leading to an

optimized reaction outcome.

B. Adaptive quantum control

One of the difficulties associated with any calculation of laser

control fields is the complexity of quantum system Hamilto-

nians. It is a great challenge to obtain the associated PESs

accurately and determine the dynamical time evolution cor-

rectly, especially if there are more than just very few degrees of

freedom. In 1992, Judson and Rabitz51 proposed a seminal

scheme by which the optimal laser pulse shape could be

iteratively obtained in an experiment without requiring theo-

retical knowledge of the system Hamiltonian. They suggested

the employment of a learning algorithm that processes the

experimental signal obtained from the quantum system upon

irradiation with differently shaped electric light fields. In the

course of optimization, this algorithm would then suggest a

number of other pulse shapes subsequently applied to the

system, with iterative improvement of the outcome so that at

the end, the best electric field for the task at hand would be

found without requiring mechanistic input from the user at the

beginning. Due to the high flexibility of this approach, a

number of ‘‘conventional’’ control schemes or combinations

of them can be potentially revealed during the process, thus

encompassing most of the previously suggested approaches.

This concept is often labeled ‘‘adaptive femtosecond quantum

control,’’ ‘‘closed-loop control’’ or ‘‘optimal control experi-

ment’’.

The experimental realization of a number of quantum

control schemes requires means for generating differently

shaped electric light fields in a very flexible manner. This

was made possible by the development of so-called pulse

shapers.52,53 With their help, the spectral phase,54 phase and

amplitude,55,56 and phase and polarization57 of ultrashort

laser pulses can be efficiently modulated (for details, see

section IIB). Due to their high flexibility, pulse shapers opened

the way to test both ‘‘traditional’’ (single-parameter) control

schemes as well as implement the adaptive concept.

The first experimental demonstration of adaptive control

was carried out in 1997 by Wilson and coworkers.58 They

maximized the fluorescence efficiency and the fluorescence

yield of dissolved dye molecules. Independent realizations of

the adaptive concept in the same year by Silberberg and

coworkers8 and by our group9 demonstrated the automated

compression of femtosecond laser pulses. In 1998, our group

reported the first experiment on adaptive molecular photo-

dissociation control in the gas phase59 and Meshulach and

Silberberg showed phase-shaping control of two-photon

atomic absorption.60 After these initial experiments, a growing

number of demonstrations of the adaptive concept was re-

ported, and the general research field of quantum control is

now expanding rapidly.

C. Quantum control in different environments

In this review article we will concentrate on femtosecond

quantum control in condensed phase systems. Nevertheless,

it is appropriate to mention at this point that a large number

of gas phase control experiments have been reported since the

first demonstrations. Examples of the earlier work are experi-

ments dealing with photodissociation and ionization,59,61–68

two-photon absorption detected by fluorescence,60,69 molecu-

lar rearrangement,64 control of quantum wavefunctions,70 and

high-harmonic generation.71–74 A number of review articles

(see e.g. ref. 75–82), chapters and special collections of articles
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in books (see e.g. ref. 83–88), and complete books89,90 contain

extensive treatments of various theoretical and experimental

aspects of quantum control.

Here we will mainly consider the specific challenges, oppor-

tunities, and applications of femtosecond quantum control

that apply to condensed matter environments. The interaction

of quantum systems with their environment (such as solute

molecules in a solvent) can strongly differ from the isolated

situation (such as in a gas phase molecular beam) where these

interactions play a minor role. The couplings and additional

dynamical processes may strongly complicate the practical

application and the interpretation of quantum control

schemes. Nonetheless, these complex systems are highly rele-

vant in many areas of physics, chemistry and biology, and it is

fascinating to see how quantum control works in these

circumstances.

From a practical standpoint, the transfer of quantum con-

trol methods and schemes from gas phase to condensed phase

systems also requires some technical extensions and develop-

ments. For example, a central issue is the requirement for

monitoring the exact result of any light-driven quantum

dynamics. In order to steer quantum systems in a certain

direction, the outcome of such manoeuvres has to be measur-

able quantities. Since a number of gas phase techniques (e.g.

mass spectrometry, photoelectron spectroscopy) are not di-

rectly applicable, other methods have to be found. The grow-

ing number of successful quantum control implementations in

recent years demonstrates that this is indeed feasible, with

examples ranging from control of photophysical processes in

liquids all the way to biomolecular systems.

D. Brief outline of this review

In this review, we will illustrate the main strategies to affect

reactions under condensed phase conditions. We will not cover

all experiments that have been conducted by the many re-

search groups worldwide, but we would like to give an over-

view of the main progress and achievements in the field, and

specifically discuss some of our illustrative examples. More

specifically, in section II we will present the experimental and

some of the theoretical background for quantum control in the

condensed phase. The discussion of applications is started in

section III with control concepts that are based on the varia-

tion of one single parameter of the external light field. Several

experimental examples will illustrate how condensed-phase

dynamics can be influenced very efficiently and what this is

useful for. The high generality of employing complex shaped

laser pulses is shown in section IV on multiparameter control,

and a summary and outlook are provided in section V.

II. Experimental and theoretical background

A. Specific issues of condensed-phase quantum control

Femtosecond optical control of quantum mechanical systems

first of all requires suitable light sources. The most common

system for time-resolved experiments is the titanium sapphire

laser that emits radiation around 800 nm. Commercially

available amplified laser systems offer laser pulse durations

in the sub-30 fs regime. In an ideal case, these laser pulses leave

the laser system bandwidth-limited (i.e., as short as possible

for any given spectral bandwidth), and can then be used in the

experiment. Remaining phase distortions can be compensated

by pulse-shaping setups (section IIB). Further advantages of

Ti:sapphire lasers are the achievable short pulse duration,

excellent stability and high output power.91–93

However, the central wavelength can only be varied by a

small amount. In order to adjust the spectrum to the spectral

characteristics of the investigated system, either in one-

photon or multi-photon excitation schemes, appropriate fre-

quency conversion can be employed. With parametric

amplifiers, a broad spectrum can now be covered, ranging

from the near-ultraviolet over the whole visible domain into

the infrared region. Especially noncollinear optical para-

metric amplifiers (NOPAs) provide very broadband tunable

radiation.94–96

The specific challenges and issues faced when employing

femtosecond radiation vary strongly from system to system. In

recent years a large variety of different condensed phase

quantum control experiments has been carried out, among

them work on small molecules such as diatomic halogen

molecules in rare gas matrices,97–99 dissolved I3
�,100–103 dye

molecules in solution,58,104–112 semiconductors,21,22,25 molecu-

lar crystals113,114 and even complex biomolecules115–128 and

biological cells,129 to give an impression of the diversity.

Depending on the problem at hand, different techniques can

be employed for monitoring and visualizing the quantum time

evolution and/or the reaction outcome. Most of these are

optical spectroscopic methods, although in principle other

techniques such as nuclear magnetic resonance or electroche-

mical probes may yet turn out to be useful in this context. One

always has to ask what the specificity, sensitivity, and required

effort are for any given technique.

An example for an optical signal is the detection of the

spontaneous emission yield. The molecules are excited by a

pump laser beam to a higher PES, from where emission

occurs. The resulting emission is then collected by a lens and

detected by a photodiode or photomultiplier (Fig. 1a). This

signal is rather simple from the experimental point of view, but

as a drawback, it contains no directly accessible information

on the temporal evolution of the quantum system. Never-

theless, it can be efficiently used for monitoring excitation

probabilities for any laser pulse employed in the experiment.

Emission spectroscopy is useful in many applications, such as

microscopy of tissue and cells.

Another example of a detection method that is insensitive to

the ultrafast temporal evolution but useful to discriminate

between the effects of different control parameters is the

detection of steady-state absorption changes after irradiation

with a suitable control field. If permanent changes are induced

by the control process, their outcome is thus measurable. An

extension of this is the measurement of optical activity. With

the help of this property, the change in enantiomer concentra-

tions (chiral molecules) can be recorded. Controlling chirality

in various ways, e.g. the chirally selective generation of

chemical products from an achiral or racemic precursor, is a

topic which has drawn much attention theoretically130–143 and

experimentally144,145 and is a very interesting field for future

control experiments.
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In many cases, where the desired target is either short-lived,

or the control objective itself is connected with the quantum

time evolution, suitable transient (spectroscopic) methods are

required that also monitor the temporal change of physical

properties connected with the process. A number of spectro-

scopic methods fulfil this requirement, each highlighting dif-

ferent aspects connected with the development of the chemical

reaction. Depending on the precise control problem, one can

employ transient absorption pump–probe spectroscopy, fluor-

escence up-conversion, Raman spectroscopy, optical Kerr

effect measurements, or other four-wave mixing geometries

such as photon echo or transient grating, including their

heterodyne-detected variants (i.e., coherent two-dimensional

spectroscopy).

In transient absorption spectroscopy, the system under

study is first excited by a pump pulse and in a second step,

the dynamics can be interrogated by a probe pulse that is

temporally delayed with respect to the pump pulse (Fig. 1b).

Using different wavelengths for the pump and the probe pulse

allows one to measure many different aspects of the system.

Spectral regions where the absorption of the probe pulse is

increased may for example indicate the formation of photo-

products or an absorption from the excited state to even

higher states (excited-state absorption), regions of decreased

absorption may e.g. indicate stimulated emission from an

excited state to a lower state.

The induced dynamics can be influenced by one or more

additional pulses which are placed temporally between the

pump and the probe pulse (Fig. 1c). By this, further excitation

(repump process) or stimulated emission (dump process) can

be induced. The effect of these additional pulses is then again

measured by a probe pulse in a suitable wavelength regime.

Also other schemes that include more than three pulses are

very common in time-resolved condensed phase spectroscopy.

Fig. 1d shows a so-called boxcar geometry for four-wave

mixing (FWM) experiments. Three pulses coming from differ-

ent directions are overlapped spatially in the sample. The

coherent interaction of the three pulses and the sample leads

to the formation of a fourth beam conveniently propagating in

another direction, which is determined by the phase-matching

condition. As will be shown in section IVB many different

Raman methods make use of this setup, e.g. to measure

vibrational dynamics using three degenerated pulses (degen-

erate four-wave mixing, DFWM).146 In coherent anti-Stokes

Raman scattering (CARS), three pulses of different wave-

lengths are employed to determine the Raman transitions.

Many other spectroscopic FWM approaches exist, too. For

transient grating (TG) spectroscopy, two of the incoming

beams temporally overlap and write a grating into the med-

ium, at which the third beam is scattered. In photon echo (PE)

spectroscopy, the first pulse is scanned temporally with respect

to the second. The second and third pulse might arrive at the

same time (2-pulse PE), or they also exhibit a variable

temporal delay (3-pulse PE). Another application is optical

two-dimensional spectroscopy,147,148 by which vibrational

couplings149–154 or electronic couplings155 between the energy

levels of studied molecular systems can be revealed with

infrared or visible pulses, respectively. Depending on the

temporal sequence, other information like the polarization

dephasing or the population decay times can also be measured

with FWM techniques.

A general scheme of condensed phase quantum control can

be summarized as in Fig. 2a. An electric control field is applied

to the investigated quantum system. This field can be manipu-

lated in dependence on a single or multiple parameters. Dye

molecules, oligoatomic molecules or chromophores in proteins

can for example serve as quantum systems. The response of

the system on the different electric fields has to be monitored

Fig. 1 Different detection schemes used for optimal control experiments, exemplarily for setups employing flow cells. (a) Emission spectroscopy:

molecules are excited by the pump beam and the resulting fluorescence is collected and detected. (b) Transient absorption spectroscopy: the system

gets excited by a pump pulse and interrogated by a probe pulse which can be delayed with respect to the pump pulse. (c) Pump–dump–probe

spectroscopy: the dynamics is initiated by a pump pulse and then influenced by an additional dump (or repump) pulse. The result can again be

detected using a probe pulse. (d) Four-wave mixing in boxcar geometry. The direction of the different beams in space needs to fulfil the energy and

momentum conservation.
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by suitable methods and the outcome can serve as feedback or

it can be interpreted directly. In each control concept, one or

more parameters have to be optimized to achieve the best

results according to the control objective. In single parameter

control methods, the optimal setting can be experimentally

determined by scanning the parameter over a reasonable range

and measuring the reaction outcome. It is often also possible

to theoretically predict the optimal settings that fulfil the

control objective.

In the case of multiparameter control concepts, scanning all

possible configurations is not feasible. Therefore, learning

algorithms are employed to iteratively find parameters that

optimize the control objective the best. Fig. 2b illustrates how

such a feedback-based algorithm may be combined with an

experimental setup. The algorithm generates pulse shapes that

are experimentally tested. From these results of a certain

number of experiments under different laser pulse parameters,

new parameter settings are calculated until further variation of

the parameter does not lead to a significant improvement.

Therefore, this method is also labeled ‘‘closed-loop control’’

(‘‘adaptive control’’). Learning algorithms that are used for

this task are for example genetic and/or evolutionary algo-

rithms or simulated annealing.

While this general procedure is the same for gas phase and

condensed phase problems, there are also a number of differ-

ences. The specific condensed phase techniques for monitoring

reaction outcomes have already been mentioned. However,

there are also more fundamental challenges associated with

condensed phase control schemes because the environment of

the quantum systems (e.g., solvents) and their interactions

have to be considered. This added complexity may make it

more difficult to achieve control objectives under such condi-

tions, but adaptive control is optimally suited to deal with such

restrictions in the best possible way.

A prominent example of a control mechanism that is

restricted in the condensed phase is the control by high-

intensity laser fields. Many experiments have proven that the

molecular PESs can be influenced by using intensive laser

fields.68,156–160 Influencing the PESs can then lead to a mod-

ified reaction progress and therewith to a different reaction

outcome. Although this concept is very successful in the gas

phase, the necessary high laser intensities are often not feasible

in the condensed phase, because of unwanted nonlinear pro-

cesses. Beyond a certain intensity threshold, white-light gen-

eration will occur in condensed media. Compared to the gas

phase, for condensed media the intensity threshold at which

white-light generation starts is rather low. The generation of

an ultrabroad spectrum which tends to be unstable at high

intensities makes it difficult to control processes efficiently

under such conditions. Furthermore, the quality of the spec-

troscopic monitoring signals such as transient absorption or

fluorescence spectroscopy will be strongly reduced under con-

ditions in which white-light is generated in the sample. This

may occlude the actual process one wants to control, but in

certain cases the available control mechanisms may also

benefit from such a scenario, as will be seen in section IVB.

Finally, too high intensities will lead to heating that can

seriously affect and degrade the system (e.g. biological mole-

cules). Therefore, quantum control making use of high-inten-

sity effects like Coulomb explosion or strong Stark shifts is in

general more restricted in the condensed phase compared to

the gas phase.

Another issue concerns the question of decoherence and its

relevance under different environments. In the gas phase, it has

been demonstrated that photoreactions can be controlled by

taking advantage of coherent properties of the laser source

and the molecular system. However, it is often argued that

while the coherence time is relatively long in the gas phase, it

can be significantly shorter in the condensed phase due to the

intra- and intermolecular interactions, and thus coherent

control concepts would not be useful. In discussing such

questions, it is first of all important to clearly define what

one means by the word ‘‘coherence’’, as this term tends to be

used in different ways in the different scientific communities

that contribute to quantum control. Also, one should keep in

mind that it is possible and useful to introduce different types

Fig. 2 (a) Scheme summarizing the different control concepts for

influencing dynamics in condensed-phase systems. Single- and multi-

parameter control schemes have been demonstrated on a high number

of very different quantum mechanical systems. The result of the

different parameter settings can be monitored by various spectroscopic

methods according to the given needs. The outcome can be used to

find the best parameter values for the given control objective. (b)

Illustration of how an adaptive quantum control experiment might

look: a femtosecond pulse is shaped in a pulse shaper. The resulting

modulated laser pulse is directed towards the experiment. In this

example here, the fluorescence of a solvated molecule after excitation

with tailored laser pulses is monitored with a detector. The experi-

mental outcome is directly used as feedback by an algorithm which,

upon this information, generates new pulse shapes that are applied to

the pulse shaper, and eventually finds those especially suited for the

given control target.
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of coherence and their associated timescales. For example,

while electronic coherences decay quickly under condensed

phase conditions, rovibrational molecular coherences may

persist for much longer and can still be exploited in a coherent

fashion, as long as they are still present.

A very illustrative experiment, demonstrating vibrational

coherence of molecules in liquids, is provided by monitoring

the ground state wave packet of I3
� dissolved in ethanol after

excitation with laser pulses at a wavelength of 400 nm. The

wave packet motion can be very well visualized by transient

absorption spectroscopy at a probe wavelength identical to the

excitation wavelength. We have measured the coherent wave

packet dynamics as shown in Fig. 3, which is well visible

during the first few picoseconds. The reason for this behavior

is well understood and both experimentally and theoretically

described by Kosloff and coworkers.100–102 Other very beauti-

ful experiments showing coherent wave packet motion are

given, for example, in ref. 161–167. Thus we argue that

coherent control schemes are often also applicable in cases

where the investigated system interacts with its environment.

B. Femtosecond laser pulse shaping

For optical control the generation of light fields in a very

flexible manner is desired such that all the different open-loop

or closed-loop schemes can be implemented. In the case of

femtosecond laser pulses this means that one should be able to

manipulate the phase, amplitude, and possibly also the polar-

ization-state properties with a large number of degrees of

freedom. Ultrashort laser pulses can be described in the time

domain and in the frequency domain which are connected via

Fourier transforms, thus shaping of an ultrashort laser pulse

can in principle be achieved either in the frequency or time

domain.

A very successful technique for femtosecond pulse shaping

is based on a so-called 4f-setup which allows one to modulate

laser pulses in the frequency domain.52,53 Different implemen-

tations of this concept are shown in Fig. 4. The incoming laser

beam gets dispersed by a grating. The dispersed beam is then

collimated by a lens with a focal length f. The grating itself is

positioned in the focal plane of this lens. In this way, the

individual frequency components will be focused individually,

but spatially displaced with respect to each other, into the

focal plane of the lens. In this ‘‘Fourier plane’’ the different

frequency components can be influenced separately by various

methods. A symmetrically arranged second lens and grating

recombine the different spectral components. In the ideal case

and without further optical components, a laser pulse leaves

this geometry without modification. This setup is hence called

‘‘zero-dispersion compressor’’.168 Instead of gratings, prism-

based setups169–171 are also employed, having the advantage of

being applicable for octave-spanning spectra.

The actual pulse shaping occurs by suitable spectral

modifications in the Fourier plane, employing a spatial light

modulator (SLM). Depending on the type of SLM, the zero-

dispersion compressor setup may have to be modified slightly

with respect to the principal description given above. The most

widely used SLM is a liquid crystal display (LCD)52,172,173

(Fig. 4a). It consists of two glass plates that are coated with

small areas of indium–tin oxide, a transparent but conducting

substance. These areas represent individual pixels to which

electric voltages can be applied. The resulting electric field

reorients the long-stretched liquid crystal molecules between

the two glass plates and thus modulates the refractive index for

transmitted light. The resulting optical path-length difference

is thus adjustable for each wavelength in the Fourier plane and

enables spectral phase modulation. With the help of two LCD

layers and polarizers, one can also achieve independent phase

and amplitude control over the wavelength components.

A further development of LCD-based pulse shaping initially

shown in our group is ultrafast polarization control.57,174–187

With this technique it is possible to modulate light fields such

that not only amplitude and phase change in an ultrafast

manner as a function of time, but also the polarization state

(i.e., degree of ellipticity and elliptical orientation) varies

within a single femtosecond laser pulse.

Recently, two-dimensional (2D) liquid crystal-based pulse

shapers have been introduced188 and employed in a number of

experiments.28,73,74,189–193 These devices are capable of shap-

ing the femtosecond laser pulse both in time and space, or in

two spatial dimensions, allowing direct wavefront shaping.

Furthermore, they can also be employed to shape several

beams temporally.

Another device employed in 4f pulse shaping is the acousto-

optical modulator (AOM),56,194 using diffraction in an appro-

priate crystal by an acoustic wave which can be externally

controlled. The diffracted part of the laser pulse is modulated

according to the acoustic wave (Fig. 4b) and thereby allows

spectral amplitude and phase shaping.

The spectral phase can also be modulated by geometric

elongation or shortening of the optical path between the

different frequency components. This can be achieved by

deformable mirrors, whose membrane surface can be de-

formed either electrostatically by small electrodes13,17,195,196

or by small piezo-motors197 (Fig. 4c). These setups always lead

to a smooth phase function, while other realizations with

Fig. 3 The molecule I3
� dissolved in ethanol can be excited at 400 nm

to the first excited PES. Depending on the laser pulse parameters this

can induce a ground state wave packet which can be monitored at a

probe wavelength of 400 nm. The figure shows the transient absorp-

tion signal of I3
� dissolved in ethanol at a probe wavelength of

400 nm. The molecule is excited by a 80 fs laser pulse at 400 nm.

The induced coherent ground state wave packet motion can be very

well observed by the oscillatory component in the transient.
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micromirror arrays consisting of small individual

mirrors198,199 (Fig. 4d) are pixelated and thus can be used to

impose spectral phase steps.

In a more exotic realization, the ultrafast laser pulse is

shaped by modulating the optical path with the help of small

glass plates, which are located directly in front of the Fourier

plane.200,201 By rotation of the glass plates, the optical path

length is changed and thus, the spectral phase can be modu-

lated (Fig. 4e).

With the help of an acousto-optical programmable disper-

sive filter (called ‘‘Dazzler’’),202 the laser beam can also be

shaped in the time domain, without using a 4f geometry. Like

the acousto-optical modulator, the Dazzler utilizes the bire-

fringence of AO crystals, but along the propagation direction

of the light. As it is a time-domain technique, the laser and the

acoustic wave have to be synchronized most accurately, which

is very difficult, especially for very short pulses. However, the

Dazzler is a very useful and simple to use device for smooth

phase functions, while more complex laser pulse shapes are

more challenging with a Dazzler.

For polarization shaping on a femtosecond timescale, LCD

pulse shapers are unrivalled so far. In other cases, depending

on the control problem, but also depending on the wavelength

regime, different types of pulse shapers are more or less

appropriate. For example, many molecules have absorption

bands in the ultraviolet (UV) region that one might wish to

exploit, or then again vibrational transitions that would have

to be addressed in the mid-infrared (MIR). Therefore it is

often desirable to shape laser pulses at these wavelengths.

Commercially available liquid crystal SLMs for example are

not transmissive in UV or MIR wavelength regions and hence

cannot be used to shape laser pulses at these wavelengths.

Nevertheless, indirect shaping techniques have been devel-

oped; laser pulses can be modulated in spectral regions

accessible with standard SLM techniques and their properties

can then be transferred to other wavelengths by frequency

conversion. Recent progress has also been made in direct UV

shaping with micromirror arrays and acousto-optical techni-

ques,199,203,204 and direct IR shaping with AOM-based de-

vices.205–212 One can conclude that either by direct or indirect

laser pulse shaping, modulated laser pulses are now available

spanning a spectral region from a few nanometers up to tens of

micrometers, from the deep UV (including shaping of high

harmonics, which has been recently demonstrated71–74,191)

over the UV,61,109,199,203,204,213–217 visible and near-infrared

to the MIR.205–212 The technology for achieving quantum

control with shaped laser pulses under many different condi-

tions is thus developed and can be employed appropriately.

III. Single-parameter control

Several very efficient single-parameter quantum control

schemes have been developed and experimentally verified in

the condensed phase. In this section we will discuss some of

these concepts and their applications to both small and large

systems. The examples are also valuable for understanding the

multiparameter control schemes presented in section IV.

A. Wavelength control

As already stated in the Introduction, wavelength control

using highly monochromatic and tunable laser sources has

very early been thought to have potential for selective bond

breaking. Unfortunately, due to the rapid intramolecular

vibrational redistribution of the deposited energy these con-

cepts were not as successful as initially hoped.

Despite these difficulties, choosing the correct irradiation

frequency can still have a very decisive impact on the outcome

of a photochemical reaction. The simplest effect due to scan-

ning the wavelength is a greater number of excited molecules

and therewith, in general, a higher product yield if the

Fig. 4 Different pulse-shaper realizations based on 4f-setups (zero-dispersion compressors); (a) liquid crystal display SLM, (b) acousto-optical

modulator SLM, (c) deformable mirror, (d) micromachined deformable mirror, (e) glass-plate SLM. The incoming laser pulse (black solid line) is

dispersed by a grating, while a lens produces parallel, differently colored beams. Each of them is individually focused into the Fourier plane, where

the actual pulse shaping occurs with one of these SLMs. After travelling an analogous path to the one towards the Fourier plane, the laser pulse

(black dashed line) leaving the 4f-setup is modulated in the desired way.
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excitation frequency matches the maximum of the absorption

spectrum. Besides this more or less trivial effect, excitation

with different wavelengths will induce wave packets at differ-

ent spots on the addressed PES. As a consequence, the

reaction progress and hence the product outcome can be

different. Moreover, a higher excitation energy also allows

the population of energetically higher-lying states which can

have a decisive impact on the following dynamics and there-

fore result in a different reaction outcome.

A change in reaction progress with excitation wavelength

has been reported for different systems. In 1986, the group of

Sundström demonstrated that changing the wavelength of the

pump pulse results in an excitation to different regions on the

first excited surface.218 The creation of a wave packet at

different positions of the first excited state can then signifi-

cantly influence the forthcoming dynamics. This issue was

investigated for the isomerization process of the molecule

1144C dissolved in hexanol and decanol.

Vöhringer and coworkers reported a dependence of the

different dissociation product channels of the relatively small

molecular system I3
� on the excitation wavelength.219 If this

system is excited by 400 nm photons, dissociation into I and

I2
� occurs. In contrast, when excited at a wavelength of

266 nm, three-body dissociation can be monitored addition-

ally, hence leading to I + I + I�. The high- and low-energy

excitation will result in a transition to different electronic

states. 400 nm light exclusively excites a lower excited state

while light with a wavelength of 266 nm preferentially excites

an upper excited state. From the state which is populated by

266 nm light, an effective pathway to three-body dissociation

is available. This pathway leads, over a transition state of the

bimolecular reaction (diiodide/iodine), to the final three-body

dissociation product.

Varying the excitation wavelength may also have an effect

for highly complex systems, leading to different reaction paths.

The group of van Grondelle used this control concept on the

photoactive yellow protein, which is responsible for initiating

the ‘‘blue-light vision’’ of Halorhodospira halobia.120 Excita-

tion with 395 nm light initiates an ionization pathway that co-

exists with the common photoactive yellow protein photo-

cycle. This ionization pathway leads to the production of a

radical and an electron, ejected into the protein pocket. The

accessibility of the ionization pathway strongly depends on the

wavelength that is used for the pump pulse. While the corre-

sponding signature of the ionization is present in the transient

absorption signal for a pump pulse wavelength of 395 nm, it

cannot be seen if the system is excited by 470 nm light,

inducing only the common photocycle. The group’s

experiments indicate that a resonance-enhanced two-photon

transition is responsible for this behavior. In both cases of

excitation with 470 nm and 395 nm laser pulses, the first

excited surface is populated. Due to the different photon

energies of 470 nm and 395 nm light, the initial Franck–Con-

don regions, where the wave packet is created first, will differ.

A second photon can now excite the molecule from the first

excited PES to an even higher-lying state. For the case using a

pump pulse at 395 nm, the ionization potential of the chro-

mophore can be exceeded, which is not possible for light at a

wavelength of 470 nm.

A very nice application for wavelength control is the

improvement of contrast ratio in fluorescence microscopy of

living organisms, as e.g. demonstrated by the group of Joffre

with a Dazzler pulse shaper.129 In that experiment the pulse

shaper was only used to modulate the excitation spectrum to

produce pulses which are blue-shifted or red-shifted with

respect to each other. Chromophores with different excitation

spectra can thus be selectively excited. With a Dazzler (as well

as with an AOM pulse shaper based on a 4f-setup, see Fig. 4b)

it is possible to switch between the different laser pulse shapes

much faster than with current liquid crystal-based pulse

shapers. This makes it possible to acquire two images quasi-

simultaneously which correspond to different fluorescent chro-

mophores in the sample. Because of this quasi-simultaneous

acquisition, there is a perfect pixel-to-pixel spatial correspon-

dence between the two images. Therefore, linear combinations

of the two pictures can be analyzed, which improve the

contrast ratio significantly. This concept has been applied to

two-photon excited fluorescence images of a Drosophila em-

bryo labeled with an enhanced green fluorescent protein. Fig.

5a shows the two-photon excited fluorescence image for the

case of excitation with bandwidth-limited laser pulses. The

two-photon excited fluorescence image, using the previously

described method of linear combination of two quasi-simulta-

neously acquired images with spectrally shaped laser pulses, is

displayed in Fig. 5b. By comparing the two images, it can be

seen that the spectral shaping method provides a much better

contrast ratio.

In section IV, we will see that it is also possible to enhance

the fluorescence efficiency of certain individual chromophores

with adaptively shaped laser pulses. A higher fluorescence

efficiency means that the absolute fluorescence yield is higher

for a certain pulse shape compared to the absolute yield of

unshaped laser pulses of the same energy. It has also been

demonstrated that in the case of two-photon excitation, it is

possible to change the ratio of fluorescence yields from

different types of chromophores even if the linear and two-

photon absorption spectra are identical.105 Such laser pulse

shapes can be used to further improve the contrast ratio in

Fig. 5 Two-photon excited fluorescence images of a Drosophila

embryo labeled with an enhanced green fluorescent protein. (a)

Excitation with bandwidth-limited laser pulses, (b) linear combination

of two quasi-simultaneously acquired images with different excitation

laser pulse shapes. These laser pulses mainly differ in their central

wavelength, so that as a consequence different chromophores are

preferentially excited. As can be seen, the spectral shaping method

leads to a much better contrast ratio. Adapted from ref. 129 with

permission from the authors and from the Optical Society of America.

Copyright 2006 Optical Society of America.
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fluorescence microscopy and help recording detailed pictures

of living organisms.

B. Control by spectral interferometry

With multipulse excitation, it is possible to achieve wave-

length-type control if two laser pulses that overlap spectrally

are used for the excitation step. This will affect the overall

spectrum by causing spectral interferences and thus has an

influence on the wavelength-sensitive processes. An example

can be seen in Fig. 6, showing two pulses with identical

individual spectra, but with a temporal separation. The com-

bined spectrum (as it will e.g. be measured by a spectrometer)

exhibits spectral interference. This means that there are spec-

tral regions where the probability of finding a photon is zero,

although for either pulse in the absence of the other one, the

probability is not zero, a clear indication for destructive

interference in the spectral domain. Analogously, for certain

wavelengths the intensity is four times as high as for one pulse

alone, due to constructive interference. The interference pat-

tern depends on the time separation and the relative phase of

the two employed pulses (and of course on their spectra).

This spectral interference effect has to be taken into account

if experiments are performed in which two excitation laser

pulses of overlapping spectra are employed. For instance, the

absorption of an atomic transition can be easily increased if

the two pulses are adjusted so that there is constructive

interference at the transition wavelength.

If just one pulse is employed and only the spectral phase of

the laser pulse is modulated, a spectrometer will always

measure identical spectra, because it works in the linear

regime. However, one has to keep in mind that the spectral

phase does not influence the spectral amplitude, but both the

temporal amplitude and phase. In contrast, for experiments in

the nonlinear regime, i.e. with multi-photon interactions, the

spectral phase can strongly influence the outcome of the

experiment. For instance, in a two-photon process, the deci-

sive spectral distribution is the second-order power spectrum

(SOPS), directly related to the Fourier transform of the square

of the temporal electric field, and thus strongly dependent on

the spectral phase of the laser pulse.220 This opens the door to

a manifold of control scenarios with phase-shaped laser pulses.

Some illustrative examples are presented in Fig. 7 for a pulse

with a Gaussian spectrum centered at o0. The spectrum and

the spectral phase are shown in the first column, while the

respective temporal intensity profile can be seen in the second

column. Due to the spectral width of the pulse, both sum-

frequency generation (SFG) and difference-frequency genera-

tion (DFG) of two frequencies comprised by the spectrum can

be generated in a nonlinear process of second order. This leads

to contributions in the region around 2o0 (fourth column of

Fig. 7) and at the region close to the origin of the frequency

axis (third column of Fig. 7). The former are important e.g. in

two-photon transitions or SHG, the latter can be employed for

stimulated Raman scattering experiments or the generation of

MIR pulses. The rows in Fig. 4 represent different spectral

phase patterns as discussed in the following.

An unmodulated spectral phase results in a bandwidth-

limited Gaussian profile in the time domain (Fig. 7a2). The

corresponding contributions in the SOPS (Fig. 7a3) are Gaus-

sian shaped, too. A sinusoidal spectral phase pattern (Fig. 7b)

leads to a temporal pulse train. In its SOPS, both in the SFG

and the DFG process, certain frequencies can be selectively

suppressed. The distance of the peaks in the SOPS reflects the

temporal spacing of the subpulses in the pulse train, and is

thus directly controllable via the spectral phase pattern. A

triangular spectral phase (Fig. 7c) creates a double pulse whose

subpulses are composed of different spectral contributions. In

the SOPS, the modulations in the DFG region (also called the

‘‘optical rectification’’ region) around o = 0 reveal the

temporal separation of the two subpulses, while around 2o0,

one can basically see the sum of the SHG spectra of the two

subpulses. Shaping the spectral phase can be used to easily

narrow the SOPS to a certain frequency (or to exclude certain

frequencies from the SOPS), thus facilitating wavelength-

selective two-photon excitation. Very simple spectral phase

patterns (like the third-order polynomial shown in Fig. 7d) can

already be employed to achieve this effect. All the examples

shown in Fig. 7 have been applied experimentally to control

second-order processes, and many of them will be discussed in

the following sections.

In an impressive work, Meshulach and Silberberg investi-

gated the effect of tailored pulses on the two-photon absorp-

tion of Cs gas.60,69 The two-photon transition at a wavelength

of 411 nm was induced by phase-shaped femtosecond laser

pulses centered at 822 nm. They concluded that certain pulse

shapes do not excite the atomic system at all, while others can

cause the same emission yield as bandwidth-limited pulses.

Intuitively one might have expected that the shortest pulse

with the highest pulse intensity also results in the highest two-

photon excitation probability. In contrast, experiments and

theory show that pulses with a double hump, induced by a p

phase step at the central wavelength of the pump pulse, can

also excite the system with the same efficiency as bandwidth-

limited pulses. They also showed that this mechanism works in

the narrow-line limit, where the absorption line is much

narrower than the excitation spectrum, but not in cases with

Fig. 6 Scheme illustrating the effect of spectral interference: (a) a

bandwidth-limited Gaussian-shaped femtosecond laser pulse (central

wavelength l0 = 800 nm, spectral width Dl = 12 nm), and an

identical copy 300 fs after the first pulse. (b) The combined spectrum

of these two pulses. The spectrum of each individual pulse in the

absence of the other is indicated by a dashed line. If both impinge on a

spectrometer, the interferences can be observed. In an experiment,

techniques based on this effect can be used to enhance transitions via

constructive, or suppress them via destructive interference, respec-

tively. The scenario outlined in this figure can be understood as a time/

energy domain analogue to Young’s double slit experiment, which

takes place in the position/momentum domain.
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very broad inhomogeneous line shapes. The latter investiga-

tions were performed on coumarin 6H in ethanol (60 nm

absorption width) with laser pulses of 14 nm spectral width.

Scanning the p-phase step for this dye molecule showed that

this time, the bandwidth-limited pulse with the highest inten-

sity also has the highest two-photon transition efficiency,69 i.e.,

the highest intensity causes the largest two-photon excitation

yield.

These experiments can be nicely explained with the help of

the dependence of the SOPS on the spectral phase of the first-

order spectrum (Fig. 7). For certain parameterizations of the

spectral phase, the second-order power spectrum has no

amplitude at the frequency necessary for the transition, thus

preventing the system from getting excited at all. This can only

happen if the absorption profile of the system is narrow

enough to lie completely in a minimum of the SOPS. Such a

condition can be easily satisfied for atoms, but not for complex

molecules which have very broad inhomogeneous line shapes.

Similarly for a n-photon transition, the n-th order power

spectrum has to be considered in order to interpret the results.

As already mentioned, DFG processes are relevant for multi-

photon transitions that include stimulated emission/dump

processes. This is, for example, the case for Raman-type

experiments, where ground state vibrational modes can be

selectively populated. The population of ground state vibra-

tional modes can occur via the absorption of a photon from

the blue wing of the spectrum and a consecutive stimulation by

a photon of the red wing of the spectrum. Certain spectral

phases can eliminate any amplitude in the respective region of

the SOPS (Fig. 7, third column). If a vibration corresponds to

such a frequency, it will not be excited. By this mechanism,

selective excitation of different vibrational modes can be easily

understood.

The spectral phase of the employed pulses also has the

potential to influence the system under study beyond power

spectrum control. The formation and evolution of the induced

dynamics after the interaction with the laser may be sensitive

to phase information, opening the possibility of actively con-

trolling molecular dynamics via pulses adaptively shaped in

phase and amplitude. The following sections will contain

several experiments revealing the necessity of the phase of

the electric field for the control mechanism.

C. Pump–dump control

After successful implementation in gas phase experiments,35–37

pump–dump control has been applied to several different

problems in the condensed phase,

too.102,103,115–117,120–124,128,221–225 The concept is generally di-

vided into three steps: excitation of the system with the pump

Fig. 7 Examples for phase-modulated laser pulses with Gaussian spectrum centered around l0 = 800 nm and having a spectral width of Dl =

12 nm. The electric field is described as E(o) = A(o)exp[�if(o)], where A(o) is the spectral amplitude. Spectral intensity I(o) p |E(o)|2 (first

column, black solid line) and spectral phase f(o) (first column, blue dotted line), temporal intensity profile (second column) and the intensity

(amplitude square) of the SOPS (third column for DFG, fourth column for SFG) are shown for four different spectral phases. The SOPS of the

unmodulated laser pulse is also shown as a dotted line for comparison. The four spectral phases are: (a) f(o) = 0: unmodulated spectral phase,

creating a bandwidth-limited laser pulse; (b) f(o) = p/3sin[500 fs/rad(o � o0)]: a sinusoidal phase, creating a pulse train; (c) f(o) = �500 fs(o �

o0) for o o 2.36 rad fs�1 (l 4 798 nm), f(o) = +500 fs(o � o0) for o 4 2.36 rad fs�1 (l o 798 nm): a triangular spectral phase, creating a

colored double pulse whose first subpulse is higher in intensity and consists of lower frequency components than the second one; (d) f(o) = 1/

2(5000 fs2)(o � o0)
2 + 1/6(106 fs3)(o � o0)

3: a polynomial spectral phase of third order, creating a pulse train with decreasing subpulse intensity.
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pulse, a second interaction after a certain period of time with

the dump pulse, and the final detection step (Fig. 8). In some

gas phase experiments the second pulse acts both as the

controlling dump pulse as well as the detection pulse. The

time delay between the first and the second laser pulse

represents the control parameter, which governs the reaction

outcome. Although this concept is generally labeled a

pump–dump scheme, instead of dumping the population to

a lower state, the population can also be transferred to higher

excited states or be re-pumped after having repopulated the

ground state PES.

Different reaction channels can be accessed selectively de-

pending on the pump–dump delay time. The time delay often

provides valuable information about the reaction process. An

early application of pump–dump and pump–repump control,

respectively, in liquids has been demonstrated by Troe and

coworkers in 1995 on stilbene in n-pentane and methanol.221

This very well investigated molecule can undergo cis–trans

isomerization or, as an alternate channel, perform an electro-

nic rearrangement process and form dihydrophenanthrene

(DHP).226 In the experiment of the Troe group, cis stilbene

is excited onto the first excited (S1) PES, where it can isomerize

to form trans stilbene. This process occurs rapidly within

0.5 ps when methanol is used as solvent and within 1 ps in

the case of n-pentane. With a second laser pulse the trans

stilbene molecules produced are re-excited to the S1 PES. The

resulting fluorescence is collected and monitored in depen-

dence on the time delay between the first and second laser

pulse. This probe signal is proportional to the amount of

excited trans molecules. The highest fluorescence yield is

obtained for a delay time of 10 ps for stilbene in methanol

and about 15 ps for stilbene dissolved in n-pentane. The

temporal evolution of the fluorescence signal thus reveals the

cooling process of the trans stilbene molecules produced. This

experiment nicely illustrates a specific example that

pump–dump and pump–repump schemes can be utilized to

influence molecular dynamics by selective re-excitation of a

certain reaction channel.

Due to the relatively long time duration between the pump

and the dump pulse of up to several tens of picoseconds in the

previously discussed example, coherent wave packet motion

does not play a key role in that specific case. This is different in

two other experiments reported by the group of Anfinrud115

and by Ruhman et al.,117 which take advantage of the position

of the wave packet on the S1 PES. They investigated the

molecule retinal embedded in the protein bacteriorhodopsin.

Following photoexcitation, this molecule undergoes an iso-

merization reaction from the all-trans to the 13-cis configura-

tion. The amount of produced 13-cis isomers and the

stimulated emission signal of the excited molecules are inves-

tigated with regard to the dependence on the temporal position

of a second pulse (the dump pulse) which induces a transition

from the S1 PES back to the ground state (S0) PES (and a

contribution of excited state absorption as well) close to a

conical intersection. To probe the dump-pulse effect on the 13-

cis isomer yield, transient absorption spectroscopy is em-

ployed. Without the dump pulse, the initially excited wave

packet will evolve on the S1 PES (where fluorescence can

occur) and reach a conical intersection, where it can descend

to the S0 PES. This transition through the conical intersection

leads with 35% probability to the trans isomer, while in 65%

of all excitations with unshaped light, the 13-cis isomer is

formed.166 With a dump pulse, part of the wave packet is

transferred back to the S0 PES (and partially to higher-lying

states), before it reaches the conical intersection. This reduces

the stimulated emission monitored for times after the dumping

act, because the population is transferred back to the ground

state, prohibiting any more fluorescence. This can be seen in

Fig. 9, showing results from an experiment in which the

stimulated emission is measured with and without a dump

Fig. 8 Sketch of the Tannor–Kosloff–Rice scheme.32,33,35,76 A wave

packet is created on the first excited PES by an ultrashort pump pulse.

With the help of a second laser pulse of the proper wavelength and

time delay with respect to the excitation event, the wave packet can be

dumped into the desired product channel.

Fig. 9 Pump–dump–probe experiment on retinal in bacteriorhodop-

sin.115 Temporal behaviour of the stimulated emission at 900 nm

without (open circles) and with (closed circles) a 780 nm dump pulse

coming 450 fs after the 600 nm pump pulse. The triangles mark the

ratio of the two signals. Also displayed are the instrument response

function of the pump and the dump pulses used in the experiment.

Reprinted from F. Gai, J. Cooper McDonald and P. A. Anfinrud,

J. Am. Chem. Soc., 1997, 119, p. 6201, with permission from the

authors and the American Chemical Society. Copyright 1997 Amer-

ican Chemical Society.
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pulse. As a consequence, the amount of 13-cis isomers pro-

duced will also be reduced, as has been detected in the study by

Ruhman et al.117 Besides this control aspect, careful analysis

of the corresponding transients provides new information

about the early dynamics in the isomerization cycle of retinal

in bacteriorhodopsin. This successful control scheme of the

retinal photoisomerization reaction in bacteriorhodopsin has

been extended recently by additional pulse shaping of the

dump pulse,128 as will be discussed in section IVC.

Extensive pump–dump studies have been performed on the

photoactive yellow protein system and derivates by the group

of van Grondelle.120–124 Similar to the experiments discussed

above, van Grondelle and coworkers investigated the change

in stimulated emission and the bleach recovery dependence on

the time delay between a pump and a dump pulse connecting

the S1 and S0 PESs. The stimulated emission drops in the

presence of a suitable dump field and consequently, the bleach

signal is reduced as well due to the repopulation of the ground

state. While in general both signals are strictly correlated, this

is not the case for the given molecular system and thus part of

the dumped population is not directly transferred to the

ground state by the dump pulse, but to another ground-state

intermediate state. Such a ground-state intermediate state

cannot be detected by pure transient spectroscopy methods.

This example demonstrates the potential of identifying and

manipulating molecular dynamics with the help of

pump–dump schemes for the yellow protein and derivate

systems even without exploiting the dependence of a product

signal on the delay time to achieve quantum control.

Laser pulse sequences can also be used to generate certain

desired transient chemical species for further investigation if

they are not available otherwise. This is for example necessary

if the dynamics of the molecule I2
� dissolved in ethanol are the

point of interest,103 which can be produced by irradiation of

I3
� with light of the proper wavelength. After thermal equili-

bration the produced I2
� is available for spectroscopic studies.

Further laser excitation finally results in dissociation of I2
�

into I� and I.

Due to its potential for controlling chemical reactions and

providing insight into reaction mechanisms, the pump–dump

scheme is a widely applied concept. The induced dynamics can

easily be explained in the time domain and often an intuitive

interpretation of the control mechanism is possible. The

efficiency of chemical reactions often depend sensitively on

multipulse control schemes. To obtain an optimized reaction

yield, other parameters such as the wavelength or the shape of

the individual laser pulses have to be optimized, besides the

temporal spacing of the laser pulses. This can be done effi-

ciently by multiparameter control schemes (section IV).

D. Control with linear chirp

In various experiments chirped laser pulses have proven to be

essential to optimize the dynamics of different condensed

phase systems.58,97,104,164,227–236 A simple way to produce a

linearly chirped laser pulse is to generate a second-order

spectral phase with an adequate pulse shaper. Earlier experi-

ments often employed a setup of two gratings or two prisms in

a folded geometry that could be adjusted in order to introduce

chirp. Also, simply sending the laser pulse through dispersive

material leads to a positive linear chirp.

Chirped laser pulse excitation has a strong impact on the

excited-state population of solvated molecules. This effect was

first investigated by Shank and coworkers.228 In a high-

intensity regime, the number of excited molecules can be

enhanced using positively chirped laser pulses, and reduced

with negatively chirped laser pulses. This observation can be

interpreted within the Tannor–Kosloff–Rice pump–dump

scheme presented in section IIIC. Molecules for which the S0
and S1 minima do not coincide with respect to the reaction

coordinate can have a non-equilibrium population in the S1
state after excitation that moves from higher to lower potential

energy gaps between S1 and S0. This causes a shrinking energy

separation of the PESs with respect to the center of mass of the

wave packet. In a negatively chirped laser pulse, the light

frequencies decrease with time. Therefore, the temporal fre-

quency arrangement follows the energy separation marked by

the wave packet’s center of mass. A second interaction with

the excitation laser pulse can thus dump a certain fraction of

the amplitude back to the ground state. This effect is sup-

pressed in the case of positive chirp values in which the low

frequencies come first and the high frequencies come last

(Fig. 10a).

An example for this behavior is presented in Fig. 10b for the

dye molecule IR140 (5,50-dichloro-11-diphenylamino-3,30-

diethyl-10,12-ethylene thiatricarbocyanine perchlorate) dis-

solved in methanol, excited with differently chirped 800 nm

laser pulses as performed in our group.237 To get a signal

Fig. 10 Intrapulse pump–dump chirp control. (a) Scheme of the

potential energy surfaces illustrating the intrapulse dumping and

pump–dump mechanisms. The excited state wave packet is initially

created in the Franck–Condon (FC) region of the S1 PES. Due to

intrapulse dumping, the fluorescence yield is higher for positively

chirped laser pulses than for negatively chirped laser pulses. (b)

Dependence of the stimulated emission of the molecule IR140 on

the second-order spectral phase in a high-intensity regime.237
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proportional to the amount of excited-state population, the

stimulated emission at 870 nm is measured in a transient

absorption experiment. The presented curve agrees well with

the theoretical and experimental findings of other groups

concerning comparable systems.58,228,230

Similar experiments have been performed on other dye

molecules228 and also on biomolecular systems.230 The find-

ings of these experiments are especially interesting with respect

to the interpretation of multiparameter experiments, in which

the laser-induced fluorescence yield is chosen as control objec-

tive.58,112 This observable is proportional to the excited-state

population and therefore the above mechanism must be

considered in the interpretation of the optimal laser pulse

shapes.

In a further experiment the group of Shank investigated the

selective excitation of wave packet motion using chirped laser

pulses.227 Very often emission and absorption bands of mole-

cules strongly overlap. Pump–probe signals in this regime will

reflect both the excited state as well as the ground state

dynamics. A very short exciting laser pulse induces a wave

packet on both S0 and S1. In analogy to the above discussed

intrapulse dumping mechanism, chirped laser pulses can en-

hance or reduce the different oscillating components. Down-

chirped laser pulses, which have proven to efficiently dump the

excited-state population, will favor the creation of a non-

stationary ground-state hole,164 because several vibrational

levels on S0 can be populated with S1 as an intermediate state

(an impulsive resonant Raman process, see also section IVB).

Therefore, a ground state oscillatory component to the overall

signal will be increased when down-chirped pulses are used for

the excitation. The effect is the opposite for positively chirped

laser pulses, where the temporally increasing laser frequency

leads to excitation of higher-lying S1 states rather than a dump

mechanism back to S0.

As the vibrational dephasing time depends on the region of

the PES and the given electronic state, this different behavior

for oppositely chirped pulses can be visualized. For the

molecule LD690 (which exhibits a 586 cm�1 ring-breathing

mode) dissolved in methanol the dephasing time for low-lying

vibrational states of S1 is roughly 3 ps, for low-lying vibra-

tional states of S0 at least 10 ps, and for higher vibrational

states about 1 ps for both the S0 and the S1 PES.227 Down-

chirped pump pulses can cause oscillations (dominated by S0
contributions) in the measured signal that are significantly

different from those for up-chirped pulses (where S1 contribu-

tions dominate). This is illustrated in Fig. 11, where the probe

wavelength is set to the blue edge of the pump pulse spectrum.

For up-chirped pump pulses, the measured signal reflects the

decay of high-lying vibrational S1 states, while for down-

chirped pulses, the oscillations originate from lower-lying S0
states and therefore persist for a longer time. Several groups

performed this kind of experiment on various dye mole-

cules227,232,236 and even on the complex system retinal within

bacteriorhodopsin.164

With chirped laser pulses, selective excitation of wave

packet motion and control of the amount of excited molecules

and the shape of the induced wave packet are possible.

Bardeen et al. showed that the spreading of propagating wave

packets can be counteracted by the chirp of the pump laser

pulses.97 They have investigated the wave packet dynamics of

I2 in a Kr matrix at 15 K, which they have excited with a pump

pulse at 565 nm and then repumped at 394 nm. They mon-

itored the subsequent laser-induced fluorescence at 430 nm as

a function of the chirp of the pump pulse and of the delay

between pump and repump laser pulses. The resulting signal

for positively chirped laser pulses shows less structure when

pump and repump are a few picoseconds apart than for

negative chirp excitation. The PES, on which they induced

the wave packet, is anharmonic. The more anharmonic, high-

er-lying vibrational levels have a longer oscillation period than

the components of lower vibrational energy. To have a

focused wave packet the higher components must be excited

earlier in time than the lower components, which can be

achieved with a negatively chirped laser pulse, in which the

high frequencies precede the low ones. A positively chirped

laser pulse will have the opposite effect. This experiment97 is a

nice demonstration that it is possible to control the shape of

the wave packet by shaped excitation laser pulses such that the

wave packet is focused later in time at a different position on

the PES.

Chirped laser pulses have also proven to be very helpful in

coherent anti-Stokes Raman scattering (CARS) experiments.

Using laser pulses with a non-zero second-order spectral phase

can help improve the resolution in CARS experiments.234,235

Besides this resolution improvement, chirped laser pulses in

CARS experiments can also enable selective excitation of

vibrational modes.233 In these experiments by the group of

Kiefer and Materny,233 performed on diacetylene single crys-

tals, they achieved nearly exclusive excitation of one single

mode, while the CARS transient in the case of transform-

limited excitation laser pulses showed several features. Em-

ploying chirped laser pulses and multiparameter schemes in

Raman spectroscopy will be further discussed in section IVB.

Fig. 11 Experiment on the selective excitation of wave packets.164

Transient absorption signal of the molecule LD690 dissolved in

methanol at a probe wavelength of 580 nm and a pump pulse whose

spectrum spans a wavelength region from E560–680 nm. The three

transients show only the oscillatory component in the case of posi-

tively chirped, negatively chirped and transform-limited excitation.

Reprinted from C. J. Bardeen, Q. Wang and C. V. Shank, J. Phys.

Chem. A, 1998, 102, p. 2759, with permission from the authors and the

American Chemical Society. Copyright 1998 American Chemical

Society.
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An interesting application of chirp control has also been

demonstrated on the issue of selective excitation of vibrational

levels with the help of a ladder-climbing mechanism. Ladder

climbing in the condensed phase has been demonstrated by the

group of Heilweil on the molecule W(CO)6 in n-hexane solu-

tion.229,238 Using laser pulses in the infrared region, higher-

lying vibrational levels can be populated by climbing of a

vibrational overtone ladder with several adequate infrared

photons. This mechanism has been demonstrated to be de-

pendent on the second-order spectral phase of the pump laser

pulse.229 Unchirped and positively chirped pump pulses lead

to predominant population of the n = 1 level, while with

negatively chirped laser pulses significant excess population in

the n = 2 level is produced (Fig. 12). Controlling the popula-

tion of different vibrational levels is especially interesting with

respect to controlling dynamics on the ground state PES.

It has been shown for experiments in the gas phase that this

ladder-climbing process can lead to dissociation of the mole-

cules.239 As already indicated in the experiments by Heil-

weil,229 and also in the gas phase experiment presented in

ref. 239, negatively chirped laser pulses have a higher dissocia-

tion yield than unchirped or positively chirped laser pulses. It

is assumed that in the case of the molecule studied by the

group of Heilweil, population of the levels higher than n = 7

leads to dissociation of the system.240 Recently Motzkus and

coworkers have shown that the population of the n = 6

vibrational level is possible for W(CO)6 in the liquid phase

by using femtosecond laser pulses whose spectrum covers the

associated transition energies and whose peak intensity is high

enough to allow population of the high levels.240 Although

dissociation by directly influencing the ground state dynamics

has not yet been demonstrated in the liquid phase, the

presented experiments are very encouraging with respect to

this possibility.

These discussed examples of chirp control of different

quantum mechanical systems show the essential influence of

the spectral phase on the ensuing dynamics. Population trans-

fer, wave packet motion and the excitation of vibrations have

been shown to depend crucially on the linear chirp of the

exciting laser pulse. Other applications such as improving the

resolution of CARS experiments also take advantage of

chirped laser pulses.

The presented experiments on wave packet focusing using

chirped laser pulses visualize, among others, the dependence of

the excited state dynamics on the phase of the excitation laser

pulse. It can be seen that the behavior of the wave packet

seriously affects the reaction outcome. Controlling the wave

packet motion can therefore optimize the kinetics of the

molecular system.

Using more sophisticated spectral phase functions will open

up a more complex control of the dynamics. Such phase

functions can be realized with the multiparameter control

schemes presented in the next section. Several experiments

discussed there demonstrate the influence of the phase to given

control problems and prove the high potential of multipara-

meter control approaches to control the outcome of reactions

even in the condensed phase.

IV. Multiparameter control

After the first multiparameter control experiments using a

closed learning loop by the groups of Wilson,58 Silberberg8

and Gerber,9 a growing number of experiments have been

published on this topic for gas phase and also for condensed

phase systems.

For better structuring, this section will be divided into

different categories. Selective electronic excitation is treated

first because influencing the fluorescence yield is the most

common control objective.58,104–108,110–114,119,129,241–243 The

second subsection deals with several experiments that provide

methods to influence the vibrational dynamics of a system.

Finally the last subsection will present experiments with com-

plex reaction types, especially on the topics of energy flow and

molecular isomerization.

Fig. 12 Selective excitation of different vibrational levels.229 Infrared

transient difference spectra for W(CO)6 in n-hexane at a probe delay

time of 40 ps. The upper panel shows the result for positively chirped

laser pulses, the middle for unchirped laser pulses and the lower for

negatively chirped laser pulses centered near 1978 cm�1. The signal of

the n = 1 population is visible at 1967 cm�1 and the one of n = 2 at

1950 cm�1. At 1982 cm�1, the bleach of the n = 0 ground state is

visible. From the three panels, it is clearly visible that negatively

chirped laser pulses can efficiently populate the n = 2 level, while

positively chirped laser pulses discriminate against it. Reprinted from

Chem. Phys., 233, V. D. Kleiman, S. M. Arrivo, J. S. Melinger and E.

J. Heilweil, Controlling condensed-phase vibrational excitation with

tailored infrared pulses, 207–216, Copyright 1998, with permission

from Elsevier and from the authors.
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A. Selective electronic excitation

The very first adaptive femtosecond quantum control experi-

ment has already been performed on a rather complex dye

molecule in the liquid phase.58 The control objective was

maximization of the ratio of the fluorescence to the laser pulse

energy on the one hand and the enhancement of the fluores-

cence yield in total on the other hand. Five laser pulse

parameters could be altered using a genetic algorithm in order

to achieve an optimal result, namely amplitude, second- and

third-order spectral phase, the center frequency, and the

spectral width of the laser pulse. For the first objective the

determined laser pulse was shifted to the absorption maximum

of the molecule and had a narrow spectrum. This ensures a

high number of excited molecules and therefore a high fluor-

escence yield in relation to the laser pulse energy. The second

control objective of maximizing the total fluorescence results

in a strongly positively chirped laser pulse covering a broad

spectral range. This laser pulse was 1.3 times as efficient as a

transform-limited laser pulse. The control mechanisms can be

explained by intrapulse dumping as shown in the experiments

in section III D.

In case of very broad (inhomogeneous) lines, the full SFG

region of the SOPS (Fig. 7, fourth column) can contribute to a

two-photon excitation. One can see from Fig. 7 that for all

spectral phases the SOPS never exceeds the one for a band-

width-limited pulse, which hence excites best. This intensity

dependence inheres in multiphoton excitation of very broad

lines, and thus prevents gathering information about the

system from adaptive pulse-shaping experiments, since only

the trivial solution of a bandwidth-limited pulse is obtained

(see also section III B). Our group showed that this intensity

dependence can be circumvented by using the ratio of the two-

photon induced emission to the SHG yield as control objec-

tive.108 SHG is an intensity-dependent effect and can be thus

used as a ‘‘reference signal’’. The successful control of the

emission : SHG ratio demands pulse shapes that are adapted

to the electronic structure or the dynamic needs of the

molecule in solution. To demonstrate this concept, we success-

fully maximized and minimized the emission : SHG ratio for

the molecule [Ru(dpb)3](PF6)2 (Ru(4,40-diphenyl-2,20-bipyri-

dine)3(PF6)2) dissolved in methanol (see Fig. 13a). This mole-

cule can be excited via two 800 nm photons. After

nonradiative transfer from the initially populated 1MLCT

(metal-to-ligand charge transfer) state to the 3MLCT state,

the ground state is populated by emitting a photon (see Fig.

13b). This emission versus the SHG can then be used as

feedback signal. To visualize the full data set, a scatter plot

with the SHG on the x-axis and the emission on the y-axis has

proven to be very helpful (Fig. 13c and d). In the case of an

emission-only optimization, the emission yield is strictly cor-

related with the SHG outcome for the same pulses, and hence

the tested pulse shapes from the optimization are grouped

around a line with a slope of 1 in the scatter plot of Fig. 13d

and e. In the case of the minimization and maximization of the

emission : SHG ratio, two separate distributions of data points

can be observed in the respective scatter plot (Fig. 13c). This

indicates that due to the control objective, the learning algo-

rithm evaluates pulse shapes in distinct regions of the variable

space. The two lines with the slopes 0.46 and 1.62 mark the

minimum and the maximum ratio achieved by pulses found in

the respective optimizations. In comparison with the emission-

only optimization, the scatter plot visualizes the successful

removal of the intensity dependence by the chosen control

objective. Because of the chosen control objective, the evolu-

tionary algorithm has to find pulse shapes which are adapted

to the electronic structure and molecular needs. The formation

of such pulse shapes is illustrated in Fig. 13f for the case of the

emission : SHG maximization and in Fig. 13g for the emission

Fig. 13 (a) Drawing of the metal-to-ligand charge transfer (MLCT)

chromophore. (b) Scheme of the multiphoton control methodology.

The 1MLCT band is excited via two photons. The emission from the

lower 3MLCT state is used as a feedback signal. (c) Removing the

intensity dependence in the control of two-photon electronic excita-

tion. The molecular system was Ru(4,40-diphenyl-2,20-bipyridine)3

(PF6)2 in methanol. (c) Scatter plot of the emission vs. SHG.

The values from an adaptive maximization (solid circles) and a

minimization (open circles) of the emission : SHG ratio are plotted.

The solid lines have a slope reflecting the ratio of the best pulse from

either of the two optimizations. The dashed line represents the ratios

for unshaped pulses. (d) Values taken for the two observables from an

emission-only maximization. (e) Subset of the emission-only maximi-

zation values, for the same range as in (c). (f) Evolution of the fittest

pulse shape after different generations in the Husimi representation

during the emission vs. SHG maximization (fittest laser pulses of

generations 1, 10, 21, and 40). (g) Evolution during the emission

vs. SHG minimization (fittest laser pulses of generations 1, 10, 20,

and 40).108
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: SHG minimization, respectively. In the maximization case,

one can see that certain features are common in the fittest

pulse shapes from different generations. These features are

further adjusted in later generations and play a specific and

important role in the excitation process. In the minimization

case, the pulses found during the optimization are less struc-

tured than for the maximization. A comparison reveals that

frequency components below 2.335 fs�1 lack significant in-

tensity for the minimization, while distinct features in this

regime are observed for the maximization. Thus, optimal pulse

shapes and their evolution may provide insight into the under-

lying control mechanisms, that can be further studied by

additional experiments, for example by reducing the problem

complexity using parameterized scans (see for example the

excitation of a-perylene at the end of this subsection).

Based on this optimization of two-photon excitation versus

SHG, our group then investigated the possibility to selectively

excite either of two different types of dye molecules in solution

by two-photon absorption with shaped laser pulses.105 The

two molecules considered here were [Ru(dpb)3](PF6)2 and

DCM (4-dicyanomethylene-2-methyl-6-p-dimethylaminostyr-

yl-4H-pyran). Again the measurement of spontaneous emis-

sion provided an indicator for the fraction of excited molecules

of each type. The challenge in this case was that both

molecules exhibit the same spectral behavior in their absorp-

tion profiles within the accessible range, so that wavelength-

selective excitation does not work. The question here was

whether it is possible to selectively excite one type of molecule

with respect to another even if they have identical absorption

spectra. The route to success lies in quantum control schemes

that exploit specific wave packet propagation after the initial

Franck–Condon transition. This propagation can be different

for the two molecules.

For comparison, several single-parameter scans were per-

formed first. For unshaped laser pulses, the ratio of the two-

photon ground state absorption of the two molecules does not

change over the bandwidth accessible with the laser system

used (Fig. 14c). Therefore, using unshaped laser pulses, both

molecules will fluoresce to a certain amount and changing the

absorption wavelength will not change this situation signifi-

cantly. Also, varying the second-order spectral phase from

�20 000 to +20 000 fs2 (Fig. 14b) or changing the laser pulse

energy from 50 to 250 mJ (Fig. 14a) does not affect the

emission ratio. The individual transition probabilities for the

two molecules vary, but vary exactly in the same way (e.g.

more intensity, more excitation) for both types, so the ratio

remains constant. In contrast, with the help of adaptive

femtosecond multiparameter control, it is possible to deter-

mine a laser pulse shape that changes this ratio by a factor of

1.5 (Fig. 14d) and hence increases the excitation probability

selectively for one species. Since the initial Franck–Condon

transition properties are identical for both systems (Fig.

14a–c), the control mechanism has to be based on the laser

pulse interaction with the excited state wave packet after the

initial excitation step. As the single parameter control mechan-

isms could not change the fitness significantly, a non-trivial

coherent manipulation of excited state photophysics is a likely

control mechanism. This experiment demonstrated the possi-

bility of selective two-photon excitation even for molecules

with similar one-photon and two-photon absorption spec-

tra.79,105,244 Such a selective two-photon excitation in the

condensed phase achieved by coherent control techniques

has a variety of applications in spectroscopy and microscopy.

In recent years, several groups have demonstrated its applic-

ability,105–108,129,242,245–250 e.g. Dantus and coworkers who

performed selective two-photon excitation of molecules

Fig. 14 Photoselective molecular excitation: Emission ratio of DCM (4-dicyanomethylene-2-methyl-6-p-dimethylaminostyryl-4H-pyran) versus

Ru(4,40-diphenyl-2,20-bipyridine)3(PF6)2 for different quantum control schemes. Both dye molecules are dissolved in methanol. (a) Emission ratio

dependence on the laser pulse energy of the unshaped excitation laser pulse; (b) variation of the linear chirp; (c) scanning of a symmetric and

rectangular spectral window of 5 nm width over the laser spectrum; (d) adaptive multiparameter optimization curve. Husimi representation of

different pulse shapes used in the experiment: (e) unshaped laser pulse; (f) linear chirp of 2 � 104 fs2; (g) the optimized electric field from the last

generation of (d).105
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through scattering biological tissue246,247,250 or depending on

the pH value of the environment.242,245 Such optimized laser

pulses as determined in our experiment could be helpful in

two-photon excited fluorescence microscopy in the case of

chromophores that have identical or near-identical two-

photon spectra. Fig. 14e–g show the experimental Husimi

representations for different laser pulse shapes. Fig. 14e re-

presents the Husimi trace for a bandwidth-limited pulse and

Fig. 14f the Husimi trace for an exemplary linearly chirped

pulse, as used in the chirp scan. The shape of the optimized

pulse is shown in Fig. 14g.

Very recently a nice experiment has been published that

investigates the two-photon excitation efficiency of a-perylene

crystals on the one hand and perylene in chloroform solution

on the other.113,114 To measure the two-photon excitation

efficiency, the fluorescence signal was again recorded. Inter-

estingly, for both states of aggregation, very similar laser pulse

shapes have been the optimal solution to the given problem,

showing a characteristic laser pulse train. The optimized laser

pulses, obtained from the crystal experiment, even enhanced

the fluorescence in the solution experiment and vice versa.

Additional double-pulse experiments were carried out. In Fig.

15a the relative phase between the individual laser subpulses is

scanned for a pulse separation of 90 fs and in Fig. 15b the laser

pulse separation (‘‘pulse interval’’113) is varied for two fixed

values of the relative phase difference of the individual sub-

pulses. The plots show the dependence of the fluorescence

intensity on the different parameters and confirm the findings

of the feedback experiment for the case of the measurement in

chloroform. From the similarity of the laser pulse shapes for

the crystal and the solution experiment one can conclude that

intramolecular processes play a major role in the control

mechanism. In contrast to the electronic coherence, the vibra-

tional coherence lasts longer than 1 ps in the investigated

systems. The revealed laser pulse interval matches the period

of vibrational motion that is strongly coupled with the elec-

tronic transition. Because of these reasons, the coherent

excitation of vibronic states is thought to control the intra-

molecular vibrational-energy redistribution pathway and is

responsible for the excitation efficiency increase.

The latter experiment can be interpreted in the context of a

seminal experiment by Weiner et al.,251 who have also used a-

perylene crystals, but concentrated on the selective excitation

of a certain vibrational mode. While in this subsection we have

exemplified the power of pulse shaping for controlling electro-

nic transitions, the next subsection addresses its potential for

vibrational spectroscopy.

B. Control of vibrational excitation

In coherent vibrational spectroscopy, optimization experi-

ments are normally not performed via shaped MIR electric

fields, as laser pulse shaping in the MIR is hard to accomplish

(though this is likely to change in the near future with the

recent development of direct MIR pulse shaping by Zanni and

coworkers212). Nevertheless, several technological realizations

have been developed205–212 and have been used to study

chemical reactions in the liquid phase. For instance, as already

mentioned, the group of Heilweil has employed chirped MIR

laser pulses to study ladder climbing in liquid W(CO)6 (Fig.

12),229 and the group of Martin and Joffre performed ladder

climbing in carboxyhemoglobin.252 Tan and Warren used

shaped MIR laser pulse sequences to measure the optical

free-induction decay of the C–H stretching mode in liquid

chloroform.209

Another method used to reveal the information contained in

vibrational spectra is Raman spectroscopy in its many varia-

tions. As early as 1990, Weiner, Nelson and coworkers251 have

demonstrated mode-selective impulsive stimulated Raman

scattering from molecules in an organic crystal with adapted

excitation laser pulse shapes. They modulated the spectral

phase so that a laser pulse train emerged with a distinct laser

pulse spacing that matched the vibrational period of the

desired mode. This mode could be repetitively driven by the

laser pulse train, while the timing was ineffective for other

modes (see Fig. 7, third column). Thus, both selective excita-

tion and enhancement of a certain vibration were demon-

strated.251,253,254

In 1999, Weinacht et al.255 performed an adaptive control

experiment on stimulated Raman scattering in liquid metha-

nol. Since the Stokes shift was 30 times larger than the laser

bandwidth, the mechanism was not impulsive as in the pre-

viously discussed experiment by Weiner et al. Thus, phase-

shaped intense laser pulses were used that led to self-phase

modulation (SPM) in the methanol sample, resulting in a

Fig. 15 Control of excitation efficiency in a-perylene and perylene in

chloroform. Verification of the result found by adaptive femtosecond

quantum control. The closed-loop multiparameter approach results in

a laser pulse train. The above graphs show the dependence of the

crystal fluorescence on (a) the relative phase between two laser pulses

separated by 90 fs and (b) the laser pulse separation for two different

relative phase values between the two individual laser pulses. Rep-

rinted from ref. 113 with permission from the authors and the

American Institute of Physics. Copyright 2004 American Institute of

Physics.
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spectral broadening (up to white-light generation), which

could principally serve as a stimulated Stokes laser pulse. In

a closed-loop learning control experiment, they were able to

gain control and selectivity over the two spectral signatures

(Stokes emission) of the symmetric and the asymmetric C–H

stretch modes, and enhance or reduce both of them simulta-

neously. Fig. 16a shows the forward scattered spectrum for an

unshaped laser pulse. In Fig. 16b the spectrum is presented for

the case of optimizing the total signal while the peak broad-

ening due to other nonlinear effects is minimized. The fact that

either of the two peaks can be optimized separately is shown in

Fig. 16c, and Fig. 16d shows the spectrum for the control

objective of suppressing both of them. In subsequent experi-

ments14,15 on methanol and on C6H6 and C6D6, they con-

cluded that the control mechanism is an intramolecular

process, based on coupling between the two modes inside each

molecule, rather than shaping the SPM in order to predomi-

nantly seed one mode. Furthermore, the optimal laser pulse

consisted of a laser pulse sequence whose separation matched

the beat frequency of the two modes. This indicated that the

control could have been realized via a quasi-impulsive process

where a beat of the two modes is initially excited and the

energy could afterwards be redistributed impulsively.

These studies represent liquid-phase experiments in which

the special challenges of condensed-phase control become

apparent. A direct interpretation is very difficult due to the

multitude of processes. SPM of the pulse in the medium is

predominantly a third-order process that strongly depends on

the pulse shape. The controlled spectral signatures of the

Stokes emission are of third-order, too. This may result in a

competing interplay so that these signatures are not directly

reflecting the populations of the two vibrational modes any

more, as Spanner and Brumer have shown in a theoretical

study.256,257 Their study also showed that these competing

nonlinear effects allow control over the Stokes emission by

variation of single pulse parameters without the need for a

coherent quantum interference effect in the sample.

A widely used method for nonlinear spectroscopy is CARS.

In this scheme, a pump (opu), a Stokes (oS) and a probe (opr)

beam are employed in order to generate the anti-Stokes signal

at oaS = opu � oS + opr. When the difference frequency

opu � oS coincides with the energy of a vibrational level of the

molecule under study, an enhanced anti-Stokes signal due to

this resonance can be observed. With femtosecond laser

pulses, it is possible to measure the transient behavior of the

induced ground state dynamics, but there are also two major

disadvantages. First, the large bandwidth of the laser pulses

employed in most cases leads to excitation of several modes

simultaneously and to a relatively low spectral resolution.

Second, the short time duration and thus the high peak

intensity leads to strong nonresonant background contribu-

tions.

In liquid phase multipulse CARS, i.e. where two or more

laser pulses are employed, many different techniques have

been developed that utilize one or more tailored femtosecond

laser pulses in order to overcome at least one of these

disadvantages. Even very simple control schemes, for which

no pulse shaper is necessary, lead to an improvement. For

example, one can already succeed by simply introducing linear

chirp in order to enhance the spectral resolution and achieve

limited mode selectivity.233–235,258 More sophisticated ap-

proaches make use of the coherent properties of distinct laser

pulse shapes by introducing coherent control schemes with

pulse shapers.259,260 Again, also in CARS the closed-loop

approach has been applied, through which the electric field

can be optimally adapted to the given molecular system.

Materny and coworkers have demonstrated the usefulness of

this multidimensional adaptation of the excitation step in

condensed phase femtosecond CARS spectroscopy. Among

the controlled processes are mode-selective excitation and

suppression of certain modes.258,261–263 The method has also

provided a handle on the mode decay times and on the relative

phases between vibrational modes.

As the spectral width of femtosecond lasers can span several

vibrational levels, a single laser pulse in combination with a

pulse shaper is sufficient to obtain high-resolution CARS

spectra and coherently influence the excitation. This field has

been pioneered by Silberberg and coworkers181,183,264–266 who

have introduced several different schemes since 2002 and

applied them to CARS spectroscopy and microscopy. In

analogy to the experiments by Weiner et al.251,253,254 discussed

earlier, the generation of laser pulse trains by imposing

sinusoidal spectral phase patterns upon the laser pulse leads

to selective excitation of a certain mode, while scanning the

laser pulse spacing allows one to record Raman spec-

tra.183,264,266–269 Fig. 17 shows the results of this technique

applied to three different organic substances. The insets visua-

lize the derived Raman spectra from the CARS signal, plotted

Fig. 16 Control of Raman scattering in methanol.255 Forward

scattered spectra for (a) an unshaped laser pulse, (b) a laser pulse

optimizing the total Raman signal while minimizing peak broadening

due to other nonlinear effects, (c) a laser pulse optimizing each mode

independently, and (d) a laser pulse optimized to suppress the Raman

scattering. Reprinted from T. C. Weinacht, J. L. White and P. H.

Bucksbaum, J. Phys. Chem. A, 1999, 103, 10166, with permission from

the authors and the American Chemical Society. Copyright 1999

American Chemical Society.
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as a function of the corresponding periods across the SLM.

This can be easily visualized with the help of Fig. 7b. When the

number of spectral phase oscillations across the spectrum is

scanned (abscissae in Fig. 17), not only the temporal spacing

of the created pulse train (Fig. 7b2) is varied, but also the

modulation in the SOPS. A Raman transition corresponding

to a frequency in the DFG region of the SOPS (Fig. 7b3) may

therefore contribute strongly to the CARS signal (when the

SOPS has a maximum at this frequency), while for another

sinusoidal spectral phase it may not contribute at all (when the

SOPS has a minimum). Fig. 17a shows the outcome of the

measurements with methanol, which has no resonance in the

accessible frequency range, Fig. 17b corresponds to CH2Br2,

having one resonance, and Fig. 17c to (CH2Cl)2, with two

resonances.

Due to the quantum control techniques the achievable

spectral resolution, unmatched by conventional femtosecond

CARS spectroscopy, is more than an order of magnitude

better than the spectral width of the employed laser pulses.

In another approach, only a small part of the laser pulse’s

spectrum is phase-shifted by the pulse shaper, which has an

impact on the resonant CARS signal, and acts as an effective

narrow probe. Thus, whole Raman spectra can be obtained

from the interference of the resonant and the nonresonant

contributions without having to scan any parameter.265,266 In

combination with polarization pulse-shaping first demon-

strated in our group,57,174–176 Silberberg’s group has further

improved this scheme to measure background-free CARS

spectra with high spectral resolution.181,183 Using this techni-

que, they are also sensitive to the relative phase of excited

modes. While one can already achieve a remarkable manip-

ulation of condensed phase Raman spectra by simple schemes

like linearly chirped233–235,258 or differently polarized270 exci-

tation beams, it becomes clear from all the discussed imple-

mentations of pulse shaping that coherent control techniques

have tremendously enriched the field of vibrational spectro-

scopy.

C. Control of energy flow and isomerization

In recent years, there has been an increasing interest in multi-

parameter control experiments dealing with biomolecular

systems.118,119,125,126,129,243 In 2002, the group of Motzkus

published a study on the light-harvesting antenna complex

LH2 from Rhodopseudomonas acidophila.118 This system col-

lects the sun light and makes the energy available to the

reaction center. Part of the harvested light is transferred to a

final acceptor state via two transition states while the rest is

lost due to internal conversion. Both the internal conversion

and the energy transfer process can be monitored by transient

absorption spectroscopy. The corresponding transients are

shown in Fig. 18. With the help of adaptive optimization in

which 64 pulse-shaper pixels were independently varied, a

pulse-train-like optimal laser pulse is obtained, which en-

hances the internal conversion process in relation to the energy

transfer. Based on this finding, the group repeated the experi-

ments using sinusoidal phase patterns which result in a pulse

train whose spacing, modulation depth and phase differences

can be influenced by three parameters. These experiments

showed that pulse trains with a spacing of 250 fs efficiently

increase the internal conversion. To demonstrate the coher-

ence in the control mechanism, the parameter influencing the

temporal phase between consecutive subpulses was scanned,

which resulted in a modulation of the internal conversion to

energy transfer ratio. Although it was not possible to increase

the efficiency of the energy transfer beyond the limit given by

nature, the experiment very nicely demonstrated the potential

to influence reactions in complex biomolecular systems with

tailored laser pulses. This experiment impressively demon-

strated for the first time that biological systems can be

coherently manipulated with tailored light pulses.

The first adaptive control of a liquid phase isomerization

reaction was demonstrated in our group using the example of

Fig. 17 Liquid phase single-pulse CARS spectroscopy of three

organic substances.264 As laser pulse trains are generated by different

sinusoidal spectral phase patterns, the CARS signal is plotted as a

function of the corresponding periods across the spatial light mod-

ulator (SLM). The derived Raman spectra are shown as inset. The

three data sets correspond to (a) methanol (no resonance in the

accessible frequency range), (b) CH2Br2 (one resonance), and (c)

(CH2Cl)2 (two resonances), where the CARS signal shows a clear

beating between the two accessible Raman modes. Reprinted with

permission from the authors and from Macmillan Publishers Ltd: N.

Dudovich, D. Oron and Y. Silberberg, Nature, 2002, 418, 512, Copy-

right 2002.

Fig. 18 Controlling the energy flow in LH2. The transient with

positive absorption values visualizes the internal conversion process

and the lower transient the energy transfer to the reaction center. Thin

line: transform-limited excitation; thick line: transients for excitation

with optimized laser pulses. A typical shaped laser pulse is sketched as

well. As feedback for the internal conversion process the shaded region

is taken and in the case of the energy transfer, the asymptotic signal.

Adapted by permission from the authors and from Macmillan Pub-

lishers Ltd: J. L. Herek, W. Wohlleben, R. J. Cogdell, D. Zeidler and

M. Motzkus, Nature, 2002, 417, 533. Copyright 2002 (ref. 118).
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a dye molecule dissolved in methanol.109 This dye molecule

(NK88) exists in the isomer forms trans and cis. At room

temperature, only the trans isomer is present. After electronic

excitation to S1, the repopulation of the ground state can lead

either to regions of the PESs corresponding to cis or back to

the original trans configuration. The time-resolved pump–

probe transient absorption spectra are shown in Fig. 19c for

400 nm pump pulses and probe wavelengths covering the

complete visible range. Around 400 nm pump depletion occurs

(Fig. 19a), while at 460 nm and at late delay times the

absorption signals of the produced cis isomers can be mon-

itored (Fig. 19b). At 500 nm stimulated emission is present,

excited state absorption can be recorded at wavelengths

around 360 nm, and also around 900 nm where stimulated

emission takes place as well. A combined experimental and

theoretical analysis suggested two-time dynamics on the ex-

cited state (2–3 ps and 9 ps) and a hot ground state absorption

with a decay time of about 10 ps.271,272 In order to detect the

isomerization efficiency, the amount of produced cis isomers

as well as the amount of excited molecules were measured by

transient absorption spectroscopy. Changing the ratio of these

two signals corresponds to influencing the isomerization effi-

ciency, i.e. the quantum yield. As can be seen in Fig. 19 both

enhancement (Fig. 19b) as well as reduction (Fig. 19c) of the

isomerization efficiency could be achieved.

A theoretical study by Hoki and Brumer273 investigated

possible control mechanisms for a model isomerizing system

similar to the molecule NK88. Their theoretical model com-

prises a one-dimensional motion plus decoherence by consid-

ering system–bath coupling, while it does not take into

account excitation to other electronic states, multi-dimen-

sional motion or nuclear vibrational modes. Nevertheless,

the accordance of the simulated electric fields273 with the

experimental ones109 is remarkable. Several theoretical studies

have addressed the controllability of cis–trans isomerization in

dye molecules, confirming its feasibility with femtosecond

laser pulses. Among them are both calculations taking into

account interactions with solvent molecules273,274 and those

considering isolated molecules.274–277 The work by Hunt and

Robb277 suggests that controlling the initial momentum dis-

tribution of the wave packet on a multidimensional excited

state PES is a means to influence the reaction outcome.

Experimental evidence for such a scenario is discussed in a

recent experiment by Yartsev and coworkers278 who manipu-

lated the absolute isomerization yield of the dye 1,10-diethyl-

2,20-cyanine in solution by applying a closed-loop optimal

control scheme.

Other theoretical works have also investigated how to

control isomerization reactions, though mostly not in the

condensed phase. A very prominent example studied in both

Fig. 19 Pump–probe transient absorption spectroscopy of the molecular dynamics of NK88 at a pump wavelength of 400 nm: Transient

absorption signal at probe wavelengths of (a) 400 nm and (b) 460 nm. Black shows the experimental data points, while red marks fitted curves. The

individual contributions to the fits are also shown to visualize the different time constants, while insets show the behavior of the transients during

the first 50 ps. At 400 nm, pump-depletion is visible, while the absorption signal around 460 nm represents the amount of produced isomers. For

more information and detailed modeling of the underlying processes see ref. 271 and 272. (c) Spectrally resolved transient absorption signal with

probe wavelengths covering the spectral range from 370–950 nm. The z-axis (DA) of the contour plot describes the change in absorption of the

probe beam. While red denotes a high transmission (decrease in absorption) through the sample, purple marks increased absorption of the probe

beam. Control of photoisomerization efficiency of the molecule NK88: (d) maximization and (e) minimization of the cis/trans ratio as a function of

generation using an evolutionary algorithm. The filled dots represent results obtained with shaped laser pulses (average of the ten best individuals).

The open dots show the reference signal obtained with an unshaped laser pulse that is sent after each generation. On the fitness-axis the achievable

ratios for the single-parameter control schemes of laser pulse energy (dark gray, 2s width) and quadratic spectral phase (light gray) variation are

also shown.109
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the gas phase279–285 and liquid environment285,286 is the iso-

merization of the small molecule hydrogen cyanide. The

controllability of very complex systems has also been investi-

gated theoretically, e.g. for the retinal isomerization reactions

in the proteins rhodopsin287,288 and bacteriorhodopsin.289

The latter system, retinal in bacteriorhodopsin, has been

chosen in a very recent experiment performed by Prokhorenko

et al.127 on the control of photoisomerization. At room

temperature the thermodynamically most stable state has all-

trans geometry. After irradiation with light, the system can

isomerize to the 13-cis product state. The absorption of this

product state is monitored at a wavelength around 630 nm.

Using a closed-loop control scheme allowing both phase and

amplitude shaping, the group succeeded in manipulating the

amount of photoproducts by 20% in both directions. The

absorbed number of photons of the optimized and the un-

shaped pulses were the same for all cases. Furthermore the

experiments were performed in a regime where the response is

linear with respect to the absorbed energy. Therefore the

amount of excited molecules is equal for all three cases and

therewith a change in the amount of products means a change

of the isomerization efficiency.

Our group also worked on the control of the isomerization

of retinal in bacteriorhodopsin, continuing our earlier work on

NK88. However, we followed a different objective than that of

the Prokhorenko et al. experiment and implemented control

with shaped dump laser pulses. This pump-shaped-dump–

probe scheme is an extension of the pump–dump work on

retinal in bacteriorhodopsin by the groups of Anfinrud115 and

Ruhman117 presented in section IIIC. In contrast to those

conventional pump–dump schemes115,117 and to experiments

where the excitation pulse is shaped,127 we have used a dump

pulse whose spectral phase can be additionally shaped. Rather

than aiming at optimal excitation we seek optimal de-excita-

tion instead, as illustrated in Fig. 20a. An excited state wave

packet induced by the pump pulse can be manipulated away

from the initial Franck–Condon region, close to the conical

intersection. Depending on the shape of the dump pulse and its

temporal delay with respect to the pump, one can intervene in

the evolution in the excited state.

In our experiment with bacteriorhodopsin, the system is

excited to S3 with 400 nm pulses, from where it descends to S1.

After evolution on S1, part of the population is dumped back

to the all-trans ground state by a near-infrared dump pulse

before it can undergo isomerization to the 13-cis configura-

tion. With the help of adaptive femtosecond quantum control,

the best temporal delay and the best laser pulse shape for the

dump pulse is determined. It turns out that within the spectral

limitation of the laser system used, the pulse shape for most

efficient dumping is given by a nearly transform-limited laser

pulse delayed by 200 fs with respect to the pump pulse (Fig.

20c and d). Therefore with the help of a pump–dump scheme,

the product isomer yield can be influenced. Using transient

absorption spectroscopy, the effect of the pump–dump

process on the isomerization reaction can be recorded. The

evolution curve of this optimization with 128 free phase

parameters is shown in Fig. 20c and the signal level for

unmodulated dump pulses for a delay time of 200 fs is

indicated by the dashed line.

The pump-shaped dump approach has the potential to

guide a wave packet during its propagation to the conical

intersection at which it is transferred to the ground state. In

general, the technique employing shaped dump pulses pro-

vides an additional efficient means to control complex systems

with a broad spectral distribution of transitions. Furthermore,

besides variation of the time delay between pump and dump

pulses and adaptive determination of the optimal dump pulse,

Fig. 20 (a) Sketch illustrating pump-shaped dump control: a PES for

a typical molecule. After S0 - S1 excitation by a pump pulse, the

induced wave packet moves from the Franck–Condon region (FC) to

the conical intersection (CI), where it can decay back to the S0 PES.

With a certain probability, either molecular configuration A or B is

populated. An additional dump pulse can transfer population back to

the ground state before the transition through the conical intersection

occurs. (b) Pump-shaped dump–probe sequence. In this example, the

shaped dump pulse (red hatched) is delayed by t1 with respect to the

pump pulse (blue). The impact of the dump pulse, i.e. the final

population in configuration B, is monitored by the probe pulse (green),

which arrives at a time delay t2c t1 after the pump pulse. (c) Pump-

shaped dump control of retinal in bacteriorhodopsin. Evolution curve

for optimizing the dumping effect. Each data point represents the

average of the ten fittest individuals of one generation. The dashed line

indicates the signal level of an unmodulated laser pulse with a linear

spectral phase of 200 fs. (d) The resulting temporal intensity profile of

the optimal 800 nm dump-laser pulse. The position of the 400 nm

pump pulse is indicated in gray. Reprinted from Chem. Phys. Lett.,

433, G. Vogt, P. Nuernberger, T. Brixner and G. Gerber, Femto-

second pump–shaped-dump quantum control of retinal isomerization

in bacteriorhodopsin, pp. 211–215, Copyright 2006, with permission

from Elsevier (ref. 128).

2490 | Phys. Chem. Chem. Phys., 2007, 9, 2470–2497 This journal is �c the Owner Societies 2007



the versatility of a femtosecond pulse shaper allows one to

record systematic fitness landscapes as a function of selected

pulse parameters, providing additional information on wave

packet evolution and the PESs of the system under study.290

Since the spectra of the dump and the pump pulse may be in

different wavelength regions, the pump-shaped dump–probe

scheme facilitates control of molecular systems away from the

initial Franck–Condon window in regions of the PESs where

the decisive reaction step occurs.

V. Summary and outlook

A. Current femtosecond condensed phase control

In recent years, many groups have developed and demon-

strated a variety of different femtosecond optical control

concepts applicable to condensed phase quantum systems.

Numerous experiments and applications on a high number

of different systems have been realized using these control

methods and have shown their potential to influence molecular

dynamics and chemical reaction outcomes in the condensed

phase.

Single-parameter control schemes have proven to be able to

influence condensed phase systems in various ways. Changing

the excitation wavelength can influence the kinetics of the

reaction, and the region of a PES where a wave packet is

formed can be altered by scanning the excitation wavelength.

Thereby even different electronic PESs can be addressed,

changing significantly the successive dynamics as demon-

strated for the case of dissociation of I3
� into two or three

fragments.

Wave packet dynamics in condensed phase systems can also

be efficiently affected by pump–dump sequences, often a direct

realization of the Tannor–Kosloff–Rice scheme. Various ex-

periments have shown that many control objectives can be

satisfied with pump–dump sequences, for example influencing

isomerization dynamics or the population of a certain state to

a desired time.

In a multitude of experiments the influence of chirped

excitation pulses has been investigated. Chirping the pump

laser pulse can be used to alter the amount of excited mole-

cules, furthermore selective excitation of wave packet motion

and wave packet focusing have been realized. This can be a

very useful mechanism for the control of an intermediate step

in order to alter reaction dynamics at a later time. Besides

these applications of chirped laser pulses, they have also been

used to selectively excite different vibrational modes. This can

be seen as a first step in controlling reactions on the ground

state PES.

These single-parameter control schemes have demonstrated

that it is possible to control many quantum mechanical

condensed phase systems in various ways. The development

of pulse-shaping techniques made it possible to realize more

complex control schemes.

First experiments employing such pulse-shaping techniques

have been applied to the condensed phase for problems deal-

ing with the excitation efficiency of quantum systems. The

enhancement of the fluorescence efficiency or the selective

excitation of dye molecules have been among the early multi-

parameter control goals in liquids, having direct applications

in two-photon microscopy, e.g. to increase the image contrast

or to single out certain features.

Also in the field of Raman spectroscopy, multiparameter

schemes are successfully applied to different control objectives.

For instance, it is possible to control stimulated Raman

scattering and to selectively excite different vibrational modes.

Furthermore pulse shaping is used for different applications in

CARS. The use of pulse-shaping techniques can help to reduce

the number of necessary laser beams for CARS to only one

beam without losing the temporal information accessible with

ultrashort pulses. Several experiments have been published

which make use of shaped pulses to improve the spectral

resolution of multi-beam CARS experiments. In combination

with polarization pulse shaping it was possible to measure

background-free CARS spectra with high spectral resolution.

Important experimental steps have been taken towards the

control of more complicated reactions in condensed phase

systems with the control of energy flow in a complex biological

system and the control of cis–trans photoisomerization dy-

namics. These experiments have shown that the concept of

optimal control is applicable to such reaction types and large

organic quantum systems. However, there are many reaction

types and topics where a lot of work still needs to be done and

that offer exciting opportunities for future optimal control

experiments in the condensed phase, as will be discussed in the

following.

B. Control of bimolecular reactions

Bimolecular reactions are necessary for molecular synthesis.

The liquid environment has traditionally been essential for

synthetic chemistry, because there, due to the high particle

density, bimolecular reactions are very efficient. Laser-assisted

bond cleavage within bimolecular reactions and the formation

of large molecules from smaller fragments have been of great

interest since the early 1980s. This way to form new molecules

has been investigated in the gas phase38,291–299 and liquid

phase,300–310 the natural environment for such reactions. The

formation of bonds can be roughly divided into two different

categories: the excitation of a free-to-bound transition (e.g. ref.

294, 296, 299) and bond activation (e.g. ref. 307, 308, 311). The

first category can for instance be realized if the reaction

partners are initially in a weakly bound electronic ground

state, which is for example the case if they are part of a van der

Waals precursor.294,299 But initially unbound reaction partners

have also experimentally proven to be able to perform a

photoassociation process.38,296 Moreover, the group of Zewail

has shown that it is possible to influence the reaction outcome

of such a photoassociation process in the gas phase with the

help of a pump–repump scheme.38

While most experiments on free-to-bound transitions are

performed in the gas phase, in the liquid phase a harpoon-type

bond formation has been observed for Cl2 dissolved in liquid

Xe.302 The final product, Xe+Cl2
� is formed within 330 fs and

the transition state Xe+Cl� even faster.

Bond activation of organometallic compounds has been

intensively investigated by the group of Harris.307,308 After

dissociation of the compound, different excited transition
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states can be populated and bond formation with a solvent

molecule can finally occur. The time duration of such reactions

in the liquid phase strongly depends on the solute and the

solvent. Bond formation of photodissociated Cr(CO)6 is re-

ported to occur in less than one picosecond depending on the

solvent.300,305 In contrast, the appearance time of the bound

product–complexes of other reactions can also be significantly

longer, in the few tens305,308 or even 100 ps time regime.307

Nevertheless, the dissociation in general takes place on a sub-

picosecond timescale4 and also the population of the succeed-

ing transition states can occur significantly faster than the

appearance time of the final reaction products.

Despite this extensive work on the observation of bond

formation, the optical control of bimolecular reaction pro-

ducts in the condensed phase has not been demonstrated yet.

However, bimolecular reactions based on free-to-bound tran-

sitions in the liquid phase should be able to be affected by

specifically designed laser fields using similar mechanisms as in

the gas phase, where it has been shown that the process of

photoassociation can be controlled by two femtosecond laser

pulses exhibiting a certain time delay.38 In general though,

there are very few experiments dealing with quantum control

of gas phase bimolecular reactions. One of the reasons is that

certain preparatory conditions have to be met in order to

exploit interference effects in control experiments involving a

reactive scattering process, as e.g. discussed in ref. 77, 90, 312.

Therefore, controlling this type of reaction is generally a

challenging task.

Very successful photoassociation experiments are per-

formed in cold traps where laser-cooling techniques are em-

ployed. As the high vibrational levels accessed by

photoassociation spectroscopy have a relatively small vibra-

tional spacing compared to the spectral width of femtosecond

lasers, the high number of synchronously excited vibrational

levels will exacerbate coherent control of photoassociation

with femtosecond lasers.313 However, both theoretical314–317

and first experimental studies318–320 using tailored laser pulses

in a cold trap have been performed recently for systems under

such conditions. It will be interesting to see if/how the knowl-

edge and experience from this field may be transferred to

condensed phase photoassociation experiments.

C. Control of photodissociation

For bond formation based on bond activation, photodissocia-

tion or excitation to a higher level can be the first step. Many

experiments have shown that it is possible to efficiently control

the process of photodissociation in the gas phase.59,61–65,67 In

the condensed phase only simple control mechanisms have

been demonstrated up to now, using different excitation

wavelengths or varying the second-order spectral phase of

the excitation laser pulse (see sections IIIA and IIID). Using a

multiparameter control approach to control the population of

different dissociation channels has not been demonstrated yet

for condensed phase systems. Since the reaction timescale on

which such photodissociation processes take place is very fast,

there is no reason why such processes should not be control-

lable in the condensed phase. If the system is chosen in a way

that the triggered photodissociation is the initial step for a

bond activation, the subsequent bond-formation processes will

automatically lead to the desired products, depending on the

initial photodissociation fragments. The selective control of

dissociation reactions in the condensed phase is a very inter-

esting field for future experiments.

D. Control of stereoselectivity

A further field in which adaptive femtosecond quantum con-

trol can provide the necessary concepts is stereoselectivity. For

example, the selective control of enantiomer concentration in

initially racemic mixtures is an important application in

chemistry. Naturally, the liquid phase is the most suitable

environment for high product yields. Ultrafast feedback sig-

nals can be provided by measuring the optical activity. Due to

the high relevance of selective control of enantiomer concen-

trations, several approaches have been developed theoreti-

cally130–143 often incorporating the influence of the

polarization of the light. Although first experiments without

complex pulse shaping techniques have been conducted on this

topic,144,145 efficient conversion under standard laboratory

conditions has not been demonstrated yet. With the recent

advances in shaping the polarization,57,174–187 adaptive femto-

second quantum control could provide the key concepts to

achieve selectivity of enantiomers.

E. Control of molecular switching processes

Another application in ultrafast spectroscopy that recently

gained a lot of attention is using molecules as switches.

Molecular switches are especially interesting because of their

scale and cost. Switching between different conditions is

required for many applications such as data storage.321 For

reliable applications it is necessary to switch efficiently be-

tween the different states, which can be accomplished by

adaptive femtosecond quantum control methods. In recent

years, several groups of molecular switches have been devel-

oped, incorporating a huge number of molecules.321 The

switching process itself results in the rearrangement of many

atoms, often grouped in rings or chains. Therefore the time-

scale for the switching can be in the millisecond regime or even

longer. Such complicated rearrangement processes are difficult

to control directly by optimal control methods. Nevertheless,

they are often initiated by a reaction of a small part of the

whole system, as it is for example in the case for retinal in

bacteriorhodopsin. There, the isomerization reaction of the

molecule retinal, which takes place on the femtosecond to

picosecond timescale, triggers the photocycle of the protein,

which itself lasts for several milliseconds.322 Having an impact

on the initial dynamics of the molecule retinal will finally

control the photocycle. As shown in the discussed experi-

ments, adaptive femtosecond quantum control can provide

the means necessary to control switching reactions under such

conditions. These successful experiments encourage further

research on controlling the switching behavior of both small

and complex systems with high efficiency.

F. Other applications and perspectives

Pulse shaping and quantum control are also appropriate

methods for optical technology applications. Very recently,
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manipulation of the two-photon induced birefringence in

polymeric films could be demonstrated with shaped pulses.323

This experiment is one example showing that a macroscopic

effect, like absorptivity or birefringence, can be controlled, and

not only the molecular properties on a pure microscopic scale.

Optimal control has proven to be a very successful concept

for the control and investigation of many different types of

quantum systems in various environments. The fundamental

techniques for condensed phase systems are now well devel-

oped and have a high potential to provide solutions to many

unsolved problems, like the control of reaction types outlined

in the last paragraphs, and other relevant chemical, physical,

and biological processes.
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98 M. Gühr, H. Ibrahim and N. Schwentner, Phys. Chem. Chem.
Phys., 2004, 6, 5353.

99 M. Fushitani, M. Bargheer, M. Gühr and N. Schwentner, Phys.
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236 S. Malkmus, R. Dürr, C. Sobotta, H. Pulvermacher, W. Zinth

and M. Braun, J. Phys. Chem. A, 2005, 109, 10488.
237 G. Vogt, P. Nuernberger, R. Selle, F. Dimler, T. Brixner and G.

Gerber, Phys. Rev. A, 2006, 74, 033413.
238 S. M. Arrivo, T. P. Dougherty, W. T. Grubbs and E. J. Heilweil,

Chem. Phys. Lett., 1995, 235, 247.
239 T. Witte, T. Hornung, L. Windhorn, D. Proch, R. de Vivie-Riedle

and M. Motzkus, J. Chem. Phys., 2003, 118, 2021.
240 T. Witte, J. S. Yeston, M. Motzkus, E. J. Heilweil and K. L.

Kompa, Chem. Phys. Lett., 2004, 392, 156.
241 V. V. Lozovoy, I. Pastirk, K. A. Walowicz and M. Dantus, J.

Chem. Phys., 2003, 118, 3187.
242 I. Pastirk, J. M. Dela Cruz, K. A. Walowicz, V. V. Lozovoy and

M. Dantus, Opt. Express, 2003, 11, 1695.
243 J. Chen, H. Kawano, Y. Nabekawa, H. Mizuno, A. Miyawaki, T.

Tanabe, F. Kannari and K. Midorikawa, Opt. Express, 2004, 15,
3408.

244 T. Brixner, G. Krampert, P. Niklaus and G. Gerber, J. Mod. Opt.,
2003, 50, 539.

245 J. M. Dela Cruz, I. Pastirk, V. V. Lozovoy, K. A. Walowicz and
M. Dantus, J. Phys. Chem. A, 2004, 108, 53.

246 J. M. Dela Cruz, I. Pastirk, M. Comstock and M. Dantus, Opt.
Express, 2004, 12, 4144.

247 J. M. Dela Cruz, I. Pastirk, M. Comstock, V. V. Lozovoy and M.
Dantus, Proc. Natl. Acad. Sci. U. S. A., 2004, 101, 16996.

248 K. J. Kubarych, J. P. Ogilvie, A. Alexandrou and M. Joffre,
Ultrafast Phenomena XIV: Springer Series in Chemical Physics,
2004, 79, 575.

249 J. P. Ogilvie, K. J. Kubarych, A. Alexandrou and M. Joffre, Opt.
Lett., 2005, 30, 911.

250 J. Dela Cruz, V. V. Lozovoy and M. Dantus, J. Photochem.
Photobiol., A, 2006, 180, 307–313.

251 A. M. Weiner, D. E. Leaird, G. P. Wiederrecht and K. A. Nelson,
Science, 1990, 247, 1317.

252 J. Ventalon, J. M. Fraser, M. H. Vos, A. Alexandrou, J.-L.
Martin and M. Joffre, Proc. Natl. Acad. Sci. U. S. A., 2004,
101, 13216.

253 A. M. Weiner, D. E. Leaird, G. P. Wiederrecht and K. A. Nelson,
J. Opt. Soc. Am. B, 1991, 8, 1264.

254 A. M. Weiner, Prog. Quant. Electron., 1995, 19, 161.

255 T. C. Weinacht, J. L. White and P. H. Bucksbaum, J. Phys. Chem.
A, 1999, 103, 10166.

256 M. Spanner and P. Brumer, Phys. Rev. A, 2006, 73, 023809.
257 M. Spanner and P. Brumer, Phys. Rev. A, 2006, 73, 023810.
258 J. Konradi, A. K. Singh and A. Materny, Phys. Chem. Chem.

Phys., 2005, 7, 3574.
259 D. Oron, N. Dudovich, D. Yelin and Y. Silberberg, Phys. Rev. A,

2002, 65, 043408.
260 D. Oron, N. Dudovich, D. Yelin and Y. Silberberg, Phys. Rev.

Lett., 2002, 88, 063004.
261 D. Zeidler, S. Frey, W. Wohlleben, M. Motzkus, F. Busch, T.

Chen, W. Kiefer and A. Materny, J. Chem. Phys., 2002, 116,
5231.

262 J. Konradi, A. K. Singh and A. Materny, J. Photochem. Photo-
biol., A, 2006, 180, 289–299.

263 J. Konradi, A. K. Singh, A. V. Scaria and A. Materny, J. Raman
Spectrosc., 2006, 37, 697–704.

264 N. Dudovich, D. Oron and Y. Silberberg, Nature, 2002, 418, 512.
265 D. Oron, N. Dudovich and Y. Silberberg, Phys. Rev. Lett., 2002,

89, 273001.
266 N. Dudovich, D. Oron and Y. Silberberg, J. Chem. Phys., 2003,

118, 9208.
267 B. von Vacano, W. Wohlleben and M. Motzkus, Opt. Lett., 2006,

31, 413.
268 B. von Vacano, W. Wohlleben and M. Motzkus, J. Raman

Spectrosc., 2006, 37, 404.
269 B. von Vacano and M. Motzkus, Opt. Commun., 2006, 264,

488–493.
270 K. Itoh, Y. Toda, R. Morita and M. Yamashita, Jpn. J. Appl.

Phys., 2004, 43, 6448.
271 P. Nuernberger, G. Vogt, G. Gerber, R. Improta and F. Santoro,

J. Chem. Phys., 2006, 125, 044512.
272 G. Vogt, P. Nuernberger, G. Gerber, R. Improta and F. Santoro,

J. Chem. Phys., 2006, 125, 044513.
273 K. Hoki and P. Brumer, Phys. Rev. Lett., 2005, 95, 168305.
274 R. Improta and F. Santoro, J. Chem. Theory Comput., 2005, 1,

215.
275 A. Sanchez-Galvez, P. Hunt, M. A. Robb, M. Olivucci, T. Vreven

and H. Schlegel, J. Am. Chem. Soc., 2000, 122, 2911.
276 F. Großmann, L. Feng, G. Schmidt, T. Kunert and R. Schmidt,

Europhys. Lett., 2002, 60, 201.
277 P. A. Hunt and M. A. Robb, J. Am. Chem. Soc., 2005, 127,

5720.
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