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The femtosecond real-time dynamics of the isomerization reaction oftrans-stilbene under collisionless
conditions are studied using (2+1) resonance-enhanced multiphoton ionization (REMPI) and femtosecond
depletion spectroscopy (FDS) in a pump-probe scheme. The observed transients reflect the macroscopic
sample anisotropy decay (rotational coherence) and intramolecular vibrational energy redistribution (IVR) as
well as the ethylenic twisting isomerization reaction. Polarization-resolved measurements are performed to
isolate the influence of rotational dynamics, and the measured anisotropy decay is compared with theoretical
calculations of rotational coherence at room temperature. The IVR and nonradiative (isomerization) processes
of trans-stilbene are studied as a function of S1 excess vibrational energy up to∼6500 cm-1. These results
are compared with previous measurements oftrans-stilbene under collisionless conditions and with predictions
of RRK and RRKM theories.

I. Introduction

The isomerization reaction oftrans-stilbene has been the
subject of a wealth of experimental and theoretical studies during
the last decades (for recent reviews, see refs 1 and 2). As shown
schematically in Figure 1, the reaction in the excited state occurs
by twisting of the ethylene bond toward a minimum on the
potential energy surface (PES) at theθ ) 90° configuration,
referred to as thephantomstate. From there, the population
rapidly converts nonradiatively to the ground state surface. There
is a barrier along the reaction path of 1200( 100 cm-1 (∼3.4
( 0.3 kcal/mol),3 which results from an avoided crossing
between the1Bu state and a doubly excited1Ag state.4,5 For
isomerization to take place, the excess vibrational energy
deposited in nonreactive modes by an initiating light source must
reach the reaction coordinate by intramolecular vibrational
energy redistribution (IVR). This flow of population between
modes is represented at the top left of Figure 1. Attention has
been drawn to questions about the extent of IVR and the nature
of the transition state as critical factors in the isomerization
process by experimental observations of changes in the isomer-
ization rate with isotopic substitution and in dense media.
Numerous theoretical studies have shed light on this interesting
problem.
In this laboratory, the focus has been on the dynamics of

isolated trans-stilbene, substituted stilbenes, and stilbene
van der Waals complexes cooled in supersonic beams. The
nature of intramolecular vibrational energy redistribution (IVR),6,7

time-dependent molecular alignment,7-10 which may strongly
influence the form of measured transients,7 and twisting
dynamics3,11-13 have been investigated. The origin of IVR, the
influence of structure on the twisting, and the relationship of
rates in the isolated molecule to those in condensed media are
issues of interest to these studies.
The general experimental methodology applied in this and

other laboratories is illustrated in Figure 2. Thetrans-stilbene
molecule is excited by a UV laser pulse of wavelengthλ1, and

the temporal evolution of the resulting wave packet is probed
by any one of a variety of techniques. Isomerization, IVR, and
time-dependent molecular alignment (rotational coherence) have
all been observed and thoroughly characterized by time-resolved
laser-induced-fluorescence detection (LIF) in jet-cooled samples
with low initial internal energies.3,6,8,9,11-15 The time resolution
in these experiments was tens of picoseconds. Both jet-
cooled7,10and thermal samples16have been probed by resonance-
enhanced two-photon ionization, while thermal samples have
also been studied by picosecond transient absorption17 and
fluorescence up-conversion,18 in each case with time resolutions
of a few picoseconds. From these experiments, the excess
energy dependence of the rate of isomerization,k(E), has been
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Figure 1. trans-Stilbene isomerization reaction. Thetrans-stilbene
molecule is represented in the process of twisting about the ethylenic
bond along the isomerization reaction coordinateθ. The potential curve
represents schematically the excited state PES alongθ from thetrans
configuration, through the transition state ‡, to the phantom state atθ
) 90°. At top left, vibrational excitation initially deposited in
coordinates orthogonal toθ (leftmost heavy arrow) must redistribute
by IVR to allow the reaction to proceed.
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thoroughly characterized from 0 to∼3500 cm-1, with limited
additional data extending to 9000 cm-1. The processes of IVR
and rotational coherence have been well studied in a smaller
energy range, principally in jet-cooled samples below 1330
cm-1.
In this paper, femtosecond real-time studies using (2+1)

resonance-enhanced multiphoton ionization (REMPI) and fem-
tosecond depletion spectroscopy (FDS) are carried out on
thermal samples to better characterize the dynamics in the high
excess energy range. With time resolution an order of
magnitude higher than used in previous studies, it is possible
to resolve early time (<2 ps) transient evolution. This early
time behavior is found to depend not only on the excess energy
(pump wavelength) but on the technique used and the charac-
teristics of the probe pulse. We relate these observations to
the nature of IVR and rotational coherence, where the rotational
dynamics can be separated from other processes by polarization
selective probing. Isomerization occurs on a longer time scale,
and its rate is measured from the decay of the slow component
of the transients.
The outline of the paper is as follows. In section II, a brief

description of the experiment and methodology is provided. A
theoretical description of the kinetics of IVR and isomerization
and of rotational coherence as applied in the analysis of our
data is given in section III. The experimental results are
presented and discussed in section IV, and comparisons are
made to the predictions of theoretical models. Concluding
remarks are given in section V.

II. Experimental Section

II.1. The Apparatus. The experimental apparatus has been
described in detail elsewhere.19 Briefly, the output of a
colliding-pulse mode-locked laser (CPM) was amplified in four
dye stages pumped by a 20 Hz Nd:YAG laser to yield pulses
of 110-140 fs fwhm with energies up to 0.3 mJ and a central
wavelength of 612 nm. The pulses were split into two arms of
comparable intensity to provide the pump and probe lasers. For
wavelengths other than the frequency-doubled fundamental of
the CPM, the pump beam was tightly focused into a cell of
D2O to produce a white-light continuum, from which twice the
desired pump wavelength was selected via a 10 nm bandpass
interference filter. The transmitted light was further amplified

in a flowing dye cell which was end-pumped by residual Nd:
YAG 532 nm radiation. The beam was then frequency doubled
in a KD*P crystal to produce UV pump laser pulses. The pump
laser pulses generated in this way had wavelengths in the range
270-330 nm. For probe wavelengths other than 610-612 nm,
the same methods of white-light continuum generation and
further amplification were used in the probe laser beam. Pulse
widths of such pulses were typically 250-300 fs fwhm.
The probe pulse was propagated through a Michelson

interferometer, in which its delay relative to the pump pulse
was controlled by an actuator. The two beams were then
collinearly recombined and focused into the reaction chamber
(ionization or fluorescence). Fluorescence from laser-induced
depletion experiments was collected perpendicular to the
propagating beams and dispersed by a 0.33 m monochromator
before being detected by a photomultiplier tube. The wave-
length and bandwidth of the detected fluorescence were 330
and 7.2 nm, respectively, in the present experiments.
The trans-stilbene (Aldrich, 96%) was used as purchased

without further purification. The sample was placed in the
ionization or fluorescence chambers and evacuated to∼10-5

Torr. All the ionization experiments were made at room
temperature. The depletion experiments required highertrans-
stilbene vapor pressures, and the fluorescence chamber was
heated gently at typically 80°C.
II.2. Methodology and Pulse Characterization. In the

ionization experiments (see Figure 2), the temporal evolution
of the wave packet created by a UV femtosecond laser pulse
(λ1) was probed by resonance-enhanced multiphoton ionization
(REMPI), using two visible probe photons (λ2) in a pump-
probe scheme.20 Care was taken to avoid high levels of
multiphoton ionization background from each laser individually.
The ionization background was reduced to low values by
attenuating the pump and probe lasers using neutral density
filters. In the polarization experiments, a polarizer was placed
in the pump arm before doubling and another in the probe beam
after aλ/2 plate. The polarization of both lasers was checked
close to the focusing area.
Unlike the typical pump-probe experiment in which the

excited state of interest, populated by the pump pulse, is probed
to a different fluorescing or ionized state, which is the source
of the measured signal, in the laser-induced depletion experi-
ment, the fluorescence monitored is that of the state of interest
itself. Thus, following excitation oftrans-stilbene by the pump
pulse, the subsequent fluorescence is depleted by the probe pulse
(λ2). By measuring the dependence of the fluorescence intensity
on the relative delay between the pump and probe pulses, we
directly monitor the dynamics of the molecule in the excited
state. This method has been used in a previous publication from
this laboratory.21

Autocorrelation and spectral measurements were made for
several experiments in order to characterize the laser pulses. In
addition, as in a previous publication,21 I2 transients were used
as an internal calibration of the instrumental response function,
as its shape is given by the cross correlation of the pump and
probe profiles convoluted with an instantaneous rise and a long
single-exponential decay function, reflecting the very long
lifetime of I2. In most cases, the appropriate instrument response
function was determined by matching thetrans-stilbene transient
rise to a convolution of the assumed molecular response function
(vide infra) with Gaussian trial functions of varying width.

III. Theory

III.1 Dynamics of Twisting and IVR. As represented
schematically in Figure 1, IVR is a first step in the S1 dynamics

Figure 2. General view of the potential energy for both the ground
and excited states, depicting the methodology of the experiments. P is
the perpendicular (phantom) state with minimum energy alongθ in
S1. The initial preparation of the wave packet is byλ1, and the probe
process is either ionization by 2×λ2 or depletion of fluorescence by
λ2.
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of trans-stilbene. Experimentally, the onset of IVR in the
restricted form of fluorescence quantum beats is observed well
below the isomerization barrier, at an excess energy of 396
cm-1,22 and beating fluorescence is common between 663 and
1170 cm-1.6 IVR becomes dissipative (no major recurrences
within the excited state lifetime of 2.7 ns) above 1200 cm-1,6

near the energy of the isomerization barrier. Isomerization then
occurs from an equilibrated bath of vibrational states with little
or no mode dependence. No evidence for any other nonradiative
process has been found, so that, after IVR, thetranspopulation
decays by a rate equal to the sum of the isomerization and
fluorescence rates.
In many cases, transients measured in the dissipative IVR

energy region are quasi-biexponential in form, reflecting the
fast vibrational dephasing, followed by the slowertrans
depopulation by the isomerization reaction.6-8,16 The repre-
sentation of the dephasing process as an exponential decay is
only an approximation, but provides a simple model for
quantitative analysis. Figure 3 is a schematic representation of
the energy levels and transitions that need to be considered in
modeling the population flow in the molecule. With reference
to Figure 3 (ignoring the upper tier of states|c〉 and|g〉 for the
moment), we will make the following definitions:kIVR ) the
rate of intramolecular vibrational redistribution, from state|b〉
to states|d〉; fi ) the rate of fluorescence from state|i〉; kiso )
the rate of isomerization from|d〉 to |f〉.
The initially prepared level|b〉 is coupled to the vibrational

bath of states|d〉. In the LIF experiments,6,8 fluorescence
emission fb and fd, from |b〉 and |d〉, respectively, can be
spectrally resolved, and the nature of the fast decay can therefore
be confirmed as IVR by observing the decay of|b〉 and the
buildup of|d〉. At the low excess energies of those experiments,
the density of coupled states is not too high, and the reverse
IVR rate is important. Thus|b〉 and |d〉 equilibrate with
substantial population still in|b〉, resulting in observed biex-
ponential decay of|b〉.6,8 On the other hand, in pump-probe
experiments such as those in this paper,|b〉 and|d〉 are probed
simultaneously, with relative efficiencies dependent on the
nature of the probe process. (While it is possible in principle
to monitor eitherfb or fd in fluorescence depletion, in practice,
the enormous difference betweenfb andkIVR makes the time-
integrated fluorescence from|b〉 vanishingly small.) The
measured signal is then a superposition of the two transient
forms and may take on a variety of appearances, among which
will be biexponential decays. The additional factor of time-
dependent alignment on the initial decay is neglected for the
moment, but will be considered in detail in the following
subsection.

To relate the transients to the various rates for the pump-
probe experiment, we can solve a simple kinetic model based
on the scheme of Figure 3 in which transitions are treated in
the linear response regime. Both the ionization and the
fluorescence depletion transients are considered. The scheme
and model are equivalent to those used in a previous work on
methyl salicylate,21 and the reader is referred to that work for
additional details. The density of bath states at|d〉 is considered
high enough to neglect the reverse IVR rate in the present
analysis. Examination of the effect of reversibility in a kinetic
model treatment of the LIF experiments can be found in ref 12
The number of molecules the pump excites from|a〉 to |b〉 is

given byn0 ) NσabλpuEpu/(hcπR2), whereN is the number of
molecules in the interaction region,σab is the pump absorption
cross section, and the pump has wavelengthλpu and total energy
Epu and is focused to radiusR in the interaction region.
Considering next the probe step,â is defined as a dimension-

less parameter describing the relative strength of the two possible
probe absorptions such thatâσ0 ) cross section for probing
from state|b〉 to state|c〉, and (1- â)σ0 ) cross section for
probing from states|d〉 to state|g〉, where 0e â e 1, andσ0 )
a constant cross section.
With the chosen wavelengths in the present experiments, two

photons are required from the probe pulse for ionization to occur
and be detected. On the other hand, for the fluorescence
depletion experiment one photon of the probe (to a resonant
state) is enough to decrease the fluorescence, while two or more
photons of the probe will, of course, also cause depletion, but
to a lesser extent. Hence the two experiments, detecting
ionization and monitoring fluorescence depletion, have different
probing cross sections, and hence the probe cross section ratios
(â: 1- â) for the two experiments will almost certainly differ.
To indicate this distinction, the parametersσ0 andâ are replaced
by σ0i andâi if the experiment is that of ion detection andσ0f
andâf if the experiment involves detection of the fluorescence.
The general form of the solution to this model is discussed

in the Appendix. Here, we present the solutions relevant to
the situation at hand, which results from imposing the following
simplifying restrictions:

The last restriction is only invoked in the derivation of the
fluorescence signal to ensure that the integrated fluorescence
comes (almost) entirely from the vibrationally redistributed
states,|d〉. When fb and fd are on the same time scale, eq 1c
follows immediately from eq 1a. In the present case, limitation
1b is very well satisfied sincefb is on the nanosecond time scale,
while kIVR is on the subpicosecond time scale.
Solving for the populations of the various states, we obtain

the expression for the molecular response as a function of the
time delay,t, between pump and probe. The molecular response
function is determined by the total number of molecules that
are probed from|b〉 to |c〉 as well as the number probed from
|d〉 to |g〉. For the ionization signal we obtain

where the constantR depends on the probe pulse. Similarly,

Figure 3. Schematic of the kinetic model used to model the observed
dynamics oftrans-stilbene.λpu and λpr represent here the pump and
probe pulses, respectively.kIVR is the rate of intramolecular vibrational
energy redistribution.kiso is the isomerization or nonradiative decay
rate. Thefi are the fluorescence rates from levels|i〉. â andσ0 are used
to express the difference in probe transition cross sections for the|b〉
and |d〉 levels and are defined in the text.

kiso + fd , kIVR (1a)

fb , kIVR (1b)

fb/kIVR, fd/kiso (1c)

Mion(t) ) 0, t < 0 (2a)

) n0Rσ0i[âi exp(-kIVRt) +
(1- âi){exp(-(kiso + fd)t) - exp(-kIVRt)}], t g 0 (2b)
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for the normalized fluorescence signal response function we
obtain

where the normalization factor isn0fd/(kiso + fd). Hence, the
temporal evolution of the fluorescence signal would be of the
same form as that of the ion signal were it not for the fact that
âf can be different fromâi. In the unsaturated regime, the effect
of the finite laser pulse widths is incorporated through convolu-
tion of the molecular response with an appropriate instrument
response function.
To explore the temporal behavior further, we write the

respective response functions as follows:

and

The dependence onâ of the common temporal behavior
expressed by eqs 4 and 5 is shown in Figure 4, wherek1 ) kIVR
andk2 ) kiso + fd. This behavior holds when the assumptions
stated in eq 1 are satisfied. In that case, thekiso + fd component

is always the slow decay (positive amplitude), while the
component with the ratekIVR can be either a rise (negative
amplitude) or a decay, depending on whetherâ is less than or
greater than 0.5, that is, on whether the cross section for probing
|d〉 or for probing|b〉 is greater. If the two cross sections are
equal (â ) 0.5), the decay approaches a single exponential with
ratekiso + fd. (The rates shown in Figure 4 are for illustration
only, as they are too close in magnitude to make eq 1a a good
approximation. The only consequence ofk1 andk2 being close
is to shift the value ofâ corresponding to single-exponential
behavior slightly above 0.5.)
III.2. Dynamics of Alignment. By pumping an initially

isotropic sample with a linearly polarized light pulse, a well-
defined alignment of the excited state population is created.
Subsequent interaction with a polarized probe will exhibit a
polarization anisotropy associated with that alignment, which
depends on the directions in the molecular frame of the pump
and probe transition dipoles and evolves in time as a conse-
quence of molecular rotation. The time dependence of this
anisotropy, referred to as rotational coherence, has been treated
theoretically for a variety of cases, both quantum mechanically
and semiclassically,23 and the general features of the theory have
been confirmed by experimental observations on a variety of
molecules, includingtrans-stilbene under jet-cooled conditions.8-10

In this section, we will present the theoretical framework and
assumptions used to model the time evolution of molecular
alignment relevant to the current experiments.
It is known from previous polarization-resolved ionization

measurements of jet-cooledtrans-stilbene at the S1 origin,10

using the same two-photon ionization scheme employed in the
present work, that rotational coherence takes a form very similar
to that of a one-photon parallel-polarized transition. This is
believed to be due to the fact that the polarization selectivity is
determined by the first step in the probe sequence to the S4

resonant intermediate and that the ionization step (S+ r S4) is
only weakly polarized. Therefore, in the following treatment,
equivalence to a one-photon probe process will be assumed.
For the jet-cooled molecule (Trot ≈ 2 K, whereTrot is the

sample rotational temperature), a full quantum mechanical
treatment oftrans-stilbene as a rigid asymmetric top, with
coincident transition dipoles at a small angle from thea inertial
axis, was used to reproduce the recurrence behavior in fluo-
rescence.9 Rotational eigenstates with total rotational angular
momentum quantum number,J, up to∼40 were required for
these calculation. Since the computational requirements for such
a calculation scale asJ4, orT2rot, in this work, where calculations
were performed for samples atTrot≈ 295-353 K, only the much
quicker symmetric top treatments were used. Both semiclassical
and quantum calculations were carried out. For the early time
behavior considered here, the restriction to symmetric top motion
is inconsequential. Thetrans-stilbene anisotropies derived from
quantum mechanical calculations with transition dipoles along
thea axis, and from semiclassical calculations with coincident
pump and probe dipoles at an angle of 10° with the a axis,
were also effectively equal at early time. Small differences only
appear beyond 3 ps, reaching a maximum difference of 0.073
Vs 0.067 for the long time (>25 ps at 295 K) asymptotic, or
residual, anisotropy. All calculations were for a rigid symmetric
top with rotational constantsA ) 2.6 GHz andB ) 0.2566
GHz, close to those of S1 trans-stilbene.9,24

Whether the single molecule rotational quantum beats, which
form the basis of rotational coherence, are treated quantum
mechanically or classically, the macroscopically observable
signals depend fundamentally on the nature of the ensemble
average, which we address next. In analogy with the notation

Figure 4. Examples of transient temporal behavior according to eq 4
or 5, wherek1 ) kIVR and k2 ) kiso + fd. Three cases are shown,
representing the three basic forms that may occur, depending on the
value ofâ.

Mfluor(t) ) 1, t < 0 (3a)

) 1- Rσ0f[âf exp(-kIVRt) +
(1- âf){exp(-(kiso + fd)t) - exp(-kIVRt)}], t g 0 (3b)

Mion(t) ) 0, t < 0 (4a)

) n0Rσ0i[(2âi - 1) exp(-kIVRt) +
(1- âi) exp(-(kiso + fd)t)], t g 0 (4b)

Mfluor(t) ) 1, t < 0 (5a)

) 1- Rσ0f[(2âf - 1) exp(-kIVRt) +
(1- âf) exp(-(kiso + fd)t)], t g 0 (5b)
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of ref 25, we label distinguishable dynamic states by the index
i, their populations (assumed isotropically distributed in the
laboratory frame) byPi, and the temporally dependent pump-
probe signal from all molecules in that population, neglecting
orientation dependent factors, byai(t). Distinguishable dynamic
behaviors include differingJ or K (but not m), as well as
differing vibronic state evolution. The magic angle signal,Im,
measured with pump and probe polarizations at 54.7°, is given
by

and is thus free of alignment effects. The macroscopic
polarization anisotropy, defined by

whereI| and I⊥ are the measured intensities of the signal with
pump and probe polarizations parallel and perpendicular,
respectively, is equal to

Here ri(t) depends only on the rotational dynamics of the
populationPi and is given classically by

whereP2(x) is the second-order Legendre polynomial, andη(t)
is the angle between the probe transition dipole at timet and
the pump transition dipole at timet ) 0. The analytical
expressions needed to calculateη(t) for classical rotation of a
symmetric top are given in ref 25. The parallel and perpen-
dicular transients may be calculated fromr(t) by

where the vectorial alignment contributions are contained in the
bracketed terms, andIm(t) represents all population dynamics.
In the simplest model,ai(t) does not depend oni, and eq 6

implies that all populations are characterized by a common
temporal evolutionA(t) ∝ Im(t). In that case,r(t) is given
directly by the Boltzmann-weighted sum of theri(t)’s and thus
depends only on the rotational dynamics of the sample, i.e.
reflects purely rotational coherence. Moreover,r(t) remains
independent of theai(t)’s as long as there is no correlation
between vibronic state evolution and rotational motion, since
one may group the summation in eq 8 into populations with
different ai(t)’s but equal rotational state distributions. Even
in these cases, however, it should be noted that the anisotropy
derived from transients reflecting the consequences of limited
temporal resolution, designated byR(t), may depend weakly
onai(t), orA(t), through convolution with the system response.
Simulations ofR(t) are therefore produced by applying eq 7 to
the simulated parallel and perpendicular decays, which are in
turn derived fromr(t) by eq 10.
Only when differentai(t)’s are associated with different

rotational distributions does one expect a deviation ofr(t) from
the form of purely rotational coherence. For example, a
difference in rotational distributions in different product channels
was postulated as the source of an unusual anisotropy decay
following dissociation of HgI2.25 A corresponding situation

would apply in the present analysis, if the rate of any dynamic
process were influenced by rotational motion.
Some examples of the effects of rotational coherence are

shown in the following figures. The rotational coherence
calculations, both quantum mechanical and classical, are ap-
propriate to thetrans-stilbene molecule atTrot ) 295 K, as
described above. First, in the upper panel of Figure 5 is shown
the form taken by transients for parallel and perpendicular
probing of a metastable excited state prepared by the pump
pulse; that is,A(t) is a step function on the time scale of interest.
Also shown in the lower panel is the system response function
used (294 fs fwhm) and the resulting anisotropy.
Given the fact that the time evolution of transient features

scales as 1/xTrot, whereTrot is the sample rotational tempera-
ture,26,27the anisotropy decay here is about a factor of 10 shorter
than in molecular beam experiments. Nevertheless, by using a
subpicosecond instrument response time, the rotational dynamics
can be fully resolved. This fact is most easily recognized by
the fact thatR(t) does not drop significantly from the limiting
value ofr(0)) 0.4 until after the experimental time zero, defined
as the center of the symmetric instrument response. With such
resolution, the effect on the appearance of the transients is quite
dramatic. Depending on the signal-to-noise of the measure-
ments, the observation of transients of this form might be
misinterpreted as a rise or decay resulting from an intramolecular
population transfer process, rather than from the actual dephas-
ing of molecular alignment only. For example, the perpen-
dicular transient of Figure 5 fits reasonably well to a biexpo-
nential form with a partial rising component of∼1.5 ps lifetime,
even though there is no dynamic process other than rotation at
play. At high S/N, however, the characteristic dip in the
anisotropy, here at around 3 ps, is visibly imprinted on both
the parallel and perpendicular transients.
As a second illustration of the effect of rotational coherence,

consider a situation corresponding to the kinetic model discussed
in section III.1. Two populations are probed, one for which
ai(t) for all rotational states decays at the ratekIVR and one for
which ai(t) rises at that rate and decays at the ratekiso+ fd. For
the representative set of values given in Figure 6 and caption,

Im(t) ) ∑
i

Piai(t) (6)

r(t) ) (I| - I⊥)/(I| + 2I⊥) (7)

r(t) ) (∑
i

Piai(t) ri(t))/(∑
i

Piai(t)) (8)

ri(t) ) 0.4P2(cosη(t)) (9)

I| ) [1 + 2r(t)]Im(t) (10a)

I⊥ ) [1 - r(t)]Im(t) (10b)

Figure 5. (upper) Simulated polarization-resolvedtrans-stilbene
transients forTrot ) 295 K: parallel and perpendicular polarizations;
(lower) corresponding instrument response function and polarization
anisotropy,R(t). The rotational coherence is calculated quantum
mechanically for parallel-polarized transitions of a symmetric top.A(t)
is a step function.
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and withâ ) 0.776, one finds the transient behaviors shown
(Figure 6) for parallel, magic angle, and perpendicular probe
polarizations. The magic angle transient is the direct superposi-
tion of the twoai’s, uninfluenced by rotation. Since it was
assumed that all rates are independent of rotational state, the
discussion above indicates that the samer(t) (ignoring the slight
effect of classicalVsquantum calculation) underlies the simula-
tions of both Figure 5 and Figure 6, and it is found thatR(t)
calculated from the Figure 6 transients differs negligibly from
that plotted in Figure 5, despite the different response function
and differentA(t). In Figure 6, the short decay component
continues to be visible for each of the three polarizations
represented, but with apparent amplitudes that depend strongly
on polarization. In addition, due to a difference in time scales
for the anisotropy decay and the IVR process, the perpendicular
transient still shows a noticeable recurrence in intensity, although
slightly shifted to around 2.7 ps.

IV. Results and Discussion

The femtosecond dynamics of the excited state oftrans-
stilbene were obtained by monitoring the ion or fluorescence
signal as a function of time delay. Transients were measured
for several excess vibrational energies changing the pump laser
wavelength. Polarization measurements were also made.
Throughout, we shall use a shorthand notation to indicate

the pump and probe wavelengths and detection mode in both
ionization and depletion experiments. For the ionization experi-
ments, we will useλpump/λprobe(detection). For instance, 306/
2×612(ions) means thattrans-stilbene is initially excited with
a 306 nm pump laser and then probed by REMPI with two
photons of 612 nm and that ions are the detected species. For
the depletion experiments, we will useλpump/(λdetection)/λprobe. For
instance, 306/(330)/612 means thattrans-stilbene is initially
excited with a 306 nm pump laser, and the subsequent
fluorescence of the excited state at 330 nm is depleted with the
612 nm probe laser.
IV.1. The Effect of Alignment. We first examine the effect

of alignment dynamics on the ionization transients. For this
purpose, experiments were carried out with well-determined
pump and probe polarizations. Measurements were made for
parallel, perpendicular, and magic angle (54.7°) polarizations,
as indicated in section II.2, and as expected, the shape of the
transient was found to depend on the relative polarization of
the pump and probe laser pulses. Figure 7 shows an example

of transients measured for the three different polarizations and
the pump-probe sequence 273/2×583(ions). The experimental
anisotropy,R(t), calculated from the transients of Figure 7 is
plotted in Figure 8. Two simulations (see section III.2) ofR(t)
are also shown in Figure 8, and will be discussed below. The
alignment-independent molecular response (A(t)) for the calcula-
tions is derived from a fit of the magic angle data to a
biexponential function.
As will be explained below, it was found that the shape of

the transients depends on factors other than polarization, such
as probe power, which were not systematically monitored in
these experiments. Therefore, the relative normalization of the
various polarizations is only approximate, and the quantitative
characteristics ofR(t) are not precisely determined from these
experiments. However, by choosing the normalization of
parallel and perpendicular transients to match the experimental
and theoretical values ofR(t) near the end of the experimental
time range, as was done in Figure 7, the early time behavior of
the anisotropy was found to be reproducible in experiments on
different days. It is also evident from the comparison of theory
and experiment in Figure 8 that the time scale of the measured
anisotropy decay is in good agreement with theoretical expecta-
tions.
TheR(t) simulation in Figure 8 with early time asymptote of

0.4 (theory i) is formed from the theoretical transients previously
discussed and shown in Figure 6. The magic angle transient
from Figure 6 is replotted in Figure 7, and the scales of the two

Figure 6. Simulated polarization-resolvedtrans-stilbene transients:
parallel, magic angle, and perpendicular polarizations. The rotational
coherence was calculated classically for coincident transition dipoles
10° from the symmetric top figure axis.A(t) has two components: a
fast decay of lifetime 370 fs and a slow decay of 22.8 ps with fast to
slow amplitude ratio 2.46/1 (â ) 0.776). A Gaussian instrument
response of 530 fs fwhm is used.

Figure 7. Effect of the relative polarization of pump and probe pulses
on the experimentally measured 273/2×583(ions) transient. The fit to
the data corresponding to magic angle polarization is identical to the
magic angle simulation of Figure 6.

Figure 8. Experimental polarization anisotropyR(t) formed from the
transients of Figure 7, compared with two simulations ofR(t) (theory
i and theory ii) as described in the text.A(t) and the instrument response
for both calculations are as for Figure 6. Theory i is a quantum
mechanical calculation with both transition dipoles along thea inertial
axis, while theory ii is a classical calculation with transition dipoles in
the molecular plane forming angles of+11° and-19° with that axis.
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figures are identical. It is evident from a comparison either of
the transients in these figures or of the correspondingR(t)’s in
Figure 8 that the experimental anisotropy at early time is
considerably lower than theory predicts. The same observation
applies to measurements made by the same technique at zero
excess energy in the molecular beam.10 It can also be noted in
Figure 7, where the scaling of parallel and perpendicular
transients is chosen to reproduce the theoretical long time
residual anisotropy, that the magic angle decay is not propor-
tional to I| + 2I⊥. Due to experimental variability in the
characteristics of the biexponential transients (vide infra),
especially the relative amplitudes of the fast and slow compo-
nents, these observations cannot be well quantified. In passing,
we note only that discrepancies between theory and experiment
would not be surprising, given the approximation of the two-
photon probe as a one-photon transition with transition dipole
coincident with the transition dipole of the S1 r S0 transition.
In this treatment, both the alignment sensitivity of the second
probe photon and possible differences between the S4 r S1 and
S1 r S0 transition dipoles are neglected.
To illustrate one way in which the treatment might be

modified to produce a lower initial anisotropy, a second
simulation ofR(t) was carried out changing only the direction
of the S4 r S1 transition dipole by 30°. For this simulation,
the pump and probe transitions were chosen to have dipoles
aligned along the two symmetry axes of the phenyl rings which
are closest in direction to and on opposite sides of thea principal
inertial axis of thetrans-stilbene molecule, at angles of+11°
and -19°, respectively. (The positive sign here indicates
increasing angular separation from alignment with the ethylene
CdC bond.) These assumptions are consistent with all experi-
mental observations.9,24 The result is shown as a dashed line
(theory ii) in Figure 8 and reproduces the data rather well.
In a previous measurement of time-resolved polarization

anisotropy in hot (463 K)trans-stilbene vapor by fluorescence
up-conversion,18 the fact that the early time anisotropy was also
quite low (<0.2) could be attributed largely to limited temporal
resolution. There, the same transition dipole mediated both
pump and probe steps, in which caser(0) is necessarily 0.4. As
the simulations show here, the temporal resolution of the present
experiments is sufficient to yield directly the true early time
asymptotic value ofr(t), provided the relative intensities of the
transients can be accurately established.
The polarization-resolved experiments allow us to reach the

following essential conclusions. First, the anisotropy decay
occurs on the expected time scale. This decay being much
longer than the instrument response function, the measured
decay directly displays the alignment dynamics of the sample.
The decay is determined by the rotational temperature and thus
should be comparable in all our experiments. Second, the
biexponential form persists at all probe polarizations and is
therefore clearly not purely an alignment effect, but must reflect
an internal dynamic process.
In all subsequent measurements to be discussed, polarizers

were not used to define the polarizations of pump and probe
beams, most of which were produced by continuum generation.
The progenitor pulses for pump and probe were mutually
perpendicular, but the resulting transients do not generally
display the distinct nonexponentiality associated with perpen-
dicular transients (see Figure 7). In particular, experiments at
the same wavelengths (273/2×583(ions)) but without polarizers
(as, for example, in Figure 11b) produced transients without
the weak recurrence readily evident upon inspection of the
perpendicular polarization transient in Figure 7. In addition,
differences between the decay parameters of these transients

and parameters derived from magic angle measurements are not
greater than the intrinsic variability of such parameters. We
attribute this to a low degree of polarization of the continuum
light which effectively damps alignment selectivity. Rotational
coherence may then be neglected in the following analysis
without major consequence. Specifically, derived lifetimes of
decay components well outside of the confirmed time scale of
1-2 ps for the anisotropy decay will not be fundamentally
affected by any residual effect of probe polarization.
IV.2. Ionization Ws Fluorescence Depletion Transients.

Ionization and fluorescence depletion transients were obtained
for different excess vibrational energies, changing the pump laser
wavelength from 310 to 271 nm. The decay curves from
ionization experiments may have one or two exponential decay
components or a rise and a decay. Transients obtained using
the fluorescence depletion technique show only a single decay
component, with a rise detected in one case.
To analyze the early time behavior of the ionization data,

transients of 1.5-12 ps in length were fit to a biexponential
decay function with convolution, as described in section II.3.
The lifetimes obtained in the fitting procedure are listed in Table
1. For a number of excess vibrational energies, transients were
also obtained (see Figure 9) on a long time scale to more
accurately determine the decay rate of the slow component. The
excess vibrational energies listed in Table 1 were calculated
knowing thetrans-stilbene 0-0 transition energy (atλ ) 310.14
nm)12 and the thermal energy at the temperature of interest (23
°C for ionization and 80°C for fluorescence depletion). The
thermal energy was estimated using the method described in
ref 21 and the 72 ground state vibrational frequencies calculated
by Warshel,28 with experimental corrections to the important

TABLE 1: Measured Decay Parameters fortrans-Stilbene
Ionization Transientsa

Eex
(cm-1)

λpump
(nm) λprobe(nm)

τslow
(ps) τfast (fs) af Figure

1830 310 2× 583 b 780 0.88 14a
2250 306.1 2× 612 250 25, 112 2.5, 0.4 9, 11a, 12
3120 306.1 612(depletion)b rise 65 -1 13
3640 293.6 2× 612 88 9
4700 284.8 2× 612 47 9
5300 280 2× 580 37 650 0.83
5620 277.5 2× 612 32 9
6210 273 2× 583 26 400, 560 2.1, 1.0 11b,-
6210c 273 2× 583 24 418 1.3
6210c 273 2× 583 23 370 2.5 7
6480 271 2× 583 22-25 450, 280 1.3, 2.5 14a,-

a Fast and slow lifetimes were not necessarily measured in the same
transients.b The time scale of the experiment was too short to determine
the slow component lifetime.cMagic angle.

Figure 9. Ionization transients showing the dependence on the pump
wavelength of the decay lifetime,τ, of the slow component. The probe
wavelength was fixed at 612 nm.
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low-frequency modes as summarized by Urano et al.29 For
example, for 23°C, an average thermal energy of 1828 cm-1

was found.
Figure 10 contrasts the early time behavior oftrans-stilbene

transients obtained using ionization and depletion techniques
for two different sets of pump-probe wavelengths. The results
of the fits of the ionization data, along with the derived short
lifetimes, are shown in Figure 11. When pumping to an energy
of 2250 cm-1 and probing at 612 nm (Figure 11a), the fast
component is faster than the 150 fs instrument response (as
derived from I2 transients), while pumping at an energy of 6210
cm-1 and probing at 583 nm (Figure 11b) gives a much slower
fast component, comparable in length to the instrument response
appropriate for that experiment (note the different time scales).
In both cases, a range of values (see Table 1) have been
measured for the fast component lifetime and foraf, the fast to
slow component amplitude ratio, with the amplitude ratio
increasing at higher probe power. Figure 12 shows the effect
on the fast component of 306/2×612(ions) transients for
different probe intensities. On the other hand, for the fluores-
cence depletion transients in Figure 10, no fast decay component
is detectable for either probe wavelength. However, the
depletion data of Figure 10a is best fit with an exponential
buildup with a 65 fs lifetime. The fit is shown in Figure 13,
with the instrument response again based on I2 transients.
For the 583 nm probe ionization experiments, the measured

fast lifetimes decrease from∼800 to∼350 fs as the pump

energy is increased. Figure 14a shows examples of ionization
transients with a 583 nm probe but different pump energies.
For the high-energy pump (271 nm) the decay rates for both
the fast and the slow component of the biexponential are larger
than for the lower energy pump (310 nm). The effect of
changing the probe energy from 583 to 612 nm is illustrated in
Figure 14b. When probing at 612 nm, no fast component is
seen except for the 306 nm pump experiments (Figure 10a),
and the derived lifetime in that case is on a much shorter time
scale.
IV.3. IVR. As in other cases of biexponential decay kinetics

of trans-stilbene (with proper consideration of rotational coher-

Figure 10. Comparison of ionization and fluorescence depletion data.
(a, top) Femtosecond transients obtained from the experiments with
λ1)306 nm andλ2)612 nm. The ionization transient shows a
biexponential with both a fast and a slow component in the decay.
The depletion transient, however, has a fast component in the rise and
a slow component in the decay. (b, bottom) Femtosecond transients
obtained from the experiments withλ1)273 nm andλ2)583 nm. The
ionization transient shows a biexponential with both a fast and a slow
component in the decay. The magnitude of the fast component is very
large for this high-energy probe. The depletion transient exhibits only
a slow component in the decay.

Figure 11. Fits of the ionization data in Figure 10. (a, top) 306/2×612-
(ions) experimental transient (circles) and a biexponential fit to the
data. The fit has fast and slow components in the decay having lifetimes
of 25 fs and∼250 ps, respectively. The fwhm of the cross correlation
deduced from I2 transients is 150 fs. (b, bottom) 273/2×583(ions)
experimental transient (circles). The biexponential fit has fast and slow
components in the decay with lifetimes of 400 fs and 25 ps, respectively.
A cross correlation of 515 fs fwhm was used to fit the rise of the signal.

Figure 12. Effect of the probe intensity on the ratio of the magnitude
of the fast to the slow component of the biexponential ionization
transients in the 306/2×612(ions) experiment. The fast component
lifetimes derived from fits to the data also differ as shown in Table 1.
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ence, as already discussed), the fast decay component in our
measurements is associated with IVR. This identification is
supported by the kinetic model analysis (see the Appendix). In
addition to the present results, as presented in Table 1, it is
pertinent also to consider the room temperature bulb measure-
ments of ref 16. There, the same ionization scheme was
employed with∼3 ps pulses, and a 2 ps fast component was
observed at all excess energies from 1800 to 4400 cm-1. First,
it is instructive to have an estimate of the expected behavior of
the IVR rate as a function of excess energy.

From molecular beam studies,6,8 IVR lifetimes of 25-45 ps,
depending on the mode excited, are reproducibly measured
between 1230 and 1330 cm-1 excess energy in S1 trans-stilbene,
with excitation by pulses of<15 ps duration. These rates
therefore are taken as accurate reflections of the spread of the
zeroth-order mode character among the molecular eigenstates
arising from (primarily anharmonic) coupling of nearly isoen-
ergetic normal mode vibrations (vide infra). For the case of
randomly distributed energy levels and coupling strengths of a
set of zero order vibrational states, it was shown30 that the IVR
rate is given by a golden-rule-type relation,

where (δV)2 is the variance in coupling strengths, as long as
the average spacing of vibrational states is small compared to
δV. If a constant variance is assumed, eq 11 predicts a linear
increase in IVR rate withF, the vibrational density of states. In
Figure 15, we show a direct count ofF Vs Eex in harmonic
approximation,31 based on the same frequency set described
previously for the thermal energy calculations.28,29 (Given this
F(E) and assuming symmetry-restricted coupling to a single one
of the fourC2h symmetry species,δV in the vicinity of 1250
cm-1 is found to range from 0.4 to 0.5 GHz, on the same order
of magnitude as previously calculated values.6) On the basis
of that calculation and eq 11, the predicted extrapolation of the
IVR lifetime is shown by the solid line in Figure 16. The
increase inF from 570/cm-1 at 1280 cm-1 to 7900/cm-1 at 1830
cm-1 translates into a predicted decrease inτ from 35 to 2.5
ps. By 2250 cm-1, the predicted lifetime is 420 fs, falling

Figure 13. Femtosecond fluorescence depletion transient, 306/(330)/
612. The smooth line is the result of a fit with a fast component in the
rise (65 fs) and a slow component in the decay much longer than the
time scale of the experiment. The fwhm of the cross correlation deduced
from I2 transients is 150 fs.

Figure 14. (a, top) Ionization transients showing the effect of varying
the pump. The probe was fixed at 583 nm, and the two transients
correspond to pump wavelengths of 310 and 271 nm. Both transients
are biexponential; both rates for the 271 nm excitation are faster than
the corresponding rates for the 310 nm case. (b, bottom) Ionization
transients showing the probe wavelength dependence. Transients are
shown for the 277/2×612(ions) and 273/2×583(ions) experiments. The
higher the energy of the probe, the larger the magnitude of the fast
component.

Figure 15. Vibrational density of states oftrans-stilbeneVs energy,
by direct count. Vibrational modes are assumed harmonic, with
frequencies for the fundamentals taken from refs 28 and 29.

Figure 16. Measured IVR lifetimes as a function of excess energy.
The solid curve is an extrapolation from picosecond rates by means of
eq 11 and the calculated density of vibrational states shown in Figure
15. The dashed line is an adjustment of the solid curve to pass through
the measured value ofτIVR ) 780 fs at 1830 cm-1 (see text).

1/τIVR = 2π/p[(δV)2F] (11)
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another order of magnitude for every additional 650-700 cm-1.
These estimates are, of course, subject to great uncertainty, but
can be assumed to give some indication of the trend.
In addition to the intrinsic molecular rate considered above,

the initial state preparation must be considered as a factor of
fundamental importance in IVR dynamics. The spectral coher-
ence width of the pump pulse determines the energy spread of
molecular eigenstates that may be coherently excited to form
the initial superposition state. This spread, in turn, limits the
maximum rate at which the superposition will dephase, or lose
the character of the initial state. If the spread of coupled levels
is much greater than the pump bandwidth, then the IVR rate
will be limited by the pump pulse and will not be an intrinsic
characteristic of the molecule. This limitation is distinct from
the temporal resolution limitation associated with the instrument
response, which depends on the probe (or detection) as well.
In the case that a fast pump pulse prepares a state that undergoes
fast IVR, but the instrument response is slow, convolution will
severely damp the apparent amplitude of the fast component
and the deconvoluted lifetime will approach 0. An example
would be picosecond fluorescence, where the pulses are short
and the instrument response is limited by the fluorescence
detection.
At excess energies above 4000 cm-1, the IVR lifetime

estimated by eq 11 falls below 1 fs (see Figure 16). Since the
frequency bandwidth corresponding to such a dephasing rate
exceeds 5000 cm-1, the assumption in ref 30 of randomly
distributed zeroth-order vibrational states clearly no longer holds
(Figure 15), and the validity of the extrapolation must break
down before this point. This is not a significant concern over
a range of plus or minus a few hundred cm-1, however, and
random coupling over such a range would give IVR times in
the vicinity of 10 fs. This would suggest that the fast component
lifetimes of 280-650 fs measured at much higher state densities
in the energy range 5300-6500 cm-1 must be pulse limited
and not reflections of the complete molecular IVR rate. This
would also account for the variation in lifetimes measured,
depending on variable pulse lengths and coherence bandwidths.
The same conclusion may be drawn about the 2 ps fast
components observed in ref 16, both because the lifetimes
measured there remained constant over an energy range of 2600
cm-1 and because a shorter lifetime (780 fs) was measured with
the order of magnitude shorter pulses used here, even at the
lowest energy of the range (1830 cm-1) (see Figure 14a).
On the other hand, the 780 fs lifetime appears to be a reliable

measurement of the IVR process at 1830 cm-1, since (1) the
310 nm pump pulse provided by frequency doubling the direct
CPM output is expected to provide a coherent bandwidth greatly
exceeding that needed to yield a 780 fs decay and (2) the total
instrument response indicated by the rise of the transient is∼330
fs, short enough to avoid the question of adequate temporal
resolution. From this it may be deduced that over an interval
of 550 cm-1, from 1280 to 1830 cm-1, the golden rule
extrapolation falls behind the true increase in IVR rate by a
factor of ∼3.2. This difference may represent systematic
changes inδV or the influence of anharmonicity onF. The
effective density of states may also increase faster than predicted
if the symmetry restriction on coupling breaks down with
increasing energy.
By assuming that this deviation represents a systematic effect,

we may make a revised estimate of the IVR rate as a function
of energy. For example, since log(F(E)) is approximately linear,
it is reasonable to add a linear term to the energy dependence
of log(1/τIVR) to bring the calculation into agreement with
experiment at 1280 and 1830 cm-1. This adjustment is

represented by the dashed line in Figure 16. The predicted IVR
lifetime falls to∼54 fs at 2250 cm-1, in the range of the fast
lifetimes measured at that energy, and thereafter drops an order
of magnitude every 400 cm-1. In this estimate, the lifetime
would reach the 1 fs range below 3000 cm-1. This result
suggests that even the 60 fs rise at 3120 cm-1 may be pulse
limited.
According to the kinetic model presented in section III.1, the

fast to slow amplitude ratio is expected to depend on the relative
cross section for probing the initial and redistributed states.
Although these cross sections include Franck-Condon factors,
and thus depend on the pump wavelength as well, this
complication will be ignored here. From the fluorescence
depletion results, the one-photon cross sections may be derived.
We findâ < 0.5 for a 612 nm probe, andâ = 0.5 for a 583 nm
probe. Assuming from Franck-Condon considerations that
downward depletion is negligible,â e 0.5 means that the cross
section of the S4′ r |d〉 S1 transition is greater than or equal to
that of S4 r |b〉 S1, where the prime is used to indicate that
different subsets of the S4 vibrational manifold are reached from
|b〉 and |d〉 (see Figure 3). For ionization,â represents an
effective total ionization cross section, and it is found to be
g0.5 for the 612 nm probe, and>0.5 for a 580 or 583 nm
probe. However, the signal from the two-step probe process
actually depends on two cross sections, that for S4 r S1 and
that for S+ r S4. The fact thatâ goes up at both probe
wavelengths when changing from depletion to ionization
requires that the second probe photon ionizes the S4 levels
populated from|b〉 more efficiently than those from|d〉 or,
equivalently, that the cross section for probing|c〉 r S4 is several
times higher than for probing|g〉 r S4′.
The above reversal of relative cross sections between the two

steps of the two-photon transition to the ion is confirmed in
another way, without consideration of the depletion results. The
fast to slow amplitude ratio of ionization transients has been
observed in some cases to increase with probe intensity. This
same observation concerning amplitude ratios was made for the
biexponential decays of ref 16, where it was demonstrated that
the amplitude of the slow component (|g〉 r |d〉) reaches
saturation while the fast component (|c〉 r |b〉) continues to
grow with probe power. At the same time, the observation of
biexponential decays corresponds toâ > 0.5, or to a larger total
cross section for probing|b〉 than for probing|d〉. This would
be inconsistent with the kinetic model were the ionization a
single photon process, since the transition with the larger cross
section would reach saturation first. Thus, we see again that
the relative cross sections of the two-photon transition must be
reversed between the two steps. In this case, saturation occurs
in S4′ r |d〉 S1 before it occurs in S4 r |b〉 S1, while the total
cross section for ionization is higher from|b〉 than from |d〉
because the strong bias in the second photon step more than
compensates for the smaller absorption from|b〉.
Sinceν25, the phenyl-ethylene symmetric in-plane bend, is

the only trans-stilbene vibrational mode showing a long
progression in S1 r S0 absorption, the|b〉-type states are
expected to be characterized by fairly large amplitude motions
in that bend. This should be the principal distinction between
|b〉 and |d〉 states, the latter consisting predominantly, from
density of states considerations, of combination bands with
extensive excitation of the low-frequency out-of-plane bends
and torsions of the phenyl rings. The observation that|b〉 and
|d〉 have different saturation thresholds and that S4 and S4′ have
distinct ionization cross sections must also be traceable to these
differences in mode character and hence to differing Franck-
Condon factors due to structural differences between the excited
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states. However, the multidimensional nature of the problem
makes it difficult to link such effects to any specific structural
characteristics of the states.

IV.4. Isomerization Rates. Applying the kinetic model of
section III to the data presented above, we extract the rates of
isomerization simply from the measured lifetimes of the slow
components. The radiative rate oftrans-stilbene is in the
nanosecond range12 and has essentially no influence at these
high energies; we correct for its contribution. The derived rates
are plotted as a function of the excess energy in Figure 17, along
with results of previous studies. All data have been plotted on
a common energy axis by accounting for differing thermal
energies. Error bars for the present study indicate the range of
derived rates when repeated measurements are available. For
other data, error bars are as reported in the cited reference.

Below an excess energy of 3500 cm-1, the isomerization rate
is well studied. However, previous measurements left some
ambiguity as to the trend of the rates in the higher energy range.
The isomerization rates measured in the present study are
expected to be most accurate from 3600 to 6500 cm-1. Figure
17 shows that these fall near a straight line connecting the low-
energy results to the ref 17 data point near 9000 cm-1 and are
in good agreement with the single rate measured by fluorescence
up-conversion in ref 18. In contrast, the point near 6000 cm-1

from the former work17 falls well below this line. While the
sample temperature may be expected to affect the thermally
averaged rate that is measured, the agreement of the data from
ref 18 with the present results, despite 3000 cm-1 of additional
average thermal vibrational energy, supports the validity of the
treatment of thermal and photon energies as effectively equiva-
lent. This effective equivalence is also seen in the good
agreement between bulb and molecular beam measurements in
the low-energy region12,16and is shown by calculations to hold
to good approximation for a simple shift of the Boltzmann
distribution without distortion upon transfer of population from
S0 to S1.32

Since IVR is seen to be much faster than isomerization, many
studies have attempted to model thetrans-stilbene isomerization
reaction by statistical theories, assuming complete randomization
of vibrational energy among energetically accessible modes. The
first such efforts33,14 employed RRK theory, which gives the
following expression for the reaction rate:

whereν is the frequency of the reaction coordinate,E0 is the
barrier height, ands is an effective number of vibrational modes.
This expression was found to give a good approximation to the
measured excess energy dependence of thetrans-stilbene
isomerization rate below 2700 cm-1. The curves defined by
the two sets of proposed values forν, E0, ands (3.2 × 1010

s-1, 900 cm-1, and 6,33 or 4.8× 1010 s-1 , 700 cm-1, and 914),
with the neglect of zero-point energy, are virtually indistinguish-
able in that range, but both begin to fall below the experimental
data as shown in Figure 17 by 3000 cm-1. Given thatν is the
limiting value of the RRK rate at highE, it is evident that a
higher value ofν is necessary to reproduce the experimental
rates. With higherν and the inclusion of zero-point energy as
a fourth parameter, the functional form of the rate curve could
be fit to higher energy, but because the interpretation of the fit
parameters in terms of physical properties of the system is at
best qualitative, the value of these comparisons is limited.
RRKM theory relates the statistical reaction rate directly to

F andF†, the quantum mechanical vibrational state densities in
the reactant and transition state, respectively, and is thus more
amenable to quantitative interpretation and comparisons. The
RRKM rate is given by

whereEv
† is the vibrational energy in the bound coordinates of

the transition state, andN† is the total number of vibrational
states in the transition state whose energies lie lower than the
reactant energyE. In the case oftrans stilbene, it has been
found that, if the transition state frequencies are unchanged from
the reactant, RRKM theory predicts rates that are much higher
than the measured rates for the isolated molecule.12,34 On the
other hand, the thermal average of these RRKM predicted rates
is much closer to observed low viscosity solution rates than is
the thermal average of the measured molecular beam rates.12

Since the vibrational frequencies in the transition state are
determining parameters in RRKM calculations and these are
not directly measurable, a variety of different assumptions about
the frequencies can be made to adjust the theory to either the
isolated molecule or the solution experimental results, but the
incompatibility of the two will persist without some additional
adjustment in the assumptions of the theory.
Troe32 has shown that by using a reaction coordinate

frequency of 88 cm-1 and adjusting the vibrational frequencies
of the 15 bound modes involving motion of the ethylenic double
bond upward by a factor of 1.2 from the reactant to the transition
state, good agreement can be achieved between RRKM calcula-
tions and measured rates up toEex = 4000 cm-1. Solvation-
induced changes inE0, for example, are then proposed to explain
the solution results.32,35

Alternatively,3 with little change in frequencies, nonadiabatic
effects in the isolated molecule can be invoked at the avoided
crossing between electronic states that forms the reaction barrier.
The RRKM calculation must then be modified to account for

Figure 17. Nonradiative, or isomerization, decay rate oftrans-stilbene
Vs excess energy. The open squares were obtained by Felker et al.3,12

The open circles are the result of work by Ban˜ares et al.13 Both of
these sets of data were obtained using supersonic jets. Previous bulb
measurements by Perry et al.16 at room temperature, Greene et al.17 at
380 K, and Meyers et al.18 at 463 K are also shown (see text). The
excess energies are computed from the photon energy and the average
thermal vibrational energy. The solid circles represent the current work
at room temperature using the ionization cell. Error bars for data from
other sources are as given in the original publication. For the lowest
energy data, the errors are smaller than the plot symbols. For the present
work, error bars are given where multiple measurements were made
and represent the range of values obtained.

k(E) ) ν(E- E0
E )s-1 (12)

k(E) )
∫0E-E0F†(Ev

†) dEv
†

hF(E)
)
N†(E- E0)

hF(E)
(13)
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the Landau-Zener curve-crossing probability,P, that a nona-
diabatic crossing will prevent reaction from occurring.P is a
function of velocity,V, along the reaction coordinate at the
transition state, which approaches unity at highV:3

Here∆ is the energy splitting of the adiabatic surfaces at the
avoided crossing, andF1 andF2 are the slopes of the diabatic
curves there. The nonadiabatic RRKM rate is found by scaling
the state count by the adiabatic passage probability (1- P):

where V is a function ofEv
† through energy conservation.3

With reasonable potential parameters in eq 14, the isomerization
rates of bothtrans-stilbene and perdeuteratedtrans-stilbene up
to Eex ) 3000 cm-1 are well fit by nonadiabatic RRKM
calculations using the same frequencies in reactant and transition
state and a reaction coordinate frequency of 400 cm-1.3 A rate
increase in solution, as observed, can then follow from solvent-
induced reduction inV, which shifts eq 15 toward the fully
adiabatic limit (P ) 0) given by eq 13.
Both of these approaches have been reexamined by Negri

and Orlandi36 by carrying out RRKM calculations for two
different transition states,A andB, with vibrational frequencies
computed by the semiempirical QCFF/PI Hamiltonian, with and
without inclusion of doubly excited configurations in the
configuration interaction, forA andB, respectively. The results
for trans-stilbene and several of its isotopomers were compared
to experimental molecular beam rates in the low-energy range
(Eex < 3000 cm-1).3,15 For theA transition state, the barrier
results from an avoided crossing and the effect of nonadiabaticity
must be considered, while theB transition state involves only
one electronic state surface and, therefore, only a standard fully
adiabatic treatment is required. By optimizingE0 for each set
of calculations, and the factorγ ) ∆2/|F1 - F2| for the
nonadiabatic calculation, reasonably good agreement with
experiment was achieved for bothA andB transition states. As
discussed below, Negri and Orlandi drew a distinction between
the two alternative models only on the basis of arguments
derived from comparison with rates measured in solution.36

Given the much greater energy range represented by the data
in Figure 17, we have used the transition state frequencies and
parameters derived in ref 36, without further adjustment, to
extend the calculation to higher energy. The resulting rate
curves are plotted with the data in Figure 18. The rates for the
A transition state have been calculated nonadiabatically with a
barrier of 1200 cm-1, as required to match the data, but also by
standard adiabatic RRKM theory, to again illustrate the impor-
tance of nonadiabaticity. A barrier of 1250 cm-1 is used for
theB transition state calculation.36 The trend to higher energy
of the calculated rates for both theB transition state and
nonadiabaticA transition state continues to match the trend of
the data very closely, becoming almost linear above 5000 cm-1.
Although the curves depend on adjustable parameters, which
have not been reoptimized here, they are fairly tightly con-
strained by the requirement of fitting three other isotopomers
of trans-stilbene besides the perprotio species.36

To see if these two mathematical models continue to agree
closely or diverge with increasing energy and to get a better
overall picture of the origin of the linear behavior, the
calculations were extended as shown in Figure 19. The data

within the small dashed box at the origin are those shown in
detail in Figure 18. We see from Figure 19 that the near linear
behavior arises from an inflection in the rate curves and extends
to Eex≈ 17 000 cm-1. The two relevant curves separate only
very gradually, differing by less than 20% untilEex ) 27 000
cm-1. It is therefore reasonable to conclude that, in this case,
extending the rate measurements to higher energy will not be a
useful strategy for distinguishing the two theoretical models,
even if the model calculations could be expected to yield
quantitative correspondence to the actual physical system
behavior at very high energies. In practice, since this is not
the case and since the two models predict rates that remain
within a factor of 2 at all energies, even accurate experimental
rates at high energies would not provide a compelling argument
for either model.
Although both models give satisfactory fits to the gas phase

rates, Negri and Orlandi concluded that the nonadiabatic model
of Felker et al.,3 embodied in theA transition state calculations,
has advantages in explaining the acceleration in measured
isomerization rates from gas phase to solution.36 First, it is clear

P(V) ) exp[- π
2p

∆2

|F1 - F2|
1
V] (14)

k(E) )
∫0E-E0(1- P(V))F†(Ev

†) dEv
†

hF(E)
(15)

Figure 18. Comparison of measured isomerization rates oftrans-
stilbene with theoretical model calculations. The experimental data are
as in Figure 14, with the measurement near 6000 cm-1 from ref 17
removed since it is in poor agreement with other data near the same
excess energy. The theoretical curves represent RRKM rates calculated
for transition states and other parameters given in ref 36. Standard
calculations, in which the barrier crossing is treated as fully adiabatic,
are given for two transition states (designated asA andB). The third
calculation is also based on theA transition state but includes a degree
of nonadiabaticity in the crossing.

Figure 19. Extension of the three theoretical curves of Figure 18 to
higher energy. The dashed box at the origin indicates the range of data
contained in Figure 18. See Figure 18 caption for details. A log plot
for the same curves is shown in the inset.
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from Figures 18 and 19 that, if nonadiabaticity is reduced for
theA transition state, a large rate increase is possible. Negri
and Orlandi found that the thermal averages increased by
roughly a factor of 3 when the rates were treated adiabatically.
This increased adiabaticity can be attributed, as did Felker et
al.,3 to solvent viscosity slowing the velocity along the twisting
coordinate. The thermally averaged adiabatic rates for theA
transition state are still found by Negri and Orlandi to be smaller
than the rates in low-viscosity solution. This discrepancy can
be eliminated by a lowering of the transition state by solvation,
that is, by a decrease inE0, for which effect a body of
experimental evidence exists.35,37 Negri and Orlandi point out
that such a solvation effect onE0 is also more likely to be
associated with theA transition state, in which the barrier is
formed by an avoided crossing of two electronic state surfaces.36

Molecular dynamics of thetransto cisconfigurational change
should provide a more direct theoretical description of the
twisting process. Bolton and Nordholm38 have provided a
microscopic picture of the intramolecular energy flow using
model potentials and trajectory calculations. They qualitatively
reproduce the experimentally observed restricted, quasi-periodic
IVR.6 They also found, from these classical trajectory calcula-
tions, that a bottleneck to IVR may persist. Such behavior of
IVR has an effect on rates and the validity of statistical models,
as discussed in refs 3, 14, 38, and elsewhere,2 and is important
in the low-energy regime. As discussed in section IV.3,
measured IVR rates above the isomerization barrier are larger
than the isomerization rate. Vachev et al.39 have reported quasi-
classical molecular dynamics simulations of the isomerization
of bothcis to transandtrans to cis. Nonadiabatic coupling to
the ground state was included in the calculations for deactivation
of the phantom state. For thetrans to cis process, they
reproduce the picosecond time scale, in contrast to thecis to
trans dynamics, which takes place on the femtosecond time
scale. These results are determined largely by inclusion of a
bonding potential of chemical strength between a specific pair
of carbon atoms located on opposite phenyl rings. Future MD
calculations will undoubtedly aim at refining the potential and
including quantum effects.

V. Conclusions

In this work, femtosecond multiphoton ionization and fluo-
rescence depletion techniques have been applied to the study
of three dynamic processes in thetrans-stilbene excited state:
time-dependent alignment, intramolecular vibrational energy
redistribution, and isomerization. The results have been com-
pared with theoretical models, each of which has been applied
previously to earliertrans-stilbene measurements of lower
temporal resolution. The time scale of rotational dynamics of
the isolated molecule in the room temperature vapor, as reflected
in the polarization anisotropy decay, is fully resolved and found
to correspond closely to the predictions of rotational coherence
theory. After extraction of alignment effects, fast and slow rate
components in the transients reveal two nonradiative population
transfer processes, which can be analyzed by a kinetic model.
The intrinsic molecular IVR rate appears to roughly follow an
extrapolation of a golden rule relation from the picosecond to
the femtosecond time domain, becoming unmeasurable at excess
energies above 2250 cm-1, while experimental IVR decays from
pulse limited state preparation are observable to high energy.
Absorption cross sections are found to differ widely between
initial and redistributed states in S1 and in the corresponding
S4 states. The energy dependence of the isomerization rate is
measured up to 6500 cm-1, showing good agreement with the
trends predicted by the application of adiabatic and nonadiabatic

RRKM theories to model systems that had previously been
adjusted to match isomerization data below 3000 cm-1.
In future, we will extend the present studies to the effect of

structural changes13 on IVR and rates and compare with very
recent work on similar systems by the Rettig group.40
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Appendix

The kinetic model of Figure 3 is a specialized case of the
following more simplified scheme, with initial stateA going to
productP:

wherekd is the rate constant for direct product formation andki
is the rate constant for indirect product formation, following
IVR to B. The general solution for the populations ofA andB
for t > 0, assumingnA(0) ) n0 andnB(0) ) 0, is

The initial state decays at a total ratekIVR + kd andB rises
with the fasterof the rates, (kIVR + kd) or ki, and decays with
the slower of the two, since the relative size of these two rates
determines the sign of the prefactor. If there are no reverse
rates and the population ofP is not monitored, it is irrelevant
whether or not the channels characterized bykd andki terminate
on a common product state.
When bothA andB are monitored, the total signalS(t) will

be a sum in which the relative amplitudes of the two contribu-
tions may be represented by arbitrary positive coefficientsa
andb:

Note that, if (kIVR + kd) > ki, the amplitudes of the (kIVR + kd)
components are of opposite sign, and each of the behaviors
shown in Figure 4 may occur, depending ona andb. If (kIVR
+ kd) < ki, however, the amplitudes of the (kIVR + kd)
components are both positive, and these contribute to the long
time decay. The amplitude of the singleki component ise0,
so there can be no short time decay, only a rise or partial rise,
or no rise ifb ) 0. Thus, whatever the size ofb, the signal
alwayshas only one decaying component.
We can now adapt the above result to find the populations

of |b〉 and|d〉 in the kinetic model of Figure 3, without imposing
the restrictions of eq 1. We need only add back the fluorescence

A B

P

kIVR

kikd

nA(t) ) n0 exp(-(kIVR + kd)t) (A1)

nB(t) )
n0kIVR

(kIVR + kd) - ki
[exp(-kit) - exp(-(kIVR + kd)t)]

(A2)

S(t) ) n0{a exp(-(kIVR + kd)t) +
bkIVR

(kIVR + kd) - ki
×

[exp(-kit) - exp(-(kIVR + kd)t)]} (A3)
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channels,fd and fb, for completeness. Fort > 0:

Here, an additional decay channel from|b〉, at ratekb, has also
been included. This may, for example, represent direct isomer-
ization without IVR, in analogy withkd above, but its role in
the temporal evolution ofnb or nd is indistinguishable from that
of fb. In this respect,kIVR is also indistinguishable fromkb +
fb except in its role as an amplitude factor innd. When
monitoring both|b〉 and|d〉 populations, the relative amplitudes
of the two contributions will be determined by their respective
probe cross sections, represented by the parameterâ, as
discussed in section III.1.
We may use eqs A4 and A5 to see the explicit form of the

total ion signal, for example, if, in violation of eq 1a,kiso+ fd
were greater thankIVR+ kb + fb. Changing the prefactor in eq
A5 to n0kIVR/[(kiso + fd) - (kIVR + kb + fb)] ≡ n0c, which is
now positive, and definingktot ) kIVR + kb + fb, the total ion
signal becomes

or, by combining terms,

(For c ) -1, eq 4b is recovered.) Since we are assuming now
thatc is positive and 0< âi < 1, we find, as expected, that the
resulting transientalwayshas only one decaying component (of
ratektot), and forâi < 1, it also has a fast rise of rate (kiso + fd).
The rise may be partial, as in Figure 4c, or full ifâi ) 0. Thus,
the ionization transients observed to have two decaying com-
ponents can be described by a kinetic model like that of Figure
3 only when the fast component is associated with IVR, in
accord with the interpretation in section IV.3.
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nb(t) ) n0 exp(-(kIVR + kb + fb)t) (A4)

nd(t) )
n0kIVR

(kIVR + kb + fb) - (kiso + fd)
[exp(-(kiso + fd)t) -

exp(-(kIVR + kb + fb)t)] (A5)

Mion(t) ) n0Rσ0i{âi exp(-ktott) + c(1- âi)[exp(-ktott) -
exp(-(kiso + fd)t)]} (A6)

Mion(t) ) n0Rσ0i{[c(1- âi) + âi] exp(-ktott) -
c(1- âi) exp(-(kiso + fd)t)} (A7)
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