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Ferroelectric Hydration Shells around Proteins: Electrostatics of the Protein—Water

Interface
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Numerical simulations of hydrated proteins show that protein hydration shells are polarized into a ferroelectric
layer with large values of the average dipole moment magnitude and the dipole moment variance. The
emergence of the new polarized mesophase dramatically alters the statistics of electrostatic fluctuations at the
protein—water interface. The linear response relation between the average electrostatic potential and its variance
breaks down, with the breadth of the electrostatic fluctuations far exceeding the expectations of the linear
response theories. The dynamics of these non-Gaussian electrostatic fluctuations are dominated by a slow
(=1 ns) component that freezes in at the temperature of the dynamical transition of proteins. The ferroelectric
shell propagates 3—5 water diameters into the bulk.

1. Introduction

Despite several decades of intense research, the properties
and principal relaxation modes of the protein—water interface
remain a subject of intense interest and controversy. Several
key phenomenological observations have been made, which
gave initial insights into the nuclear modes and relaxation times
involved in the interfacial dynamics and energetics. The
combined results of Mossbauer and neutron scattering measure-
ments have shown that rms displacements of the protein atoms
change dramatically at the transition temperature Ty, = 200—240
K'~% and to a lesser extent at a lower temperature, Tf = 150
K.7"% The upper-temperature transition, labeled (somewhat
broadly*) as the dynamical transition in proteins, marks an onset
of anharmonic protein motions active at high temperatures, in
contrast to purely phonon modes below Ty (Figure la). In
contrast, the low-temperature crossover at T appears when
hydrogen bonds of the interfacial water start to break, allowing
water rotations, also reflected by a change in the temperature
slope of the heat capacity of partially hydrated proteins.' This
is followed by the onset of water translations at about =160
K.” accompanied by a striking increase in the thermal expansion
coefficient of the hydration layer.'!

Which relaxation process/nuclear mode becomes active at
high temperatures above T is still debated.>®!>~!5 The currently
prevailing view*>!° assigns the transition to the appearance, with
increasing temperature, of a [-relaxation process'’ of the
hydration shell in the observation window fixed by the instru-
ment resolution. A nuclear mode producing this S-relaxation
has not been clearly identified, but its collective nature, involving
both the hydration shell and some surface motions of the protein,
has been emphasized. Indeed, the transition temperature is the
same for the protein and water components of the protein—water
interface when their corresponding signals are recordered
separately.'®!® In addition, the collective relaxation process
disappears when partially hydrated proteins are confined in a
rigid matrix mostly affecting the hydration shells?® or when the
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size of the polypeptide is reduced below some critical value.?!
It appears that this collective process does not require the
presence of the protein tertiary and even secondary structure?!
and is probably generic to the interface between water and a
flexible polymer with a chemically heterogeneous surface.'??
Even more generally, the observation of the dynamical transition
in nonaqueous solvents (glycerol® and chloroform?*) puts under
question the necessity of the presence of water. The transition
might be a general property of the interface between a mobile
polar liquid and a more rigid polymer/colloid particle made of
a less elastic material.

The dynamics of the protein—water and DNA—water inter-
faces were also probed by employing optical dyes linked to the
biopolymer’s surface.?%?~32 The recordered property in this case
is the Stokes shift dynamics, that is, the change in the position
of the emission peak caused by the nuclear modes adjusting to
a dipole moment created by dye’s photoexcitation.’® It was
observed that, unlike for dyes dissolved in homogeneous polar
solvents,*® the Stokes shift dynamics of dyes at the water—
biopolymer interface shows a slow =20—200 ps component
(Figure 1b). It was suggested that this component is either a
reflection of the same collective interfacial mode recordered by
scattering experiments or a result of a slow water exchange
between solvation shells.’*3* Alternatively, the emergence of
slow relaxation can be caused by waters pushed by protein
conformational motions.’*3¢ Indeed, when the observation
window is broadened, one can observe increasingly slower
relaxation components®? reflecting a hierarchy of successively
slower conformational motions of a biopolymer.

Given the importance of the protein—water interface to a
number of protein functions, including folding and hydrophobic
collapse,”*® the density profile of water at the protein surface
has attracted much attention.’”3%0 It was suggested that partial
or complete dewetting of hydrophobic patches at the protein—water
interface might be critical for folding.*! Attraction interactions,
existing also for hydrophobic residues, eliminate dewetting,**~*
and the resulting density profile of interfacial water is an
averaged reflection of the heterogeneous patchwork of hydro-
phobic and hydrophilic residues.’”*° As a reflection of a partially
broken network of hydrogen bonds, the compressibility of the

protein solution is higher than that of bulk water*® and also
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Figure 1. (a) Experimental msd displacement of the heme iron in myoglobin? (diamonds) and the solvent reorganization energy A}" of plastocyanin
from MD simulations® (circles) vs temperature. Both parameters are reduced to their corresponding values at 300 K. (b) The normalized Stokes
shift correlation function of an optical dye in bulk water and at the protein—water interface (taken from ref 26). (c) The relative change in the
terahertz dielectric absorption coefficient of the protein solution vs the volume fraction of the protein, 77o. The points are experimental data,”’ and
the solid line is the prediction of dielectric theories neglecting the ferroelectric polarization of the water shell.”® (d) Solvent reorganization energies
AY (circles) and A$' (diamonds) of plastocyanin from MD simulations.?® The dotted lines in this plot connect the points.

correlates with a number of properties significant for protein
stability, such as surface charge density and heat capacity of
unfolding.*647

Motivated by earlier Mossbauer and neutron scattering data
reporting rms atomic displacements,! ™ studies of protein
dynamics have traditionally focused on the translational mobility
of the interfacial water and the hydrogen bond dynamics,*~°
both directly accessible from numerical computer simulations.
This focus on interfacial density fluctuations is currently shifting
toward studies of the interfacial electrostatics, a development
driven by recent experimental advances in terahertz dielectric
spectroscopy?"?”12 and wider applications of conventional
broad-band dielectric techniques.>!®29335* Several important
observations came from recent dielectric measurements.

First, a break in the temperature dependence of terahertz
dielectric absorption,” reminiscent of the break in the rms
atomic displacements, was obtained. This observation indicates
that interfacial density and dipolar fluctuations share the same
phenomenology. Second, an anomalous increase in the terahertz
absorption coefficient was found for protein solutions at the
protein volume fraction below 1% (Figure 1c¢).?”> This unex-
pected result was rationalized by assuming the electrostatic
coherence between the protein and its hydration layers extending
15-20 A into the bulk. An effective dipole moment of the
protein and its hydration shell, much exceeding the dipole
moment of the protein itself (see below), is required to explain
these observations.?

Given these new experimental data and previous simulation
reports of an unusual pattern of the dipolar polarization field
around proteins,”® one might expect some unconventional
electrostatics of the protein—water interface. We indeed found®
that the statistics of electrostatic potential fluctuations produced
by hydration water inside proteins do not follow the commonly
accurate®”*® prescriptions of the linear response theory. Ac-
cording to the linear response, the average electrostatic potential
of water taken at a probe charge ¢ inside the protein can be
connected to its variance by the fluctuation—dissipation relation,
Bgl(6¢)?y = —(¢).%° This relation indeed holds for the

electrostatic potential at the active site of the metalloprotein
plastocyanin (PC) at low temperatures below 7}, but breaks down
dramatically above T (Figure 1d).” The variance deviates
strongly upward from the average to the values normally not
seen for small and rigid organic solutes. This paper aims to
study the physical origin of this effect and to give a closer look
at the statistics and dynamics of the dipolar polarization field
at the protein—water interface. We show, in agreement with
terahertz measurements,?’> that proteins are capable of polar-
izing nearest water shells and produce local ferroelectric order
of water dipoles. This observation is a significant departure from
the previous experience gathered in the field of solvation in
molecular polar liquids. We start our discussion with a qualita-
tive picture of how this finding affects observable properties
linked to the interfacial electrostatics.

2. Picture of the Elastic Ferroelectric Shell

We have observed? fluctuations of the dipole moment of the
protein’s hydration shell far exceeding those in the bulk. This
shell of an effectively higher polarity, which we have dubbed
the “elastic ferroelectric shell”, was suggested to produce the
unusual statistics of the electrostatic potential at the interface
and inside the protein. The term “ferroelectric” does not reflect
the existence of a global symmetry breaking and a well-defined
order parameter of conventional bulk ferroelectrics.’ The dipole
moment of the shell, M, fluctuates in magnitude and rotates,
resulting in (M) = O on the infinite observation time of the
canonical ensemble, whereas (M) = 0 due to the fluctuations
of the dipole moment. If the observation time is shorter than
the dynamics of M;, one observes a nonvanishing dipole
moment {M;).,s = 0 on the observation time window indicated
by the subscript. This phenomenology appears for any finite
system, since the time of transition between different orienta-
tional phases (such as orientations of the ferroelectric director)
becomes infinite only in the thermodynamic limit.%! In other
words, the ferroelectric director has a finite relaxation time for
a ferroelectric domain. Such a water domain, elastically stressed
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by motions of the protein, is what the elastic ferroelectric shell
is describing.

We prefer the usage of the term “ferroelectric” in contrast to
“polarized” (even though both terms are used interchangeably
in the paper) because the polarization of the water cluster does
not seem to be directly linked to the electric field of the protein
and is, in fact, fairly insensitive to the overall protein charge
and the surface charge density. Although a complete set of
conditions responsible for the appearance of the ferroelectric
shell is currently hard to track down, these are most likely related
to the size, elasticity, and chemical heterogeneity of the protein
surface. Whereas all of them can potentially contribute to the
observables, one property of the protein electrostatics, the
variance of the protein dipole moment, emerges from our
analysis as a key parameter controlling the dipole moment
fluctuations of the hydration shell.

Before going into a more detailed discussion, we briefly
summarize the electrostatic parameters recordered from the
simulation trajectories. Since we want to connect our observa-
tions to experimentally measurable properties of redox proteins,
we consider an electrochemical half reaction in which the
oxidation state of the copper metal in the active site of the
plastocyanin redox protein is changed by depositing an electron
from the oxidized (Ox) to reduced (Red) form. The deposition
of an electron changes partial charges of a number of atoms in
the protein’s active site. These atoms can therefore be assigned
difference charges Ag; such that £;Aq; = —1.% These difference
charges of the active site (denoted by “0”) interact with the
partial charges of the medium (denoted as “m”) producing the
Coulomb interaction energy V. The medium is composed of
the protein matrix (“p”) and the hydration water (solvent, “‘s”)
such that the overall Coulomb energy is: Vo, = Vo, + Vi

The average interaction energy, E; = (Von);, can be calculated
in each redox state enumerated as i = 1 and 2. Since Ag; are
the difference charges between two redox states, E; are Coulomb
components of the average optical (vertical) transition energies
between the two redox states.®3927%4 The difference of E, and
E}, known in spectroscopy as the Stokes shift, defines the Stokes
shift reorganization energy A5 = (E, — E;)/2.%® On the other
hand, one can calculate the variance of the interaction potential
Vom 1n each state. This variance, according to the linear response
approximation, is independent of the state used for the ensemble
average, {(OVom)?)1 = {(0Vom)*)2. Moreover, the static limit of
the fluctuation—dissipation theorem® gives an alternative defini-
tion of the reorganization energy, labeled as A'*, from the
temperature-reduced variance®®>°

A= BlOVm)D/2 (1)

where 8 = 1/(kgT) is the inverse temperature.

The two definitions are, of course, identical within the linear
response approximation and A'* = A5, What was instead found
from MD simulations of plastocyanin,?>% reaction center protein
of bacterial photosynthesis,”’ and some other protein complexes™®
is that at 7 > T, (Figure 1d)

/'Lvar > },St (2)

Before presenting our quantitative findings below, we explain
here this observation in terms of a qualitative picture of the
ferroelectric elastic shell.

In the present paper, we report the statistics of electrostatic
fluctuations due to both water and protein motions. Correspond-
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- redox
site, Aq,

Figure 2. Cartoon of the polarized shell surrounding the protein. The
ferroelectric shell with the volume €. has a nonzero net polarization
P, producing the dipole moment M, = P.L.. The charges z; belong to
ionized surface residues not affected by changing redox state of the
protein, whereas difference charges Ag; of the active site reflect the
change in partial atomic charges upon depositing the electron to
the active site. These charges are used to calculate the Coulomb
interaction potential Vy with the surrounding water molecules and the
interaction energy Vo, with the protein partial charges. The dashed line
at the protein surface indicates a conformational motion shifting the
corresponding surface charge and producing an elastic deformation of
the ferroelectric cluster that propagates into a fluctuation of the
polarization field P..

ingly, the Stokes shift reorganization energy is a sum of the
water (s) and protein (p) components,

A=00+4 3)

The variance reorganization energy contains, apart from the
direct contributions from the water (i) and protein (Ay")
fluctuations, the cross term 43" from cross-correlations between
Vos and V()p

A= 2 2 2 4)

Further, the Stokes shift reorganization energy of each
component, protein and water, is related in the linear response
approximation to the corresponding direct variance and the
cross-correlation term

St __ qvar 1 var
A5 = 2+ )

We first focus on the question of how the change in the
statistics of the water fluctuations affects the linear response
relations listed here. To make our arguments more transparent,
let us assume for the moment that dipolar polarization P is
constant throughout the ferroelectric cluster with the average
thickness L surrounding the protein (Figure 2). This shell
polarization is an intrinsic property of the protein—water
interface, which might be stabilized by ionized surface residues
carrying charges z; (Figure 2). Therefore, to a first approxima-
tion, P, is not affected by the changing redox state of the active
site

Pc,l = PC,Z (6)

This condition implies no contribution to the Stokes shift from
cluster’s polarization, since it will cancel out in the difference
of average energies E;. The entire Stokes shift will arise from
slight reorientations of the water dipoles in response to the
changing electric field of the active site. This linear polarization
Stokes shift, typically considered in linear theories of molecular
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redox reactions,” can be adequately calculated by standard

models of polar solvent response, as we indeed found for
hydrated plastocyanin. 5+

As we show below, the polarization field P, is not static and
changes both in magnitude and orientation. The relaxation of
P. might come from both the internal dynamics of water’®"!
and low-frequency vibrations of the protein elastically stressing
the hydration shell.”” The amplitudes of the protein vibrations
increase sharply above T;;, and so do the elastic motions of the
hydration shell. The electrostatic effect of these collective
motions, involving hundreds of water molecules ((N) =~ 510
waters in the first solvation layer of plastocyanin), develops into
a gigantic® reorganization energy A{*". Since, as we have stated
above, these collective motions do not affect AS!, the linear
response equality between 4™ and AS' breaks down, and one
arrives at inequality 2.

One can estimate the result of fluctuations of the ferroelectric
shell on the second-cumulant reorganization energy by averaging
over the orientations of P, in eq 1. This yields

W= 05— (DA + BIO(MEVP, + 1) (D)

The second term in this equation includes the total dipole
moment M, = (P.Q.) of the polarized cluster with the volume
Q. and the electric field Eq(r) of the difference charges Ag;
averaged over the cluster’s volume

E)=Q " [, Ey) dr 8)

The parameter P, is the second-order (nematic) order
parameter of the polarization vector P, defined relative to some
chosen direction (the protein dipole moment, frozen on the time
scale of water fluctuations, is used in the analysis below).

The notion of the constant polarization P, is an oversimpli-
fication used here to outline the physical picture of the shell
polarization. The emergence of a net water polarization is really
an interfacial phenomenon, with the polarization P.(r) decaying
approximately as 1/ with the distance r from the protein surface
to the bulk. Most of the water polarization occurs in the first
solvation layer, and this effect propagates into the adjacent water
shells. The subensemble of (M) = 510 water molecules in the
first solvation layer has a strong tendency to in-plane alignment
of the dipoles’ and to form 1D dipolar chains.”*’ Whether the
soft nuclear mode producing the net ferroelectric dipole can be
traced back to a uniform polarization® or to an alignment of
1D dipolar chains,™ there is a tendency to a ferroelectric
transition of pseudospins describing water orientations in the
surface layer.”*”77 Typically, expected signatures of such
transitions (even though not in the thermodynamic limit) include
critical slowing down of the principal nuclear mode and peaks
in second cumulants of thermodynamic parameters.”® We have,
indeed, found® a critical slowing of the collective component
of the Stokes shift dynamics and a sharp spike in Ay, both
singularities seen at 7;,. The nanometer size of proteins might
be an important factor in creating the net dipolar interfacial
polarization. On one hand, the size of a typical protein is
sufficiently large to put several hundreds of waters in its first
hydration layer. On the other hand, the finite size of this cluster
eliminates long-wavelength phonons destroying the long-range
order in infinite 2D systems.
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Figure 3. Normalized variance «' = ((ON")?)/{(N') vs temperature for
the number of water molecules N! in the first solvation layer of
plastocyanin. The dashed line shows the result for bulk TIP4P water
at 300 K reported by Mittal and Hummer.*> A somewhat smaller value
of 0.2 was reported by Sarupria and Garde* for SPC/E water. We note
that from an approximately linear trend of ! with 7, the compressibility
Pr, which relates to « as pkgTfly = k at N — oo, is a weakly increasing
function of temperature.

3. Results of Numerical Simulations

We have previously proposed® two plausible scenarios to
explain inequality 2. The first mechanism was based on the
observation that the density of the first hydration layer drops
with increasing temperature, and the variance of the number of
first-layer waters increases. Both trends point to the formation
of a high-temperature hydrophobic interface characterized by
enhanced fluctuations of the water density in the first solvation
layer.”® The second mechanism anticipated fluctuations of the
polarized (ferroelectric) shell induced by low-frequency protein
motions with their amplitudes enhanced above 7. Since long-
ranged dipolar forces produce little effect on the interfacial
density profile,! these two mechanisms can be viewed as
essentially uncoupled. As described above, we currently favor
the second scenario and present new simulation results and data
analysis in support of this mechanism.

Before going into the details, we note that density fluctuations
of water at the protein surface, and a hydrophobic surface in
general, do not develop an amplitude necessary to explain the
observed variances of the electrostatic potential. Indeed, the
width of the interfacial region where density fluctuations are
active increases slowly with the solute size, as the logarithm of
the radius,’ and does not exceed 0.3 nm for the size magnitude
of the protein studied here.** Moreover, the compressibility of
the first solvation shell is, in fact, lower than that of bulk water.
The normalized variance k' = ((ON)?)/{N") (M is the fluctuating
number of waters in the first solvation layer) increases with
rising temperature (Figure 3) but never reaches the level reported
by Mittal and Hummer* for bulk water. Despite the chemically
heterogeneous interface, water molecules are, on average, more
constrained in the first solvation layer of a protein than in the
bulk.®>~% This statement applies to high temperatures, since the
relation between surface and bulk dynamics is reversed at low
temperatures, preventing water crystallization.’8” However, for
the high-temperature regime mostly studied here, it seems
unlikely that translations of waters in and between the hydration
layers can produce the breadth of the electrostatic noise
recordered from MD trajectories.”

3.1. Simulation Protocol. We present here the results of
NVT, NPT, and NVE simulations of hydrated plastocyanin with
two sizes of the simulation box including N; = 5886 and 21 076
waters to study the effect of the hydration level on the
electrostatic observables. In addition, we mutated the wild type
(WT) plastocyanin to introduce more charged groups at the
surface and thus break up the extended hydrophobic patches
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Figure 4. Comparison of the surface charge distribution in the mutant
and the wild-type plastocyanin. The PC backbone is given in gray
(cartoon representation), and the copper atom is the purple sphere. All
ASP/GLU residues are shown in red, and all LYS residues are shown
in blue.

(Figure 4 and Supporting Information). These mutations and
the variations of the hydrostatic pressure were carried out to
distinguish between the hydrophobicity and ferroelectric shell
scenarios. The mutated (Mut) protein was hydrated with Ny, =
6217 waters. Details of the simulation protocol are given in the
Supporting Information. Briefly, AMBER 9.0 package was used
to produce MD trajectories with the standard (tinfoil) imple-
mentation of the Ewald sums used to treat the Coulomb
interactions. To speed up the analysis, the electrostatic interac-
tions were cut off at the half of the box size with the use of the
transformation to the standard tinfoil condition according to ref
88 (Tables S1 and S2 in the Supporting Information). This
correction is included in the interaction potential Vi of the
active-site charges Ag; with the hydration waters.

In addition to plastocyanin simulations, we have carried out
simulations of two other globular proteins, lysozyme and
ubiquitin (see Supporting Information for the details of the
simulation protocol). These two proteins do not carry redox
activity and, therefore, are not used for the reorganization energy
calculations. The statistics and dynamics of the dipolar fluctua-
tions of their hydration shells are distinctly different from the
redox-active plastocyanin, and these data are used in analyzing
the origins of the non-Gaussian electrostatics found for the latter.

3.2. Dependence on Hydrostatic Pressure. Hydrostatic
pressure in NPT simulations was varied with the goal of testing
the effects of weak dewetting® and related enhanced density
fluctuations” on the protein electrostatics. Both positive and
negative hydrostatic pressures were studied, with the latter range
(existing in metastable liquids®®®!) explored given that surface
dewetting is enhanced at these conditions.® The results of NPT
simulations for the wild-type and mutant proteins are shown in
Figure 5. The overall outcome is little sensitivity, within
simulation uncertainties, of A, (either from the Stokes shift or
the variance) to hydrostatic pressure; A increases with increas-
ing pressure, in accord with the increasing number of first-shell
waters (insets in Figure 5).

Both the water and protein components of 1Y increase in
their magnitudes for the mutated compared to the wild-type
protein (Figure 5). These trends are consistent with a larger
density of surface partial charges for the mutated protein,
producing a denser hydration layer with stronger fluctuations
of the electrostatic potential. The overall reorganization energy
¥ is, however, not that different between the two forms of
the protein because of a negative compensating contribution
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Figure 5. Pressure results for the wild-type (upper panel) and mutated
(lower panel) plastocyanin. The points show the total reorganization
energy A'" (circles) arising from fluctuations of both the protein and
water subsystems, as well as individual protein (diamonds) and water
(up triangles) components. The protein—water cross-term (eq 4) is not
shown. Solid squares are A, and the insets show the pressure
dependence of the average number of first-shell waters.

from the cross term, A3, which makes the total reorganization
energy of the mutant at some pressure points even lower than
the protein and water components separately.

3.3. Formation of the Ferroelectric Water Shell. The first
and second cumulants of the dipole moment of waters in the
first shell and in the entire simulation box are listed in Table 1
(the pressure dependence of the dipole moments can be found
in Tables S3 and S4 in the Supporting Information). The first
hydration shell is defined as the water layer of thickness 2.87
A surrounding the van der Waals surface of the protein. The
values obtained for plastocyanin do not depend much on the
statistical ensemble (NVE, NVT, and NPT) used in simulations
and are also little sensitive to the electrostatic surface mutations,
except for the variance of the first-shell dipole, which is smaller
in the stiffer hydration shell of the mutant. A significant
difference, however, exists between the first-shell dipolar
fluctuations of plastocyanin and two non-redox proteins, lysozyme
and ubiquitin, studied here. The variances of first-shell dipoles
of these proteins are much smaller than that for plastocyanin,
implying that the local polarities of their hydration shells are
much lower.

Both cumulants (M) and {(0M;)*)!"* scale as the square root
of the number of waters N> and, therefore, cannot be compared
between different systems. The ratio kg = ((OMy)*'"?)/
(M) is, however, close to kg = (37/8)""> = 1.09, expected for the
isotropic Maxwell distribution for all proteins studied here. For
the first-shell dipole M! of plastocyanin, this ratio, kg = 1.14,
reflects a highly anisotropic distribution of the first-shell dipole
along the direction of the protein dipole, &, = M,/M,. The
corresponding distribution function P(M;)) of the parallel projection
M = M:-&, strongly deviates from the isotropic Maxwell distribu-
tion, but at the same time is symmetric in respect to the inversion
M, — —M, (Figure 6). This nematic symmetry suggests that the
anisotropy of M! is most likely caused by the elongated shape of
the protein and not by the pinning field of the protein dipole, which
would create an inversion anisotropy. The distribution function,
P(M,), is not significantly affected by the increase of the overall
number of waters in the simulation cell from N, = 5886 to 21 076
(cf. solid to dashed lines in Figure 6), although it is somewhat
sharper in the NVE than in the NPT protocol. Nevertheless, these
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TABLE 1: Dipole Moments (D) of the Hydration Shell and Protein at 300 K and 1 atm*

system (M) ((0M)*)'"” (M) ((0M))"” (M) ((0Mp))'"” (N
WT/Ox (NVT, N, = 5886) 414 464 1152 1242 246 127 509
WT/Ox (NPT, N, = 21 076) 582 662 2564 2737 249 155 510
WT/Ox (NVE, N, = 21 076) 485 557 2678 2899 239 218 511
Mut/Ox (NPT, N, = 6217) 316 389 1227 1319 328 223 568
Ub (NVE, N, = 27 918) 48 50 996 1074 256 30 334
Lys (NVE, N, = 27 673) 77 710 950 1055 150 38 468
Lys (NVT, N, = 27 673) 67 69 824 893 162 73¢ 464
Lys (NPT, N, = 27 673) 67 65 835 904 172 117 459

“The data are obtained for wild-type (WT) and mutated (Mut) plastocyanin (PC) in oxidized (Ox) redox state and for lysozyme (Lys) and
ubiquitin (Ub) proteins. NVE, NVT, and NPT denote the statistical ensembles used in the simulation protocol. The last column lists the average
number of waters in the first solvation layer, (M). ® The Kirkwood factor of the first hydration layer of lysozyme is 1.95. A somewhat lower
value of 1.45 was reported for TIP3P waters in the first solvation layer of myoglobin (Glass et al. J. Chem. Theory Comput. 2010, 6, 1390).
¢ Previous NVT simulations of lysozyme in SPC/E water (Smith et al. J. Phys. Chem. 1993, 97, 2009) reported {((0M,)*)"*> = 64 D.

0.002

P(M||)

0.001

1 1 1
-200 0 200 400 600

0 t 1
600 -400

Figure 6. Distribution function P(M,)) of the parallel projection M, =
M:-&, of the first-shell water dipole on the direction of the protein
dipole &, = M/M,,. The solid line refers to Ny = 5886 waters in the
simulation box; the dashed lines represent Ny = 21 076 (NPT). The
results of the NVE simulations with the same number of particles are
also shown. The symmetry with respect to inversion M, — —M,
indicates that the water shell is not pinned by the electric field of the
protein dipole.

results testify to a relatively low sensitivity of the first-shell structure
to the size of the simulation box.

We found that both the dynamics and statistics of the first-
shell dipole moment of lysozyme and ubiquitin are distinctly
different from plastocyanin. There are noticeable, although much
smaller, deviations of the distribution functions P(M,)) and P(M )
(M, is the component of M! perpendicular to &, from the
Maxwell distribution (Figure 7). A part of it comes from
insufficient statistical sampling. The dynamics of ML(?) for these
proteins are extremely slow, with characteristic relaxation times
of 1600 ps (Lys) and 400 ps (Ub) (Figure 8). As a result, ML(¢)
of lysozyme and ubiquitin do not average to zero on the 25 ns
length of the MD trajectory (Figure 7). The nonvanishing first-
shell dipole {(M!(#)) of ubiquitin is smaller than of lysozyme,
and the distribution P(M,) is closer to Maxwellian. However,
the first hydration shells of both these proteins will appear
ferroelectric on a subnanosecond observation window.

We have also found that the dipolar dynamics of both
lysozyme and ubiquitin are significantly faster in NVT/NPT
simulations as compared with the NVE protocol (see Figure
S1 in the Supporting Information), which is most likely an
artifact of the thermostats employed in the NVT/NPT simula-
tions. As a result of faster relaxation, the distribution function,
P(M,), of Lys obtained in the NVT ensemble shifts closer to
the Maxwell distribution (Figure 7). Note that we found no such
ensemble effects on the dynamics of plastocyanin, which are
much faster than those of lysozyme and ubiquitin (see below).

3.4. Propagation of the Shell Polarization into the Bulk.
Since the statistics of electrostatic fluctuations are strongly
influenced by thermal motions of the ferroelectric cluster, the

M, V(@M )%

Figure 7. Distributions functions P(M; ) of parallel, M, (a), and
perpendicular, M, (b), projections of the first-shell dipole on the protein
dipole of lysozyme (Lys, points) and ubiquitin (Ub, solid lines). The
distribution in panel a marked as Lys/NVT refers to the NVT simulation
of lysozyme; all other distributions are from the NVE simulations. The
dashed—dotted lines in both panels refer to the isotropic Maxwell
distribution (M).

question of its spatial extent into the bulk water becomes critical
for the development of the physical picture of the water—protein
interface. To study this aspect of the dipolar polarization, we
have calculated the dipolar properties originating from the waters
located within the layer of thickness r from the protein surface.
A water molecule is assigned to the layer if the separation of
its oxygen atom from the nearest protein atom is within the r
distance. The results for the water shell dipole are summarized
in Figure 9, where the average dipoles are given in panels a
and c and the variances are shown in b and d.

Both the average dipole moment and its variance increase
with the layer thickness r (Figure 9a—b). This increase comes
from the growing number of waters in the shell, since the
average dipole moment per water molecule at distance r, {my(r))
= dM,(r)/dN(r), actually decays with r (Figure 9c). A similar
trend is seen for the distance-dependent Kirkwood factor, gx(r)
= (M2(r))/({Ny(r)ym?), where m, = 2.35 D is the dipole moment
of a TIP3P water molecule (Figure 9d). The statistics of the
shell dipole are little affected by temperature. Both the average
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Figure 8. Normalized self-correlation functions of dipole moments
of lysozyme (Lys) and ubiquitin (Ub). The solid lines show the
correlation functions Ci(7) of the first-shell dipole; the dashed—dotted
lines show the correlation functions of the first-shell unit vector &'(¢)
= ML(#)/M(?). The dotted lines refer to the correlation function Cy(f)
of the entire dipole moment of the simulation box.
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Figure 9. Dependence of the water dipole moment on the thickness
of the water shell (a—e) and the variation of the first-shell dipole with
temperature (NVT simulations,? panel f). All results are from MD
simulations of PC. The dipole moment per water molecule residing at
distance r from the protein surface {my(r)) = dM(r)/dN(r) is shown in
panel c, and the distance-dependent Kirkwood factor, in panel d. The
distance-dependent dipolar polarization P(r) = dM(r)/(4zr? dr) is
shown in panel e. Panel f shows the average ((ML.), open squares) and
variance ({(OML)?), closed squares, in 10° D?) of the first-shell dipole
vs temperature. The solid and dashed lines correspond to the wild type
and mutant proteins, respectively, obtained from simulations with
smaller simulation cells (N; = 5886 (WT) and 6217 (Mut)). Open circles
refer to simulations of WT/Ox PC with Ny, = 21 076 waters in the
simulation cell. The dotted line in panel a shows the water dipole
moment around WT/Ox PC at 150 K.

and the variance of M! are almost independent of temperature
(Figure 9f), and M(r) is nearly the same at high and low
temperatures (cf. dotted and solid lines in Figure 9a). The
hydration shell also becomes slightly more dense when the
number of waters in the simulation box is increased from N, =
5886 to Ny = 21 076. This is reflected by higher {m(r)) (Figure
9c) and gk(r) (Figure 9d). Nevertheless, the polarization density
of the water shell P(r) = dM(r)/(4mr*dr) remains fairly
consistent between the two simulations (cf. solid line with points
in Figure 9¢) and decays approximately as 1/72 into the bulk.
Virtually no polarization is detected beyond r = 10 A (Figure
9¢), which incorporates =2300 waters into the ferroelectric
cluster.

The variance reorganization energy AY*(r) can also be
calculated by counting the fluctuations of the Coulomb potential
arising from a given water layer. No correction for the cutoff
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Figure 10. Reorganization energies 1Y(r) and A$'(r) calculated from
the water shell of thickness r around the wild-type plastocyanin (a)
and its mutant (b). “Ox” and “Red” specify the oxidation states. The
dotted line in panel a shows A{*(r) of PC/Ox at T = 150 K.
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Figure 11. Reorganization energies A{*(r) and A${(r) obtained for Red
and Ox states of wild-type plastocyanin (solid lines). The dashed—dotted
lines show Ay*(r) for the mutant protein. All parameters are calculated
for a shell of waters inside the thickness r from the protein surface and
reduced to their corresponding values at » = 20 A. The vertical dashed
line indicates the thickness of two solvation shells around the protein
within which A3'(r) nearly reaches its bulk value. The data are obtained
from NPT simulations with Ny = 5886 waters in the simulation box.

of the interaction potential is taken in this case. These results
are therefore only qualitative and are meant to show the
characteristic length on which the variance of electrostatic
fluctuations builds up. The functions Ay*(r) obtained in two
oxidation states of the protein basically follow the trend seen
for the shell water dipole, extending the radius of their
convergence to about five solvation layers from the protein
surface. Nevertheless, at least half of A}*(r) is produced by
fluctuations of the first solvation layer alone, again emphasizing
the interfacial nature of the reorganization energy Ay (eq 7).
Further, the water reorganization energy of the mutant is much
higher than that of the wild-type protein, reaching a gigantic
magnitude comparable in the past only to the report by Tan et
al.%® It appears that more tightly bound hydration shells of the
mutant produce more electrostatic noise, at the same time
leading to a stronger compensation between protein and water
fluctuations in the overall reorganization energy A**" (Figure 5
and Tables S1 and S2 in the Supporting Information).

The Stokes shift reorganization energy A5 is much lower than
A¥ and is comparable to the latter only at low temperatures
below T (cf. dashed—dotted and dotted lines in Figure 10a).
Importantly, A5'(r) does not share the long-range character of
A¥(r) and mostly reaches its bulk value within the first two
solvation layers (Figure 11). Therefore, the dramatic distinction
in the magnitudes of AS' and A{*" is also reflected in different
length scales involved. Although A$! is clearly a short-range
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Figure 12. Trajectories of the dipole moment of the protein M(f)
(green), first-shell water ML(¢) (black), and total hydration water M(f)
(blue) from NPT simulations of plastocyanin. Panel (b) shows a
magnified protein trajectory M(#),, and panel ¢ shows the density of
normal-mode vibrations of the protein.

property, as is typical for solvation of small molecules, large
increase in Ay at 7'> T, originates from a collective mode linked
to long-ranged fluctuations of the shell dipole moment. This
mode dynamically freezes below Ty, and A{"(r) not only
becomes close to AS(r) in magnitude, but also loses its long-
range length scale.

3.5. Shell Dynamics. We now turn to the dynamics of the
ferroelectric water shell. This issue is critical for our entire
discussion since the results shown in the previous sections
naturally raise a number of questions: (i) Why have any of the
long-ranged dipolar structures not been detected by X-ray
crystallography and NMR?% and (ii) Why was the spatially
extended water polarization observed on a very short time scale
of the terahertz dielectric response?’ and has it not been detected
by conventional dielectric spectroscopy®” at lower frequencies?

To address these questions and get a better grasp of the nature
of the dynamical transition in the spectrum of electrostatic
fluctuations, we have looked at the dynamics of three relevant
dipole moment vectors: dipole moment of the protein M(%),
dipole moment of the first-shell waters M(¢), and dipole moment
of all water molecules in the simulation box My(f). These
observables are compared with the dynamics of the Coulomb
interactions of the active site with the protein and water thermal
bath.

The trajectories of all three dipole moment magnitudes of
hydrated plastocyanin are shown in Figure 12a—b. All dipoles
experience rapid fluctuations on a time scale of =1 ps, consistent
with both the time scale of hydrogen-bond dynamics in water’®’!
and the peak of the normal-mode density of states of plasto-
cyanin (Figure 12c). This type of vibrational density of states
is typically observed for hydrated proteins.”>*> The physical
picture arising here is that of low-frequency vibrations of the
protein pushing hydration water and producing amplified
fluctuations of the ferroelectric shell, which follows essentially
adiabatically the protein motions. These vibrations also include
motions of o-helices with the corresponding fluctuations of their
large dipoles.

This picture is supported by the time correlation functions
shown in Figure 13. The time self-correlation function of the
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Figure 13. Normalized time correlation functions of the protein (p)
and water (s) dipole moments. Also shown are the correlation function
of the first-shell water dipole, (C(#)), at 150 K and the cross correlation
function of the protein and water dipole moments (ps).

protein dipole Cy(r) = (M,(#)* M,(0))XM,(0)*) shows a very slow
exponential decay with the time scales from 2.8 ns for Ny =
5886 to 6.4 ns for Ny = 21076. This relaxation is typically
assigned to protein tumbling.”* The decoherence of water
motions, represented by CL(£) = (ML(¢) - MY0)){M%(0)?) and C(?)
= (M(1) - M(0))/{M(0)?), is much faster, on a 0.3—0.5 ps time
scale. These dynamics have also been recordered by spectro-
scopic techniques and were assigned to the peptide—water
hydrogen-bond motions.”> Most of the water’s correlation
functions, Cy(f) and CL(¢), decay on this very short time scale,
followed by ~5% amplitude with a relaxation time scale of
=100 ps.

In contrast, the cross-correlation function Cpy(f) = (M,(7) * M(0))/
(M,,(0)+M(0)) follows the protein relaxation for at least =100
ps, and the same is true for the cross-correlation of M},(t) and
ML(#) (not shown in Figure 13). The polarization of the water
cluster therefore follows adiabatically the protein’s motions. The
ferroelectric shell surrounding the protein is truly elastic with a
characteristic =1 ps relaxation time detected by terahertz
spectroscopy, in contrast to the protein dipole nearly frozen on
that time scale.

The dynamics of the water shell are not much affected by
the change of the number of waters from N; = 5886 to 21 076;
the results of analyzing the larger simulation box are summarized
in Table 2. The dynamics of M(7) are also very close to that of
the corresponding unit vector &(r) = MI(#)/M., indicating that
most of the dipolar relaxation occurs by rotations of ML(r)
instead of its magnitude fluctuations (which are also present;
Figure 12). Also shown in the table are the relaxation times of
the number N'(¢) of first-shell waters calculated from Cy(f) =
(ONX(£) ON'(0))/{(ON'(0))?). The water exchange between first
and second shells occurs on a time scale of 2 ps, consistent
with previous NMR reports.®

What happens with the dipole moment dynamics with
lowering temperature is illustrated in Figure 13. The slow
components of CI(¢) and C,(¢) increase both in amplitude and
in the relaxation time with lowering temperature. For instance,
the slow, 80—150 ps, relaxation component of CL(¢) is almost
negligible (4—7%) at 300 K, but increases to 30—50% when
the temperature drops to 150 K. In addition, the relaxation time
increases to 1.6 ns.

As we have mentioned above, the dynamics of plastocyanin
are almost identical in the NVE and NVT ensembles (Table 2),
although the former generally offers a better protocol for
dynamics simulations.” In contrast, the dipolar dynamics of
lysozyme and ubiquitin, much slower even at high temperatures,
are sensitive to the ensemble used (Figure S1 in the Supporting
Information). The first-shell dipoles of lysozyme and ubiquitin
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TABLE 2: Relaxation Times (z, ps) and Relative
Amplitudes (A) of the Normalized Time Correlation
Functions of Water Dipole, the Number of First-Shell
Waters, and Electrostatic Interactions Obtained from NVT
(20 ns)/NVE (25 ns) Simulations of WT/Ox Plastocyanin
with Ny = 21076 Waters in the Simulation Box

observable  ensemble relaxation times and amplitudes

& NVT 7 0.03 1.5 85
Al 0.81 0.12 0.07

NVE 7 0.08 32 140
Al 0.85 0.10 0.05

M! NVT Th 0.04 1.4 85
Al 0.79 0.14 0.07

NVE T 0.08 2.1 139
Al 0.83 0.11 0.06
M, NVT ™ 0.006 0.62 4.8 x 108
Anm 0.75 0.21 0.04

NVE ™ 0.1 3.1 1203
Ay 0.92 0.05 0.03

N NVE 7k 0.53 41 2593
Ak 0.80 0.15 0.05

Vos“ NVE 7, 0.35 46 650
Ap 0.23 0.12 0.65

Vo' NVE Ty 0.25 11 548
Ay 0.39 0.21 0.40

Vops’ NVE Tpw 0.62 9.5 539
Apw 0.22 0.27 0.51

“Coulomb interaction energy of the active site with the partial
charges of water, Vi, and protein, V. b Relaxation parameters of
the cross-correlation function between Coulomb interaction energies
with protein and water.

do not average to zero on the 25 ns length of the simulation
trajectory. The slow components make ~75% of CX(¢) for both
proteins, with the relaxation times of 1600 ps (Lys) and 400 ps
(Ub) (Figure 8). Nevertheless, for all protein studied, the
correlation functions of the unit vectors &\(¢) are very close to
the CI(¢) functions, indicating that the dipolar relaxation occurs
in all cases by rotations of the dipole moment ML(%).

It seems plausible that a nuclear mode responsible for the
slow portion of the dipole relaxation is the main contributor to
the dynamics of electrostatic fluctuations and the dynamical
freezing of the reorganization energy Ay below T, (Figure 1d).
This is suggested by the dramatic difference in the relaxation
patterns of the dipole moment and the electrostatic potential of
plastocyanin. In contrast to protein and water dipoles, which
relax on quite distinct time scales, the time correlation functions
of the Coulomb interaction energies Vo,(f) and V(t) are fairly
close to each other (Figure 14).

The relative weights of the fast and slow relaxation compo-
nents are also remarkably different between the dipole moment
and Coulomb interaction energies. Most of the water dipole
around plastocyanin relaxes on a really short time scale (Figure
13). In contrast, the slow relaxation tail of 0.5—2 ns, barely
seen in functions Cy(¢) and Cy(?) (Table 2), becomes a dominant
component of the relaxation functions Cy(r) = {3 Vo(?) 0V (0))/
{(0V54(0))?) calculated for interactions of the active site with
the protein (¢ = p) and water (¢ = w). This long-time relaxation
also amounts to ~60% of the variance reorganization energy
AY™. Not surprisingly, this slow relaxation freezes in at low
temperatures, eliminating, on a fixed observation window, much
of the breadth of the electrostatic noise observed at high
temperatures (Figure 1d). Consistent with the highly correlated
dynamics of Vi,(f) and Vi(?), there is a substantial compensation
between the positive protein, 43", and water, {*, components
of 1Y and a negative cross-correlation term A" (Figure 5 and
Table 3).
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Figure 14. Normalized Stokes shift correlation function Cy(f) =
(Vo) OVou(0))K(0V0a(0))?, a = s, p, obtained for the Coulomb
interaction energy of the active site with the protein (p, dashed—dotted
line) and water (s, solid lines). The dashed line line marked as “ps”
refers to the normalized cross-correlation function between protein and
water Coulomb energies. The water component of the Stokes shift
correlation function is shown for NPT and NVE simulations (N, =
21 076); the rest of the data are from the NVE trajectory.

TABLE 3: Components of 2" and A% (eV) from Coulomb
Interactions with the Protein (p) and Water (s)

system A AW qw o guwe st g8 s

WT/Ox (NPT, 84 86 12 —14 107 060 047
N, = 5886)

WT/Ox (NVT, 77 56 16 05 0.69 029 0.40
N, = 5886)

Mut/Ox (NPT, 7.0 117 75 —122 137 088 049

N, = 6217)
WT/Ox (NPT, 52 72 25 —45
N, = 21 076)
WT/Ox (NVT, 72 67 14 —09
N, = 21 076)
WT/Ox (NVE, 76 72 15 —1.1
N, = 21 076)

4. Discussion

The current view of the dynamics of the protein—water
interface highlights the primary role of water translations and
corresponding hydrogen-bond fluctuations. These fluctuations
lubricate and enhance the mobility of protein’s surface groups
(e.g. amino acid side chains), driving anharmonic protein
fluctuations above the temperature 7 of the dynamical transi-
tion. Density modes, and corresponding relaxation via surface
diffusion, are relatively short-ranged and thus local. What we
report here carries quite a different meaning. We found a (first-
order?) transition of a mesoscopic layer of waters surrounding
the protein to an orientationally cooperative (ferroelectric) cluster
with a very substantial average magnitude of its dipole moment.
The polarization mode driving this transition involves hundreds
of water molecules coupled in their rotational motions by long-
ranged Coulomb interactions. The concept of slaving the protein
dynamics by water® gains a new dimension in this picture. It is
not that single-particle dynamics of individual interfacial waters
that slave conformational protein dynamics, but concerted
fluctuations of a large polarized cluster comparable in size to
the size of the protein itself. When, with increasing temperature,
the characteristic relaxation time of the principal polarization
mode appears in the observation window of a laboratory/
numerical experiment, one observes a kinetic transition leading
to a dramatic rise in the breadth of electrostatic fluctuations and
magnitudes of atomic displacements (Figure 1).

The appearance of a new mesophase reveals itself in the
breakdown (eq 2, Table 3) of the linear response relations
between electrostatic observables obtained from statistical
averages and variances. These observations pose two major
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questions: (i) Does the presence of a protein solute induce the
formation of the cooperative ferroelectric cluster in its solvation
shell? and (ii) Whether the elastic stress of this cluster produced
by the protein conformations/vibrations is responsible for the
non-Gaussian statistics of the electrostatic fluctuations? A partial
answer to the first question may be sought from simulations of
model dipolar fluids.”*” A transition to a bulk liquid ferroelectric
was found in these systems at a dipolar strength of about ~fm?/
03 = 7 (m is the solvent dipole moment and o is the effective
diameter).”® A macroscopic ferroelectric phase has, of course,
not been observed for bulk water. However, the presence of a
large solute might lower the local free energy minimum of the
ferroelectric phase, positioned above the paraelectric minimum
of bulk water, toward a stable ferroelectric subensemble. The
reduced dipole moment of water, $m?*c?, is =5.8 for the TIP3P
force field and =10 based on more recent ab initio estimates.'®
This value falls rather close to the critical value of ferroelectric
transition found in simple dipolar fluids, and one can hypothesize
that this mesophase can be stabilized within a subensemble of
the hydration shell waters.

The question of how generic the ferroelectric shell enveloping
the protein can be obviously needs further studies. What we
have found from this and some previous studies is that enhanced
dipolar fluctuations of the water shell have been observed for
redox-active proteins>®%%%%101 byt are significantly reduced for
ubiquitin and lysozyme (Table 1), which are not redox-active
in natural systems. What is a set of key parameters of the protein
fold/charge distribution that are responsible for very large values
of {((dM")?) is not clear, but Table 1 indicates that the vibrational
modulation of the protein dipole might be an important indicator.
One can speculate that the modulation of the protein electrostat-
ics by low-frequency conformational modes might be behind a
large breadth of the electrostatic noise observed for redox-active
proteins.

A connection between the protein rigidity > and the dipole
moment fluctuations is in line with the current interpretation of
the dynamical transition in proteins.’ One can extract the
conformational component of the mean-square displacement of
myoglobin iron (0x?). in Figure 1a by subtracting the linearly
extrapolated low-temperature component due to protein vibra-
tions. It was then shown that the corresponding Lamb—MOossbauer
factor f, = exp[—kg(0x?)c] (ko is the wavevector of the gamma
radiation) can be exceptionally well reproduced by the dipole
moment variance’

103

£ =1 = {(OM)D),, J(OM)?) )

Here, M = M,, + M! is the dipole moment of the protein
and its first hydration layer. Further, the nonergodic average
(...)obs 18 carried out on the times shorter than the instrumental
time of 7,,s = 140 ns. Equation 9 shows that configurational,
anharmonic flexibility of the protein detected at 7' > T}, can be
gauged by the dipole moment fluctuations.

The dynamics and statistics of the shell dipole moment turned
out to be protein-specific, as indicated by a dramatic distinction
between the redox-active plastocyanin and redox-inactive
lysozyme and ubiquitin (cf. Figure 6 and Figure 7). Although
the distributions of the first-shell dipoles of the latter two
proteins are qualitatively close to the prediction of the Maxwell
distribution, there is a qualitative difference in the case of
plastocyanin. The hydration shell around this protein breaks into
oppositely oriented dipolar domains with a resulting anisotropy
of the dipole moment distribution function.
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TABLE 4: Reorganization Energy 47" (eV) and the
non-Gaussianity Parameter 41'/A5 Obtained from MD
Simulations of Hydrated Solutes

system Tam/Ms® A AASC ref
WT/Ox (NPT, Ny = 5886) 10 8.4 7.9
Rhodobacter sphaeroides reaction 10 8—10 101
center (NPT, Ny = 10 506)
Four-helix protein/RuDPP cofactors 10 48> 37 58
(NPT, N, = 5148)
[4Fe—48S] ferredoxin 33 117 8.0 68
(NVE, N, = 2782)
Dendrimer/porphyrin 0.1 2.08 2.1 102

(NVE, N, = 2000)

@ The length of the simulation trajectory. ” Obtained from Table 3
in ref 58. ¢ From Figure 6 in ref 102.
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Figure 15. Variance of the interaction energy of the electric field E,
of hydration waters with the carbonyl dipole of a protein residue: Cg(0)
= ((m*0E,)?). The variance calculated for different residues of WT/
Red plastocyanin is plotted vs the distance from the carbonyl group to
the nearest oxygen of water. A dipole moment of m = 1.78 D aligned
with the C=0 bond was placed at each carbonyl to calculate the
interaction energy.

Inequality 2 has been recordered by now in numerical
simulations of several hydrated solutes.?36:68:101.102104 The regults
collected from the literature are summarized in Table 4. It is
still not entirely clear if a significant upward deviation of the
non-Gaussianity parameter A'/A5 from unity signifies the
appearance of a ferroelectric water cluster. Note that short
simulations tend to lose slow dynamics, mainly contributing to
A¥™ (Figure 14), and thus underestimate non-Gaussianity. We
also want to emphasize that the last entry in Table 4 is a large
nonprotein solute. We have also previously found AY*/A5t =~ 1.5
for a small hydrated charge-transfer molecule.!® It might turn
out that non-Gaussian electrostatic fluctuation is a general
property of hydration amplified by large solutes.!%

The long-standing question of the polarity of the protein
matrix'%~1% and the protein—water interface'® becomes some-
what ill-defined in view of our current picture. It has long been
recognized that proteins make a highly anisotropic electrostatic
environment.*>!% This observation is additionally illustrated by
our mapping of the local polarity of plastocyanin using the
variance of the electric field of the water solvent at carbonyl
groups of residues distributed throughout the protein matrix
(Figure 15). The data are arranged according to the distance
from a carbonyl group to the nearest oxygen of water and show
a strong inhomogeneity in the electric field fluctuations, which
should affect the Stokes shifts probed by fluorophores.?%29~32

Even more generally, the breakdown of the linear response
approximation and the slow Stokes shift dynamics observed in
our simulations require more specific definition of the polarity
of the protein—water interface. Although the average electro-
static potential follows the standard expectations of linear
solvation models,* its variance reflects an effectively much more
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polar environment characterized by an intense electrostatic noise.
Furthermore, slow relaxation is the main portion of the time
correlation function of electrostatic potential, making some of
the interfacial nuclear modes dynamically arrested on short
observation times. The question of protein polarity thus needs
to be addressed not only in regard to the magnitude of the
observed response, which itself varies dramatically between the
first and second moments, but also in connection with the time
window open to observation. The sluggishness of proteins makes
them nonpolar on narrow observation times of a few picoseconds
and very polar, when fluctuations are concerned, on longer time
scales in the nanosecond range.'”' The question of polarity of
proteins then strongly depends on what is recordered and how
long one has watched. The protein function and stability can
then be adjusted through altering the protein fold or surface
charge distribution, which will in turn affect either the dynamics
or statistics of the interfacial electrostatic fluctuations.

5. Experimental Evidence

The experimental evidence pointing to the existence of
ferroelectric clusters around proteins comes from terahertz
dielectric measurements, which by now have been done on both
neutral® and charged''®'!! proteins. The interpretation of the
observed dependence of the dielectric absorption on protein’s
concentration (Figure 1c) requires a much larger effective dipole
moment than the one assigned to the protein alone on the basis
of its atomic charges.?® We suggest that this much larger overall
dipole is a sum of the protein dipole and the dipole of the
ferroelectric cluster enveloping it.

Anomalous terahertz absorption was found to be strongly
affected by both the buffer pH¥ and local mutations altering
the protein flexibility.!!! Whereas partial unfolding might be
the answer to both effects, another possibility is the effect of
altering the properties of the polarized water cluster through
the ionization state of surface residues. Our current simulations
do not support this latter possibility, since neither the statistics
nor the dynamics of the ferroelectric dipole are significantly
altered by the mutation (Table 1). The dynamical nature of the
polarized cluster should be stressed when relating these observa-
tions to a laboratory experiment. Charge and structural mutations
may shift the relaxation time of the hydration shell out of the
experimental frequency windowm thus affecting the measured
absorption coefficient.?®

We found that the amplitude of the slow (=0.5—2 ns)
relaxation component of the shell dipole moment grows with
lowering temperature (Figure 11). This observation offers the
possibility to detect the large dipole of the water shell in the
gigahertz frequency window of dielectric spectroscopy or
depolarized light scattering!!? at low temperatures. Experiments
on low-hydration protein powders are, however, unlikely to
detect the corresponding polar response, since nonpolar bound-
ary conditions imposed on the hydration shells in powders are
likely to eliminate ferroelectric clusters.”’ In addition, water
crystallization beyond the first solvation layer'® will potentially
make low-temperature observations problematic. Terahertz
spectroscopy of bulk solutions seems to provide the right
boundary conditions and observation window, but the interpre-
tation of the results still requires an extensive theory develop-
ment.?

Small-angle X-ray scattering measures the radius of gyration
of a hydrated protein typically exceeding the radius from the
crystal structure.!’® Since the usual signal is a merged pulse
train of a nanosecond length, the radius of gyration is expected
to grow with lowering temperature when the slow relaxation
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of the ferroelectric cluster enters the observation window and
increases in the relative amplitude. This trend is, indeed,
observed in such measurements,'!® although the experimental
resolution might be insufficient for a more detailed picture.

We finally briefly comment on experimental observations of
the electrostatic parameters A5 and A'*" for redox proteins. These
two reorganization energies determine the activation barrier for
exchanging electrons between different redox states and also
affect the equilibrium redox potential established when the
barriers for oxidation and reduction half-reactions become equal.
The activation barrier of an electrode process is (A5 + en)?
(425Y in the linear response approximation (A5 = 1A', where
7 is the electrode overpotential.!'* The activation barrier AG'
= 254 at y = 0 then gives access to the reorganization energy.
Cyclic voltammetry measurements mostly done on redox
proteins immobilized on self-assembled monolayers coating
electrodes, as well as other techniques,!!>!!® have consistently
produced very low activation barriers, suggesting values of the
reorganization energy A% = 4AG' in the range 0.1—0.4
eV."77122 Similar results, A3* =~ 0.2—0.35, are reported from
Arrhenius slopes of electrode reaction rates'?*!>* by assuming
ASt = 4AH" and thus neglecting the activation entropy. In
particular, recent measurements on spinach plastocyanin,'?* the
same protein as studied here, yielded the activation enthalpy at
equilibrium electrode potential equal to 4AH" = 0.24—0.28 eV.
This magnitude is well below A% = 0.7—1.2 eV of the
plastocyanin half reaction (Table 3) and of half reactions of
other redox proteins reported from previous numerical simula-
tions.!?°

An explanation of this clear discrepancy naturally comes from
the notion of non-Gaussian electrostatic fluctuations com-
municated here. The non-Gaussian noise results in nonparabolic
free-energy surfaces of electron transfer,”” and the standard
equations for the activation barrier® do not strictly apply
anymore. A local harmonic approximation, with two reorganiza-
tion energies A% and A% to characterize, correspondingly the
relative shift of two parabolas and their curvature, can be used
to estimate the activation free energy if the activation barrier is
not too high.'! When the reorganization energies from the first
and second cumulants differ, the activation barrier of an
electrode process at 7 = 0 becomes AG™ = (AS)?/(4A&") = AT/
4. The effective reorganization energy experimentally observed
in electrode kinetic experiments then becomes

leff — (AS[)Z/lvar (10)

With the numbers for WT/Ox PC (NPT) listed in Table 3
one gets AT = 0.13 eV, in the range of values commonly
reported by cyclic voltammetry. Given that the reorganization
entropy is typically positive and TAS'/AG™ = 0.5,' one can
estimate the enthalpy of activation for oxidizing/reducing
plastocyanin as 4AH' = 0.2 eV. This value will increase and
become closer to the experimentally reported magnitude of
0.24—0.28 eV'** when the internal reorganization energy, =0.1
eV,!% of the active site is additionally taken into account. From
this analysis, one can suggest that anomalously low reorganiza-
tion energies in electrochemical kinetics of proteins!!’~1?* and
in a number of electronic transitions characterized by low
reaction free energies!!>!1%127712% may result from the application
of the Gaussian activation formulas to where non-Gaussian
fluctuations determine the activation thermodynamics.
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