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The relative stability of ferro- and antiferromagnetic state in 3d transition metals is 
investigated on the basis of itinerant model, that is, the Stoner model for ferromagnetic states 
and the gap equation model for antiferromagnetic states. The realistic energy band structures 
are taken into account and the effective exchange interaction is introduced as only one para­
meter in the present paper. The theoretical predictions are in good agreement with the 
observed magnetic diagrams at absolute zero temperature. For example, it is quite reasonable 
in this model that bee Fe is ferromagnetic, but fcc Fe is antiferromagnetic. It must be 
emphasized that there is no need to change the value of effective exchange interaction through 
all 3d elements to reproduce the observed magnetic moment of them. 

§ I. Introduction 

In 1960 Herring wrote an interesting paper entitled "The State of d-Elec­

trons in Transition Metals".1> It seemed to him that the status of the theoreti­

cal study of that day was like a variety of different cocktails, in which liquors 

are mixed according to the taste of each person. Names of four liquors were 

listed by him: Bands, Correlations, Coupled atoms and Valence bonds, and also 

four cocktails: Itinerant, Minimum polarity, s-d Models and Valence. After ex­

amining the taste of each cocktail he preferred to "Itinerant" for several reasons, 

in spite of some shortage inherent to this cocktail. In that article Herring dis­

cussed some important problems of the itinerant model being to be studied; for 

example, self-consistent band calculations, determination of Fermi surfaces and 

so on. It seems to us that the study of state of d electrons in transition metals 

has made a progress along the line he suggested. At present, the itinerant model 

of transition metals is well founded both theoretically and experimentally, so that 

the present task is to apply the itinerant model to interpretation of any experi­

mental fact and to examination to what extent it is successful or unsuccessful 

in each case. Among the many interesting problems in transition metal physics, 

the problem of relative stability of ferro- and antiferromagnetic state is very in­

teresting. As long as the authors are aware, however, no systematic studies of 

the problem have been made from the realistic itinerant model which is so suc­

cessful in the Fermiology. 

The purpose of the present paper is to examine the relative stability of ferro-
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374 S. Asano and J. Yamashita 

and antiferromagnetic state in 3d transition metals on the basis of itinerant model. 
We start with a simple argument. In order to produce some magnetic state 
from paramagnetic state, there must be some amount of energy loss in the kinetic 
energy, while there should be some. amount of energy gain in the magnetic state 
owing to effective electron-electron interaction favorable for the parallel spin con­
figuration. The competition of these two factors will determine the stable state. 
In the present paper, we assume that we are able to evaluate the kinetic energy 
loss from the energy bands of the Bloch states determined by band calculation. It 
means that we accept the idea of quasi-particle for d-electrons in transition metals, 
and the energy spectrum of quasiparticle is assumed to be well represented by the 
one obtained by band approximation. The density-of-states of transition metals 
obtained by the band theory has a complex structure. Some characteristic structures 
are almost determined by the symmetry of the lattice and some others are proper 
to the element. It will be shown in the following sections that the structure of 
the density-of-states (or the joint-density-of-state~ in the antiferromagnetic case) and 
the number of conduction electrons (included 3d-electrons) occupying the bands 
are very important factors to determine the magnetic state. In order to have a 
systematic picture of the magnetic state of 3d transition metals, it seems neces­
sary to take into account the relative change of d-band width in each element. 
(It is not a good approximation to use the same density-of-states curve through­
out the 3d-series.) Further, it seems better to use the density-of-states obtained 
by the coherent potential approximation in order to discuss the magnetic state 
of alloys of high concentrations. In the present paper, the energy bands in the 
paramagnetic state are calculated by the Hartree-Fock-Slater self-consistent ap­
proximation. The results seem to be quite reasonable. It is probable, however, 
that other method of calculation gives also a good result, so that the conclusion 
derived in the present paper will not be restricted to the HFS procedure. 

As for the energy gain in the exchange energy due to the induced magnetic 
moment, we simply assume that it is given by -Jeff(Jn2, where 2(Jn is the induced 
magnetic moment in each atomic site and Jeff is the effective exchange interac­
tion energy. Since it is difficult to determine Jeff in the frame of band theory, 
it is regarded as an adjustable parameter. Once the energy band is given and 
the amount of energy loss is evaluated as a function of the induced magnetic 
moment, then the value of Jeff is easily determined so as to give energy balance 
at the observed induced magnetic moment. Although Jeff is a parameter variable 
from element to element, there is no need to change the value of effective ex­
change interaction through all 3d elements to reproduce the observed magnetic 
moment of them. In other words, we find that the Slater-Pauling curve is re­
produced from the realistic density-of-states and almost a fixed value of the single 
parameter Jeff, and the antiferromagnetic state is predicted as stable at the places 
in the periodic table really observed. Moreover the value of Jeff determined is 
quite small as compared with the value of exchange interaction of bare d-electrons. 
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Ferromagnetism and Antiferromagnetism in 3d Transition Metals 375 

The screening effects seem to be quite effective in transition metals. We have 

obtained a systematic picture of ferro- and antiferromagnetic state from the band 

picture. It is true that the real implication of the treatment mentioned here 

will be clarified only when Jeff is derived from the first principle. So far we 

have been concerned only with the absolute zero temperature. The magnetic 

problem at finite temperature will not be so simple as at absolute zero. If each 

atom keeps some amount of magnetic moment at finite temperature, the magne­

tic problem becomes essentially the problem in the disordered lattice, which is 

not within the power of the simple band theory. 

In § 2 the relative stability of the ferro- and antiferromagnetic state with 

infinitesimal magnetic moment is investigated on the basis of the two non-interact~ 

ing spin susceptibilities Xo (0) and Xo (Q). They are evaluated for realistic energy 

bands of transition metals of bee and fcc structures. Here Q is restricted to 

2n"/ a (001), which corresponds to Cr [Mn]- and rMn-type antiferromagnetic state.2>· 8> 

The theoretical predictions obtained by comparison of Xo(O) and Xo(Q) are found 

to be in excellent agreement with experimental facts in both fcc and bee transi­

tion metals. 

In § 3 the ferro- and antiferromagnetic state with finite magnetic moment 

are investigated by the Stoner model in ferromagnetism and by the gap equation 

in antiferromagnetic state. The energy bands of each 3d-transition metal are 

considered in the form of Mueller's hybridized T.B.-OPW interpolation scheme.4> 

The parameters are determined from the E(k)-values calculated by the KKR­

HFS self-consistent procedure.6> It is found that the observed magnetic moments 

are reasonably explained only when the realistic energy band structures are taken 

into account. For example, the prediction that bee Fe is ferromagnetic with 

about 2p.B _magnetic moment but fcc Fe is antiferromagnetic with small magnetic 

moment ( <lfJ.B) seems to be quite reasonable. The only one parameter in the 

theory is Jeff and the value of it is about 0.05"'0.06 Ry and there is no need 

to change the value of this parameter from element to element or according to 

the situation that it is ferro- or antiferromagnetic state to be considered. 

In § 4 iron-based alloys (FeNi, FeCo, FeCr, FeV) are treated by CP ap­

proximation and the preliminary results are reported. The Slater-Pauling curve 

obtained from the rigid bai1d approximation (§ 3) is modified to have much bet­

ter agreement with experiments, if the alloy effect is taken into account by this 

approximation. 

§ 2. Infinitesimal magnetic moment 

Here the relative stability of ferro- and antiferromagnetic state with infinite­

simal magnetic moment will be_ investigated. We start with the non-interacting 

spin susceptibility6> 
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376 S. Asano and J. Yamashita 

(1) 

Here, NA is the number of atoms considered and fnk is the energy eigenvalue of 
the (nk)-Bloch state, ¢nk, and 

(2) 

where an,. (k) is the hybridization coefficient of ,u-orbital of the (nk) -Bloch state. 
The summation .E' is restricted to d-orbitals because, at present, we are in­
terested in the spin susceptibility of d-orbitals. As is well known, if the con­
dition j(0 (q)Jeff>l is satisfied, the non-magnetic state is unstable for the formation 
of the SDW with wave vector q and the optimum wave vector q0 is determined 
by 

(3) 

Here Jeff is the effective exchange interaction between d-electrons and the effec­
tive exchange interaction is assumed to work only when they are on the same 
atomic site. 

The above statement is equivalent to the usual energy consideration; the 
"(kinetic energy loss)+(exchange energy gain)" principle,. In our treatment 
the kinetic energy loss to induce the magnetic moment is estimated as 

(4) 

where IP) is the wave function of the paramagnetic state, IM) is that of the 
magnetic state, which should be determined so as to minimize the kinetic energy 
loss .dEK but with the assumed spin polarization, and H 0 is the effective Hamil­
tonian in the paramagnetic state defined by 

The assumed spin polarization 2(JntttB at i-th atomic site contributes to energy 
gain through exchange term .dEex: 

(5) 

Then, the net energy gain of magnetic state is written as 

(6) 

(It is assumed that there is no charge density wave in magnetic state.) 
The loss in the kinetic energy to induce the infinitesimal magnetic moment, 

2(Jncos (qR£), at each atomic site is evaluated by the second-order perturbation as 
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Ferromagnetism and Antiferromagnetism in 3d Transition Metals 377 

JEK = ~i:Jn 2 + 0 (i:Jn'), (7) 
2xo(q) 

so that the net energy gain is given by 

JE=NA(_1 __ Jefi)iJn2. 
2 Xo(q) 

(8) 

If JeffXo(q)>1, the non-magnetic state becomes unstable, because the exchange 

energy gain exceeds the kinetic energy loss. It also means that, if Xo(O) >xo(q) 

for any wave vector q, the ferromagnetic state is stable and, if Xo (q) >xo (O), the 

antiferromagnetic state is stable. The latter takes place, simply because the 

magnetic moment is induced with less kinetic energy loss. 

It is desirable to calculate Xo(q) for all q and determine the optimum q 

value for each transition metal, but this is very elaborate work. In this paper 

q is restricted to Q=2n/a(001), which corresponds to the Cr[Mn]- and rMn­

type antiferromagnetic state, and the relative stability of magnetic states is in­

vestigated. As is well known, Xo(O) is reduced to the density of states (d-states 

in the case of Eq. (1)) at the Fermi surface, and Xo (Q) is directly calculated 

by Eq. (1). Mueller's hybridized T.B.-OPW interpolation scheme'l is very con­

venient for such calculation. In practice, E(k)-values and wave functions of 505 

and 506 non-equivalent k-points in 1/48 B.Z. are used for fcc and bee structure, 

respectively. (Some cares are taken to avoid the statistical error in performing 

the summation in k-space.) Mueller's interpolation parameters are determined 

from the E(k)-values of bee Cr and fcc Mn, which are calculated by KKR-HFS 

self-consistent procedure with A.=0.8. 6l The calculated Xo(O) and Xo(Q) are 

shown in Fig. 1 for bee and fcc transition metals as a function of the number 

of valence electrons N (the number of 3d- and 4s-electrons). 

In the case of bee structure (Fig. 1 (a)) there is a sharp peak in Xo(Q) near 

Cr, which obviously reflects the characteristic structure of the Fermi surface of 

Cr. The peak exists at N=6.1, which means that the perfect antiferromagnetic 

state is probably most favorable around N = 6.1. Corresponding to this situation, 

experiments show that pure Cr(N=6.0) has a sinusoidal SDW state with wave 

vector q = 2n/ a (0, 0, 0.95), which is a little smaller than Q and, when a small 

amount of Mn or Re is added (N>6.0), the perfect antiferromagnetic state with 

wave vector Q is realized.7l Comparison of Xo (O) and Xo (Q) in Fig. 1 (a) pre­

dicts that, in bee structure, when N<6.6 the antiferromagnetic state is stable 

and when N>6.6 the ferromagnetic state is stable, which is in good agreement 

with experimental facts. 8l· 9l (Fig. 5.) 

In fcc structure various transition metal alloys show the 'inver effect' and 

the spontaneous magnetization suddenly drops down near N=8.5.9l (Fig. 5.) Fer­

romagnetism in fcc transition metals, therefore, seems to be stable only at N 

~8.5. On the other hand, rMn and rFe seem to be antiferromagnetic.10) Vari­

ous fcc alloys with 7.0<N<8.0 also show the antiferromagnetic structure, which 
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Fig. l(a). Non-interacting spin susceptibility of 
bee transition metals. The ferromagnetic 
one (Xo(O)) is shown by the solid line and 
the antiferromagnetic one (Xo(Q)) is shown 
by the dotted line. They are evaluated by 
Mueller's interpolation scheme adopting the 

30 F.C.C. 

'X;,.n/2¥,2 

20 

10 

v Cr 

Ferro 

A. f. 

Mn Fe Co Ni 

Fig. 1 (b). Those of fcc transition metals. The 
energy bands of fcc Mn are used. 

IS confirmed by neutron diffraction ex­
periments.11> Some fcc alloys with 8.0 

<N<8.5 also seem to be antiferro-
energy bands of Cr. magnetic. The experimental situations 

mentioned above are just what Fig. 1 (b) tells us. Thus, the theoretical predic­
tion through comparison of 5(0 (0) and 5(0 (Q) agrees excellently well with the ex-
periments. 

§ 3. Finite magnetic moment 

In this section let us investigate the magnetic state with finite magnetic nw­
ment following the assumption that the net energy gain in magnetic state is given 
by Eq. (6); the <kinetic energy loss)+<exchange energy gain). Then the mag­
nitude of the induced magnetic moment is determined from the condition 

iY.JE =O. 
a an 

In the ferromagnetic state the loss m the kinetic energy to induce the mag­
netic moment 2(Jnp.B in each atomic site is given by 
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Ferromagnetism and Antiferromagnetism in 3d Transition Metals 379 

(9) 

where 

(10) 

and p (E) is the density of states per single spin and fJ. 1s the Fermi energy in 

the paramagnetic state. Then, the net energy gain is given by 

The energy ITI1111!11Um condition gives the equation 

/}.+- /}.- = 2JeriJn, (11) 

which should be solved self-consistently with Eq. (10). Thus, in the ferromag­

netic case the induced magnetic moment is easily determined by the Stoner con­

dition only if the density-of-states curve in the paramagnetic state is known. 

In the antiferromagnetic case the same gap equation as given below can be 

derived from the energy minimum condition, but in this paper it is derived m 

an intuitive way. 

In the antiferromagnetic state itinerant electrons feel the lower potential at 

the same spin site and the higher potential at the opposite spin site because of 

the exchange interaction. Then, the electrons are apt to concentrate on the same 

spin site rather than on the opposite spin site, so that the state of the net spin 

polarization comes out. As the resultant spin polarization should make up the 

assumed exchange potential, the spin polarization and the exchange potential 

should be determined self-consistently. This self-consistent equation can be easily 

solved in the hybridized T.B.-OPW model. First we assume that electrons feel 

the lower exchange potential by - g at the same spin-site and the higher exchange 

potential by + g at the opposite spin site. Then the polarized spin charge 2on 

is easily evaluated as a function of g and N (Eq. (3 · 5) in Ref. 3)), where N 

is the number of 3d and 4s valence electrons. As the resultant spin polarization 

must make up the assumed exchange potential, the self-consistent gap equation 

is written as 

g=Jeffon(g, N), (12) 

if we assume the same type of effective exchange interaction as in Eq. (5). In 

the practical calculation, Mueller's combined interpolation scheme (hybridized 

T.B.-OPW model) is adopted and g is taken as off-diagonal matrix element be­

tween {k} and {k + q} d-state. Here, the effective exchange interaction is as­

sumed to work only between d-states. Details were shown in the previous paper.3> 

To perform the above calculation we must know the energy bands of each 

transition metals in the paramagnetic state. Here they are determined by the 

KKR-HFS self-consistent procedure, but the original Slater exchange is reduced 
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380 S. Asano and J. Yamashita 

Table I. The calculated E(k) -values of several symmetrical points for fcc Cu, Ni, Co, Fe, 
Mn and for bee Fe, Mn, Cr, V, Ti. They are determined by the KKR-HFS self-consistent 
procedure with A=0.8.5> Here s, p and d denote the self-consistent electronic charge 
with s-, p- and d-symmetry within the inscribed sphere. r.m.s. is the r.m.s. error of 
Mueller's interpolation scheme. The lattice constant a is given in atomic unit and the 
energy is given in Ry unit. E(r~ 6 ) is taken as energy standard. 

fcc structure 

Cu Ni Co Fe Mn 

a 6.822 6.652 6.709 6.784 6.983 
r1 -.394 -.461 -.455 -.448 -.439 
r~6 .ooo .000 .000 .000 .000 
r12 .054 .072 .079 .086 .088 
x1 -.128 -.176 -.190 -.204 -.209 
Xs .105 .139 .153 .167 .171 
Ll .208 .163 .157 .152 .132 
s .498 .440 .433 .428 .430 
p .438 .392 .404 .415 .425 
d 9.445 8.503 7.457 6.413 5.390 
rms - .0064 .0066 .0067 .0070 

bee structure 

Fe Mn Cr v Ti 

a 5.424 5.424 5.442 5.745 6.255 
r1 -.447 -.451 -.457 -.456 -.455 
r~6 .000 .000 .000 .000 .000 
r12 .097 .111 .126 .120 .104 
H12 -.176 -.205 -.238 -.232 -.208 
H~6 .164 .189 .219 .210 .185 
Nt' .183 .182 .178 .122 .042 
s .384 .375 .363 .377 .408 
p .355 .370 .379 .355 .321 
d 6.363 5.295 4.251 3.286 2.374 
rms .0078 .0096 .0111 - -

by factor 0.8."> The calculated E(k) values for several symmetrical points are 
given in Table I for bee V, Cr, Mn, Fe and for fcc Mn, Fe, Co, Ni, Cu. In 
order to have a quick view, we define the width of d-bands as 

W"=E(H:r,) -E(H12) 

=E(Xs) -E(X1) 

and the separation of sp- and d-bands as 

for bee 

for fcc 

W,"=f(3E(T:r,) +2E(T12)) -E(T1). 

The results are shown in Fig. 2.. The d-band width becomes wider from Cu to 
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Ferromagnetism and Antiferromagnetism in 3d Transition Metals 381 

Cr and it takes a maximum value around 

Cr. 

Next the calculated E(k)-values are 

represented by Mueller's combined inter­

polation scheme. For fcc transition metals 

original Mueller's method reproduces the 

E(k)-values very well. (The r.m.s. error 

""'0.006 Ry.) But for bee transition metals 

the straightforward extention to bee struc­

ture is not so good and some modification 

is necessary.*> The r.m.s. error in the 

fitting of E(k)-values are given in Table I. 

After these procedures the magnetic 

moments in each transition metals are de­

termined from the hybridized T.B.-OPW 

Ry. 
O.S ,/l'------o. ........ ...s:::::::------00·---+-"""' .... -o 

, .... ·' 
Q-4 

0-3 

0-2 

0-1 

Cu Ni Co Ftt Mn 

d -baldJVidth 
Xs -X1 (F.c.cJ 
H2S-H:z(RCCJ 

s-d s.paration 

Cr v Ti 

Fig. 2. Comparison of d-band width and s-d 

separation in 3d transition metals. They 

are evaluated by the KKR-HFS self-

consistent procedure with A=O.S.>l 

model. In the ferromagnetic case Eq. (11) is solved self-consistently with Eq. 

(10). In the antiferromagnetic case the self-consistent gap equation is solved as 

mentioned before. The value of Jeff, which is the only parameter here, is chosen 

so as to give the observed spin polarization, but it is not adjusted so as to give 

the observed value exactly, because there may be some other contributions, an­

gular momentum contribution or polarization of s-electrons, etc. 

The results of calculation are shown in Fig. 3(a) for fcc transition metals. 

The energy bands of fcc Ni, Co, Fe and Mn are used in the vicinity of each 

transition metal. As mentioned previously, the density-of-states of fcc transition 

metals has a sharp peak at the top of d-bands,12> which stabilizes the ferromagne­

tic state in fcc Ni and Co. This peak is so sharp that it exists narrowly only 

between Co and Ni. (The ferromagnetic spin susceptibility Xo(O) in Fig. l(b) 

roughly shows the density-of-states curve in fcc structure.) Thus, if the value of 

Jeff is suitably chosen, the condition JeffXo(O) >I is satisfied only between Co and 

Ni. Then, the paramagnetic state becomes stable for infinitesimal ferromagnetic 

state, when the valence electron number is reduced from Co (N = 9.0). The situ­

ation is different for the ferromagnetic state with finite magnetic moment. The 

sharp peak at the top of d-bands of the majority spin is fully occupied in the 

ferromagnetic state, so that it has energy lower than the paramagnetic state, so 

long as N is not reduced beyond some critical value N.. At N. the energy of 

paramagnetic state is equal to that of strong ferromagnetic state and the spontane­

ous magnetization suddenly disappears probably by first-order transition. Experi­

mentally fcc transition metal alloy shows 'inver effect' near N = 8.5 (Fig. 5) and 

the spontaneous magnetization suddenly drops down there. In our model the 

*l For bee structure seven plane waves (000), (-200), (-1-10), (-10-1), (-110), (-101) 

and (0-1-1) are used. The s-d hybridization term and the non-orthogonal term (g and fin Mueller's 

paper) are distinguished between de and dr states and they are cut off more sharply than Mueller's. 
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F.C.C. B.C.C. 

X A.F. 
---- Jetf:0.057 Ry. 

- Jetf:0.055 Ry. 2.0 

----- Jeff:0.055Ry. 

-- Jeff= 0.053Ry. 

-·-·-· Jeff= 0.051 R)( 

1.0 Fe-band 
X 

A. F. Ferro 

Mn Fe Co Ni Cr Mn Fe Co 

Fig. 3(a). The induced magnetic moment in 3d- Fig. 3(b). The same figure for bee structure. 
transition metals for ferro· and antiferromag-
netic states. They are determined by the 
self-consistent procedure mentioned in the critical value Nc is very sensitive to the 
text, taking into account the realistic energy choice of Jeff and Jeff is estimated as 
band structures for each transition metal. 0.055 Ry if we assume that Nc = 8.5. 

In § 2 the comparison of Xo(O) and Xo(Q) predicts that antiferromagnetic state 
is stable at N<8.5. The gap equation (12) is solved for Q= 277.'/a(001) with 
Jeff= 0.055 Ry between Mn and Fe. (7.0<N<8.0). The calculated magnetic mo­
ment of rFe is 0.8/LB, where the energy band of rFe is used, and that of rMn 
is 2.0/LB, where the energy band of rMn is used. The corresponding observed 
values are 0. 7 ILB and 2.4pB.10l Agreement seems to be satisfactory. In our model 
the antiferromagnetic state is probably stable in some extended region at N<7.0, 
but it is not stable at N;:::8.1. Therefore, it might be concluded that at 8.1 
<N<8.5 the paramagnetic state or the antiferromagnetic state with more com­
plex spin structure is stable. But it must be noted that the model is essentially 
a rigid-band model, and it is rather questionable to apply this model to such a 
critical problem. 

In Fig. 3(b) the calculated results are shown for bee transition metals. In 
the ferromagnetic state the energy band of bee Fe is used and in the antiferro­
magnetic state that of bee Cr is used. If the value of Jeff is taken as 0.051 Ry, 
the observed magnetic moment 2.2/LB is obtained for bee Fe. The over-all struc­
ture of Slater-Pauling curve seems to be explained by the rigid-band model. For 
example, bee Fe has a weak ferromagnetic state, where d-bands of majority spin 
state are not fully occupied, and the mean magnetic moment <11> has a maximum 
between Fe and Co, but at N<8.0, <11> is not decreased linearly like experi­
ments. 

It will be shown in § 4 that this discrepancy is really improved, if we take 
into account the alloy effect by CP approximation. The antiferromagnetic state 
with Q = 277.'/ a (001) in bee structure is predicted near Cr, but the predicted 
magnetic moment is very sensitive to the choice of Jeff. If we choose Jeff as 
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0.052 Ry, the observed magnetic moment is just predicted, but the region of 

its stable existence is very narrow around N=6.1, where 'Xo(Q) has a sharp 

maximum and the CsCl type antiferromagnetic state is expected to be most 

stable. 

Experimentally the mean magnetic moment and the Neel temperature of 

Crl-xRex alloy have a maximum around x = 0.05r---0.10 (N = 6.05'"'"'6.10) and the 

region of the stable existence of antiferromagnetic state is restricted to 6.0-:::;,N 

-:::;,6,2, where the experimental curve is quite similar to the calculated magneti­

zation curve in Fig. 3 (b) .18> The observed specific heat of antiferromagnetic 

Cr1-xRex alloy also seems to have a minimum around N=6.114> and supports the 

view that the nesting effect is most ·effective around N = 6.1. Therefore, in 

Cr[Re] alloy the rigid-band approximation seems to be rather good and the cal­

culated results in Fig. 3(b) seem to have some correspondence with experiments. 

CrMn alloy, however, is antiferromagnetic at 6.0<N<6.5 and the mean magnetic 

moment and the Neel temperature increases monotonically with N, which con­

tradicts our present calculation. Probably in CrMn alloy the rigid-band model 

or the assumption. of constant Jeff breaks down. On the other hand, if we use 

the energy band of bee Mn and assume Jef£=0.053 Ry, the induced magnetic 

moment in the antiferromagnetic state is estimated as about 1tLB at N=6.4. Thus 

the results seem to be so sensitive as to give a reliable conclusion, but it is 

probable that Jeff is a little larger in Mn-site than in Cr-site. It should be noted 

that the rigid-band model cannot explain the induced magnetic moment of con­

centrated yFeMn alloy. 8> 

Another example clearly shows that energy band of bee transition metal has 

a CsCl type instability just around N=6.1. Nevitt15> investigated extensively the 

CsCl type super-lattice and found that the transition metal alloys, such as VMn, 

TiFe or ScCo, in which the valence electron number per atom is 6.0, like CsCl 

type super-structure. Probably, some of them are .'ltabilized by a mechanism similar 

to the antiferromagnetic state in Cr[Mn].16> One of the typical examples may 

be FeCo super-lattice. The mean valence electron number of FeCo alloy is 8.5 

per atom. But this alloy is ferromagnetic with 4;8tLB per unit cell. The mean 

valence electron number in minority spin, therefore, is just 6.1 per unit cell and 

the above mechanism effectively stabilizes the CsCl structure in the· minority spin 

state. 

In conclusion, if the realistic energy band structures are taken into account, 

the observed magnetic diagrams of 3d-transition metals at null temperature are 

reasonably explained with only one parameter Jeff, which seems to be almost 

constant in ferromagnetic and antiferromagnetic states both for fcc and bee tran­

sition metals. In other words, the ferromagnetic state is realized, when the 

energy bands have high density-of-states, and the antiferromagnetic state is re­

alized when the energy bands tend to split by the perturbation which produces 

the magnetic super-lattice. In fcc structure the density-of-states curve has a very 
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384 S. Asano and J. Yamashita 

sharp peak at the top of d-bands, and the energy bands tend to split near N=7.3 
(Fig. 1 (b)). Therefore the ferromagnetic state is stable only at Co and Ni, and 
fcc Mn and fcc Fe are antiferromagnetic. In bee structure, the density-of-states 
curve has a rather broad peak just near Fe17> and the energy bands split at 
N= 6.1. Therefore bee Fe is ferromagnetic and bee Cr[Mn] is antiferromagnetic. 

At present we cannot answer the question why Jeff is so constant, because 
the problem of electron correlation in transition metals is not yet well understood. 
The fact which seems to be reliable is that in transition metals the correlation 
effect reduces the exchange interaction very much and probably five times of Jeff 
cannot exceed the d-band width.18> Therefore, the fact that the effective exchange 
interaction (Jeff) does not depend on the transition metal elements or the kind 
of magnetic state is only a matter of analysis of the experiments in a reasonable 
way. Here it should be noticed that constancy of Jeff is derived only when we 
use the self-consistent energy bands for each transition metal. If the rigid-band 
model is used for all transition metals the value of Jeff• which gives the observed 
magnetic moment, is not so constant. For example, if we use the energy bands 
of bee Cr instead of those of bee Fe, the value Jeff= 0.068 Ry is necessary to 
induce the observed magnetic moment 2.2/J.B· This is simply because the d-band 
width of bee Cr is about 34% wider than that of bee Fe, and the wider bands 
need the larger loss in kinetic energy and the larger value of Jeff by about 34% 
to induce the magnetic moment of the same magnitude. In this way the choice 
of Jeff is deeply related to the d-band width and, hence, to the choice of effec­
tive potentials of paramagnetic state. If another self-consistent procedure is 
adopted, another set of Jeff may be obtained to explain the observed magnetic 
diagrams. But in each set of Jeff• the value is expected to be rather constant 
from element to element. This is because the absolute value of the d-band 
width may be somewhat dependent on the method of the self-consistent pro­
cedure, but the relative value nf d-band width is expected to be rather inde- -
pendent of the methods so long as the self-consistent procedure, at least in 
the Coulomb potential, is adopted. In our experience, if the KKR-HFS self­
consistent procedure with ,1,=2/3 is adopted,5> Jeff must be increased by 8% for 
all elements. Therefore, the absolute value of Jeff should not be taken so 
seriously. 

Finally we note that some experiments about the exchange energy splitting 
support or, at least, do not contradict our present calculations. Recently magne­
tic energy gap in antiferromagnetic Cr[Mn] alloy is observed by the optical ab­
sorption. The observed value is about 0.36 e V in the perfect antiferromagnetic 
state with Q=2;rr/a(001).19> In our model it is estimated as 2Jeffan=0.42 eV for 
2an = 0.6/J.B· In ferromagnetic hcp-Co, the exchange splitting is estimated as 1.1 
e V from the photoemission data.20> In our model it is estimated as 2Jeffan=l.1 
'"'-' 1.2 e V. In ferromagnetic Ni, Phillips estimated the exchange splitting as 0.5 
±0.1 eV,21> where the corresponding value is about 0.4 eV in our model. 
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§ 4. Magnetic moments oJ Fe-based alloy by CP approximation 

In the previous section the rigid-band approximation is assumed and the fluc­
tuation of the potential at each atomic site is not taken into account. In the 
ferromagnetic state this is easily taken into account by the CP approximation. 22 ' 

In this section the preliminary results for Fe-based alloy are presented. The 
model is the same as that developed by Kirkpatrick et al. 28' The density-of­
states of pure bee Fe in § 3 is used as the base. The atomic d-levels are deter­
mined as follows: 

sA±=SA0+ UA(nA -1ZA0) -::r-JeffiJnA' 

eB± = SB0 + UB (nB- nB0) -::r- JeffiJnB, 

(13) 

(14) 

Here A and B specify the kind of atoms and + and - specify the majority and 
minority spin state at each atomic site, respectively. nA± (nB±) denotes the oc­
cupation number of d-orbitals in each spin state of A (B) atomic site. Hence 
2iJnA or 2iJnB are the induced magnetic moment of A or B atom. n} (nB0) is 
the occupation number of d-orbitals in pure states and SA0 (eB0) is the atomic d­
levels with nA=nA0 (nB=nB0). They are estimated from the band calculation in 
§ 3. UA ( UB) is the intra-atomic Coulomb interaction between d-orbitals and 
calculated from d-wave functions of free atoms and Jeff is the effective exchange 
interaction mentioned before. The adopted values are shown in Table II. 

Once the spin-dependent atomic d-levels, sA± and eB± are given, the occupa­
tion number of each atomic site, nA± and nB±, are determined by applying the CP 
approximation for majority and minority spin bands separately and by integrating 
the local density of states. 28 ' Fermi energy is determined from the condition 

where cA (cB) is the concentration of A (B) atoms. In our calculation, there­
fore, the sp-states are assumed to be rigid and only the d-states are treated by 

Table II. Parameters used for the calculation of Fe-based alloy. 

n°/2 e0 (Ry) U (Ry) 

v 1.98 -.021 1.40 

Cr 2.51 -.041 1.52 

Fe 3.49 -.184 1.73 

Co 3.98 -.205 1.83 

Ni 4.46 -.234 1.93 
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386 S. Asano and J. Yamashita 

CP approximation. The resultant nA± and nB±, on the other hand, must satisfy 
Eqs. (13) and (14). Thus, eA±, eB±, nA± and nB± and, hence, the induced magnetic 
moment 2(JnA and 2(JnB should be determined self-consistently for assumed value 

of Jeff• 

The mean magnetic moment (2cA(JnA + 2cB(JnB) is calculated for several Fe­
based alloys by a self-consistent procedure and the result is shown in Fig. 4. 
For FeCo and FeNi alloys the results are stable for the choice of Jeff• but for 
FeCr, in which the d-bands in majority spin are partially occupied, the results 
are very sensitive to the choice of Jeff· If we choose Jeff= 0.051 Ry for both Fe 
and Cr site, the induced magnetic moment at Cr site becomes negative to ex­
cess and the mean magnetic moment is reduced also excessively with increasing 
concentration of Cr. As mentioned in the previous section, in the pure states 
the value of Jeff to induce the magnetic moment of the same magnitude is almost 
proportional to the d-band width, W 4 • As seen from Fig. 2, the d-band width 
of Cr is about 34% wider than that of Fe. In this case, this difference should 
be taken into account as the randomness of transfer matrix element, but it is a 
troublesome work. In this paper it is effectively taken into account by disting­
uishing the effective exchange interaction in each atomic site and assuming that 

Jei _ J! 
(15) Wl-WaB. 

The results are shown by the solid line in Fig. 4. Comparing them with the 
experimental results in Fig. 59> we find that the agreement seems to. be good in 
qualitative sense. It is noticeable that the qualitative difference between FeCr 
and Fe V alloys revealed in experiments is also shown in the calculated results. 

2-0 

1-0 

• FeCo 
o FeNi 

• FeCr 
"FeV 

7-0 60 s.o N 

Fig. 4. The mean magnetic moment in Fe-based 

bee alloys calculated by CP approximation. 

The solid line shows the case in which Jerr is 
distinguished in two kinds of atomic sites as­

suming Eq. (15). The dotted line shows the 

case in which J.rr is assumed to be the same 
in both Fe and Cr(V) sites. 

It is, however, not satisfactory in 

quantitative sense because experiments 

show that the mean magnetic moment 

in FeCo alloy is more increased near 

J.o·r-r--r-r--r-Ttll!l'l--r--T:"":~--, 

l!! 
E 2.st--t--t--f-+=+=:__r-+-f 
!! 

~2.0t--t--l--t-:;~--n.:+-l--4 

i 1.51--J--f-i~-t--1-h~,..f---l 
.5: 
'E . 
~ 1.0 f----f-----! '---1--lf--tlD-+-
e 
-~ 0.5 

::< 0 ::--'---::+---l~-;:!-...:_~L.f-.:L.--:-!:-_.J..~ 
Cr Cu 
~ ~ 

ElectroJ1i pe-r atom 

Fig. 5. The mean magnetic moment observed 
in bee and fcc ferromagnetic alloy (Ref. 
9)). 
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N=8.1 and that the mean magnetic moments 

are reduced more slowly in FeCr and FeV 

alloys. 

- Exp. 
--- Calc. 

20 

-2.0 

20 40 at "'oCr 

In Fig. 6 the calculated magnetic moments 

for each atomic site are shown for FeCr alloy 

and compared with neutron diffraction experi­

ments.24l Qualitatively the agreement is satis­

factory. Quantitatively, however, the negative 

polarization in Cr is a little larger, even if 

the difference in the band width is considered 

by the assumption of Eq. (15). Anyhow, the 

Slater-Pauling curve in Fig. 3 (b) derived by 

rigid-band approximation is much improved if 

the alloy effect is taken into account by CP 

approximation. 

Fig. 6. The induced magnetic moment 
in each atomic site of FeCr alloy. 
J.rr is chosen as Eq. (15). 
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