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Abstract. In this paper, we propose a new lightweight block cipher FeW which encrypts plaintext in the blocks

of 64-bit using 80/128 bits key to produce 64-bit ciphertext. We also propose a new structure namely Feistel-

M structure by admixture of Feistel and 4-branch generalised Feistel structures. This new structure significantly

contributes to enhance the security margins of our design against the basic cryptanalytic attacks like differential,

linear and impossible differential attacks. Security analysis signifies that FeW has enough security margins against

these cryptanalytic attacks and it can resist any key recovery attack beyond 17 rounds with the complexity better

than 264.
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1. Introduction

Lightweight cryptography [24, 32] has emerged to an immense research area in the field of cryptography. Re-

searchers espied to this area around the beginning of 21st century to cater the demand of cryptographic algorithms

having less implementation area and energy. Due to advancements in technology, industry started using cryptography

for securing daily life products and there were specific demands from product developers to provide security features

in tiny and hand-held devices viz. unlocking devices of cars. This was the time when Rijndael [12] was selected

as AES and there was a scope for lightweight ciphers for specific applications like RFID tags and sensor networks.

Lightweight block ciphers like PRESENT [8], RECTANGLE [46], PICARO [31], HIGHT [19], LBlock [45],

TWINE [41], SIMON and SPECK family [1], TEA [44], DES Light weight variant [27] and other lightweight

designs [10, 17, 18, 23, 36, 37, 39] with different design constructions [25] have been published in the last 15 years.

International Organisation for Standardization and International Electrotechnical Commission has specified PRESENT

and CLEFIA suitable for Lightweight Cryptography (ISO/IEC 29192-2:2012). Popularity of PRESENT inspired cryp-

tographic community to design many more lightweight block ciphers. Majority of designs are proposed for hardware

oriented applications and they do not perform equally well in software environments. There is an emerging demand

of security in critical situations like wireless sensor networks and cloud computing which require software oriented

lightweight block ciphers [28]. We propose a secure and efficient lightweight block cipher suitable for these kinds of

environments.
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In comparison to SPN [35] structure, Feistel structure [38] seems a better choice for designing a new lightweight

cipher as it does not require inversion of the round function and S-box. Feistel based cipher runs with fewer com-

putations, since half of the input block is processed through round function in each round. While, SPN based cipher

processes the full input block through round function in each round. Therefore, our choice is Feistel structure with

SPN type round function to design an efficient lightweight block cipher. Some earlier designs have also used similar

kind of operations in their round function as we have used in FeW. For instance, SMS4 [13] block cipher consists of

cyclic shifts and XOR operations on 32-bit words and generalised Feistel based design CLEFIA [37] uses two different

round functions. We use two different functions inside the round function. In addition, we also use a function to swap

the least significant byte between two 16-bit Feistel branches and two different combinations of cyclic shift and XOR

operations.

The rest part of the paper is organized in the following manner. In section 2, we describe design of FeW in detail.

In section 3, we present the security evaluation against some basic cryptanalytic attacks. Finally, its performance is

compared with other designs in section 4.

Notations:
- Pm,Cm :64-bit input plaintext and ciphertext blocks

- MK-80 :80-bit user supplied key

- MK-128 :128-bit user supplied key

- RKi :16-bit subkey extracted from MK

- Ki :32-bit subkey for round i as RK2∗i ‖ RK2∗i+1 (for i=0 to 31)

- rF :Round function

- WF1 :Weight Function 1 used inside rF

- WF2 :Weight Function 2 used inside rF

- ⊕ :Bitwise exclusive-OR operation

- ≪ n :Left cyclic shift by n bits

- ≫ n :Right cyclic shift by n bits

- [i]2 :Binary representation of integer i

- ‖ :Concatenation of two n-bit strings

- & :Bitwise And between two n-bit strings

- B← A :A is transformed to B

2. Lightweight Block Cipher: FeW

We describe detailed design specifications; encryption algorithm and key schedule of lightweight block cipher FeW

in this section:

2.1. Feistel-M Structure. Feistel Structure was proposed by Horst Feistel. It divides the input block in two equal

parts: First half (FH) and Second half (SH). The round function is applied on FH and its output is XORed with SH to

get new FH for the next round and old FH becomes new SH for next round. Generalized Feistel structure processes

the input block by dividing it into N equal parts. If we fix the value of N equals to 4 then it is referred as 4-branch

generalised Feistel structure.

We devise a novel mixing approach between the two Feistel branches of 4-branch generalised Feistel structure and

name it as Feistel-M structure due to the extra mixing operation used. Mixing operation is carried out inside the

round function rF by swapping the least significant byte between the two 16-bit branches. We use this structure to

design the lightweight block cipher FeW. This admixture enhanced the security margins of our design against the basic

cryptanalytic attacks. We use two different combinations of cyclic shift and XOR operations on 16-bit words inside the

round function. Application of cyclic shift and XOR operations provides better software efficiency.

2.2. Design Specifications. FeW takes 64-bit plaintext as input and generates the same size of ciphertext using 80/128

bits key. It consists of total 32 rounds. Design of FeW is based on Feistel-M structure which is shown in Fig. 1. Its

round function processes 32-bit word as two 16-bit branches with an extra mixing operation between the two branches.

The round function rF comprises of two different functions WF1 and WF2 which are applied on two 16-bit branches

respectively. However, one can visualize it broadly as a balanced Feistel based design also.
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Figure 1. one round FeW

2.3. Encryption Algorithm. First, 64-bit plaintext Pm is divided into two 32-bit halves namely left half P0 and right

half P1. Plaintext Pm is expressed as a concatenation of two 32-bit words P0 and P1 :

(P0 ‖ P1)← Pm

Then, following steps are applied to obtain the 64-bit ciphertext Cm:

a) Apply rF on Pi+1 & Ki and XOR it with Pi to produce Pi+2 (i=0 to 31): Pi+2 ← (Pi ⊕ rF(Pi+1,Ki))

b) Apply swap function on the output of last round: (C0 = P33,C1 = P32)← (P32, P33)

Finally, we obtain the 64-bit ciphertext Cm as a concatenation of two 32-bit words C0 and C1 as follows:

Cm ← (C0 ‖ C1)

2.4. Round Function rF. It takes two inputs: Xi(= Pi+1) & key Ki and returns Yi as output (Fig. 2):

rF : {0, 1}32 × {0, 1}32 → {0, 1}32

We use two different weight functions WF1 and WF2 inside rF, which are described below in detail. Each function

takes 16-bit as input and produces 16-bit as output. In each round, rF is applied on Xi and Ki as follows:

i. (Xi ⊕ Ki)← (Xi,Ki)

ii. (C(8) ‖ D(8)||E(8) ‖ F(8))← (Xi ⊕ Ki)

iii. A(16) ‖ B(16), where A(16) = (C(8) ‖ F(8)) and B(16) = (E(8) ‖ D(8))

Figure 2. Round Function



M. Kumar, SK Pal, A. Panigrahi, Turk. J. Math. Comput. Sci., 11(2)(2019), 58–73 61

x 0 1 2 3 4 5 6 7 8 9 a b c d e f

S(x) 2 E F 5 C 1 9 A B 4 6 8 0 7 3 D

Table 1. S-Box

A & B are processed through WF1 and WF2 respectively. Finally, Yi is the concatenation of two 16-bit outputs G &

H from WF1 and WF2, respectively. Yi is XORed with 32-bit word Pi to produce Pi+2 as follows:

Pi+2 ← Pi ⊕ rF(Xi,Ki) ,where Xi = Pi+1

i.e. Pi+2 ← Pi ⊕ Yi ,where Yi = rF(Xi,Ki)

2.4.1. Weight Function WF1. It processes 16-bit input A to produce 16-bit output G as follows:

WF1 : {0, 1}16 → {0, 1}16 i.e. G ← WF1(A),where A = (A0 ‖ A1 ‖ A2 ‖ A3)

WF1 applies S-box (S ) 4 times in parallel as non-linear operation and produces U. Thereafter, it applies a combi-

nation of cyclic shifts and XOR operations on U as linear mixing operation L1:

(1) U ← (U0 ‖ U1 ‖ U2 ‖ U3) where U0 ← S (A0); U1 ← S (A1); U2 ← S (A2); U3 ← S (A3)

(2) G ← L1(U) where L1(U) = U ⊕ U ≪ 1 ⊕ U ≪ 5 ⊕ U ≪ 9 ⊕ U ≪ 12

2.4.2. Weight Function WF2. It takes 16-bit input B to produce 16-bit output H as follows:

WF2 : {0, 1}16 → {0, 1}16 i.e. H ← WF2(B),where B = (B0 ‖ B1 ‖ B2 ‖ B3)

WF2 applies S-box (S ) 4 times in parallel as non-linear operation and produces V . Thereafter, it applies a different

combination of cyclic shifts and XOR operations on V as linear mixing operation L2:

(1) V ← (V0 ‖ V1 ‖ V2 ‖ V3) where V0 ← S (B0); V1 ← S (B1); V2 ← S (B2); V3 ← S (B3)

(2) H ← L2(V) where L2(V) = V ⊕ V ≪ 4 ⊕ V ≪ 7 ⊕ V ≪ 11 ⊕ V ≪ 15

2.5. S-Box. There is an application of single 4-bit S-box (Table 1) in encryption algorithm, decryption process and

key expansion of FeW-80 and FeW-128. This was also used in the design of block cipher HummingBird2 [15]. It is

categorized as golden S-box in the cryptographic analysis [11] of all 4 × 4 S-boxes [34].

2.6. Key Expansion Algorithm. There is a k-bit user supplied key which is expanded to obtain the round subkeys for

each round. Key expansion algorithm is the only difference between the two versions of lightweight block cipher FeW

i.e. FeW-80 and FeW-128.

2.6.1. Key Schedule for MK-80. We store user supplied 80-bit key MK-80 in a key register MK as:

MK = k0k1k2k3............k78k79.

We obtain round subkey RK0 by extracting leftmost 16 bits from the current contents of MK and update MK in the

following steps (for i =1 to 63):

(1) MK ≪ 13

(2) [k0k1k2k3]← S [k0k1k2k3];

[k64k65k66k67]← S [k64k65k66k67];

[k76k77k78k79]← S [k76k77k78k79]

(3) [k68k69k70k71k72k73k74k75]← [k68k69k70k71k72k73k74k75] ⊕ [i]2

(4) Leftmost 16 bits from current contents of MK are stored as round subkey RKi

2.6.2. Key Schedule for MK-128. First, we store user supplied 128-bit key MK-128 in a key register called MK as:

MK = k0k1k2k3 . . . k127.

We extract the round subkey RK0 as leftmost 16 bits from current contents of MK and update the register MK in the

following steps (for i = 1 to 63):

(1) MK ≪ 13

(2) [k0k1k2k3]← S [k0k1k2k3]

[k4k5k6k7]← S [k4k5k6k7]

[k112k113k114k115]← S [k112k113k114k115]

[k124k125k126k127]← S [k124k125k126k127]
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(3) [k116k117k118k119k120k121k122k123]← [k116k117k118k119k120k121k122k123] ⊕ [i]2

(4) Leftmost 16 bits from current contents of MK are stored as round subkey RKi.

2.7. Decryption Algorithm. FeW is a balance Feistel-M based design, therefore its decryption algorithm does not

require inversion of the round function. Round subkeys are used in the reverse order which is the main difference

between the encryption and decryption algorithms.

First, we divide the 64-bit ciphertext Cm into two halves C0 and C1. We have 64-bit input ciphertext Cm as a

concatenation of two 32-bit words:

(C0 ‖ C1)← Cm

(1) Apply rF on Ci+1 & K31−i and XOR it with Ci to give Ci+2 ( i = 0 to 31) :

Ci+2 ← Ci ⊕ rF(Ci+1 ⊕ K31−i)

(2) Finally, swap the output in last round: (P0 = C33, P1 = C32)← (C32,C33)

We obtain the 64-bit plaintext as: Pm ← (P0 ‖ P1).

3. Security Analysis

Block Ciphers [9,24] are among the most analysed cryptographic primitives. A large variety of cryptanalytic attacks

can be applied on block ciphers. We provide security estimates of our design against some basic cryptanalytic attacks

in this section.

3.1. Differential Cryptanalysis. Differential attack [4] is one of the most basic cryptanalytic attack applied on block

ciphers which exploits the occurrences of high probability differences in the input and output of a cipher. Linear

components of a cipher produces the output differences with probability 1, while this is not the case for non-linear

components (e.g. S-box). Therefore, we analyse the non-linear components of a cipher and use the probabilistic

relations between the input and output differences of these components (S-box). We join several high probability one

round differential trails to form high probability (equals to p) differential trails for r rounds. These differentials are

used to recover the round subkeys from outermost rounds. For all possible input differences to the S-box, we find the

distribution of output differences and collect these in the form of a difference distribution table (DDT).

3.1.1. Difference Distribution Table: Output difference from the S-box is denoted by △V and input difference is rep-

resented by △U. We count the number of occurrences of each output difference (0 ≤ △V ≤ 15) corresponding to a

particular input difference △U. This exercise is repeated for all possible input differences (0 ≤ △U ≤ 15) to get the

16 × 16 DDT. We run algorithm 1 in order to get table 2.

For: △U=0 to 15

For: △V=0 to 15

For: X = 0 to 15

If S [△U ⊕ X] ⊕ S [X] = △V

Then DDT [△U][△V] + +

Output: DDT [△U][△V]

Algorithm 1. Difference Distribution Table

The maximum differential probability for a non-zero input difference producing an output difference in a single

S-box application of FeW is 4/16 = 2−2 (Table 2). We need approximately p−1 chosen plaintext pairs to mount the

differential attack on a block cipher, where p is the probability of the differential trail [7]. Assuming that an attacker

finds a differential trail with one active S-box (i.e. S-box with non-zero input difference value) in each round, so

the number of active S-boxes in full round differential trail will be 32 . Therefore, the probability of 32-round trail

will become (2−2)32 i.e. 2−64. So, we need 264 chosen plaintext pairs for a full round differential distinguisher. This

condition ensures that even if there is only one active S-box in each round, still we will require 264 chosen plaintexts

(full codebook) to distinguish FeW from random permutation using differential attack.

Branch number of a function is defined by Rijmen [33] and Kanda [20] for SPN based designs and Feistel based

designs with SPN type round function. We define the branch number of linear permutation layer and find out the



M. Kumar, SK Pal, A. Panigrahi, Turk. J. Math. Comput. Sci., 11(2)(2019), 58–73 63

OD→

ID ↓ 0 1 2 3 4 5 6 7 8 9 A B C D E F

0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 2 0 0 0 2 0 0 2 0 2 2 4 2

2 0 0 0 2 0 2 0 0 0 0 2 4 2 4 0 0

3 0 2 2 2 2 0 2 2 2 0 0 0 0 2 0 0

4 0 0 0 2 0 4 2 0 0 0 0 2 0 0 2 4

5 0 0 2 2 2 2 0 0 0 0 0 4 4 0 0 0

6 0 0 0 2 4 0 2 0 2 2 0 2 0 0 0 2

7 0 2 0 0 0 0 2 4 4 2 0 0 0 0 2 0

8 0 0 0 0 0 0 2 2 0 4 4 0 2 2 0 0

9 0 2 0 2 2 2 2 2 0 2 0 2 0 0 0 0

A 0 2 0 0 4 0 2 0 0 2 0 0 2 2 0 2

B 0 2 2 0 0 0 0 0 2 0 4 2 0 0 4 0

C 0 0 4 0 0 2 0 2 2 2 0 0 2 0 0 2

D 0 2 2 0 0 2 2 0 2 0 2 0 2 0 2 0

E 0 2 4 2 0 0 0 0 0 2 2 0 0 0 2 2

F 0 2 0 0 2 2 0 2 2 0 0 0 0 4 0 2

Table 2. Difference Distribution Table

differential & linear branch number for these layers below. We use similar techniques as in [22] and [40] to show the

resistance of FeW to differential and linear attacks.

Definition 3.1. Let X = (x0 ‖ x1 ‖ x2 ‖ x3) be a 4n-bit word and size of each xi is n-bit. We count the number of i
′

s

such that xi(i = 0 to 3) is not equal to zero. We denote this count as the Hamming weight of X i.e. Hw(X).

Definition 3.2 (Branch Number). Let X be a 16-bit input to the function f where X is written as concatenation of 4-bit

nibbles x0, x1, x2 and x3. We define the branch number of the function f : {0, 1}16 → {0, 1}16 by β( f ) as follows:

β( f ) = min
(X,0,X∈{0,1}16)

(Hw(X) + Hw(f(X))).

Definition 3.3. Differential Branch number βd of a linear layer L is defined as:

βd(L) = min
(△X,0,X1,X2∈{0,1}16)

(Hw△(X) + Hw(L(△X)))

where △X = X1 ⊕ X2 is input difference to the linear layer L and L(△X) = L(X1) ⊕ L(X2) is output difference. In case

of FeW, differential branch number of the linear layers L1 and L2 is 5, which is explained in section 3.1.2.

Definition 3.4. Let S : U → V is a bijective function where U and V are 4-bit nibbles. We observe the difference

distribution table (DDT) of the S-box (Table 2) which reflects the number of occurrences for all possible input (△U)

and output (△V) differences. If the input to the DDT of S-box is a non-zero nibble then it certainly outputs a non-zero

nibble which implies that:

Hw(△U) = Hw(△V).

Result 1: We observe the DDT of S-box and find that any two inputs to S-box with non-zero difference certainly

produce two outputs with non-zero difference. Therefore, number of non-zero nibbles in the input to round function is

same as the number of non-zero nibbles in the input to linear layer.

3.1.2. Differential Branch Number of FeW. If a function takes n-branch input and returns n-branch output, then max-

imum value of the branch number for this function can be n + 1. Diffusion layers with maximum value of branch

number provides optimal security against differential and linear attacks. In case of FeW, linear layers L1 and L2 are

applied on 16-bit branches. We tested the combination of cyclic shifts and XOR for all possible values of cyclic shifts

and all possible 16-bit non-zero inputs using algorithm 2.

There are four different values of (i, j, k, l) which give the maximum value of the branch number. These four values

are: (1,5,9,12), (3,7,11,12), (4,5,9,13) and (4,7,11,15). We have used two values out of these four values as our linear

layers L1 and L2.
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For: i = 1 to 15

For: j = i + 1 to 15

For: k = j + 1 to 15

For: l = k + 1 to 15

For: △X = 1 to 216 − 1

L(△X) = △X ⊕ (△X ≪ i) ⊕ (△X ≪ j) ⊕ (△X ≪ k) ⊕ (△X ≪ l);

βp(L) = Hw(△X) + Hw(L(△X);

If βp(L) ≥ 5, for all △X;

Return: βd(L) = 5 and (i, j, k, l)

Algorithm 2. Differential Branch Number

Definition 3.5 (Active S-box). An S-box corresponding to a non-zero input difference is called an active S-box.

Definition 3.6 (Active Round Function). We term a round function as active if it contains at least one active S-box. In

other words, a round function which contributes to a differential trail is an active round function otherwise we call it a

passive round function.

Definition 3.7 (Inverse of Linear Layer). For a 16-bit input W, we define the inverse of a linear function L by L−1 such

that L−1(L(W)) = W. We use two different combinations L1 and L2 of cyclic shifts and XOR operations as linear layers

and their inverse is defined as follows:

L−1
1 (W) = W ⊕W ≫ 1 ⊕W ≫ 4 ⊕W ≫ 5 ⊕W ≫ 7 ⊕W ≫ 8 ⊕W ≫ 9

⊕W ≫ 10 ⊕W ≫ 12 ⊕W ≫ 14 ⊕W ≫ 15

L−1
2 (W) = W ⊕W ≫ 1 ⊕W ≫ 2 ⊕W ≫ 4 ⊕W ≫ 6 ⊕W ≫ 7 ⊕W ≫ 8

⊕W ≫ 9 ⊕W ≫ 11 ⊕W ≫ 12 ⊕W ≫ 15

Theorem 3.8. Let (△Pi ‖ △Pi+1) be the 64-bit input difference to the ith round where △Xi(= △Pi+1) is the 32-bit input

difference and △Yi is the 32-bit output difference to the round function rF. We obtain the following relationship between

the input and output differences for any three consecutive rounds ith, (i + 1)th and (i + 2)th of FeW:

△Xi ⊕ △Xi+2 = △Yi+1

Proof. Follows trivially by observing Fig. 3. �

Theorem 3.9. If △Xi ⊕ △Xi+2 is not equal to zero, then any three consecutive rounds of FeW have at least 5 active

S-boxes.

Proof. We denote the linear transformation layers (L1 and L2) in round function rF by L. We use Theorem 3.8 and

Definition 3.7 with linearity of L to get the following relation:

△Xi ⊕ △Xi+2 = △Yi+1 = L(L−1(△Yi+1) = L(△L−1(Yi+1)).

Applying inverse of L on the output to round function at ith round, we get the same number of non-zero nibbles as

there are in the input to round function. Therefore, we have the following relation using Definition 3.4 and Result 1:

Hw(△Xi+1) = Hw(△L−1(Yi+1)).

We know the relation between the number of non-zero nibbles in two binary strings α and β [20]:

Hw(α) + Hw(β) ≥ Hw(α ⊕ β).

Using this relation, we get:

Hw(△Xi) + Hw(△Xi+2) ≥ Hw(△Xi ⊕ △Xi+2).
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Figure 3. Differential Trail

Using equations (2.1), (2.2), (2.3) & definition of βd(L), we get the following relation which asserts that any 3

consecutive rounds will have at least 5 differentially active S-boxes if △Xi ⊕ △Xi+2 , 0

Hw(△Xi) + Hw(△Xi+1) + Hw(△Xi+2) = Hw(△Xi) + Hw(△Xi+2) + Hw(△Xi+1)

= Hw(△Xi) + Hw(△Xi+2) + Hw(△L−1(Yi+1))

≥ Hw(△Xi ⊕ △Xi+2 ⊕ △L−1(Yi+1))

= Hw(L(△L−1(Yi+1)) ⊕ △(L−1(Yi+1))

= 5[ since βd(L) = 5 for L1 and L2]. �

Theorem 3.10. Any four consecutive rounds of FeW (ith to i+3rd round) have at least three differentially active round

functions.

Proof. (Refer Fig. 3) Let us assume that round function in ith round is differentially passive then input to this round

will be of the form:

(△Pi , 0) ‖ (△Pi+1 = 0) i.e. △Xi = 0 & △Yi = 0.

Whereas △Xi = 0 implies that input to round function consists all zero nibbles, therefore output will also contain all

zero nibbles. As a result, there will be no active S-box in this round. So, the number of active S-boxes in this round is

zero and input to (i + 1)th round will be of the form:

(△Pi+1 = 0) ‖ (△Pi+2 = △Pi , 0)

i.e. input to round function in (i + 1)th round is △Xi+1 , 0 and output is △Yi+1 , 0. We consider that only one nibble of

△Xi+1 is non-zero. Therefore, there will be at least one active S-box in this round. We obtain input to (i+ 2)nd round of

the form:

(△Pi+2 = △Pi , 0) ‖ (△Pi+3 , 0).

This asserts that input and output to round function in (i + 2)nd round are △Xi+2 , 0 and △Yi+2 , 0 respectively. Since

△Xi+2 = △Pi+3 and △Pi+3 = △Yi+1, one gets (△Xi+2 = △Yi+1). As, branch number of Linear layers L1 and L2 is 5, we get

minimum 4 non-zero nibbles in △Yi+1 corresponding to one non-zero nibble in △Xi+1. This ensures that △Xi+2 consists

of 4 non-zero nibbles and the minimum number of active S-boxes in this round are 4. If the round function in (i + 3)rd

round is passive (i.e. △Xi+3 = 0), then input to this round should be of the form:

(△Pi+3 = △Pi , 0) ‖ (△Pi+4 = 0).
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To get △Pi+4 = 0, the following expression should be satisfied:

△Pi ⊕ △Yi+2 = 0 i.e. △Pi ⊕ rF(△Pi+3) = 0.

Finally, we get △Pi ⊕ rF(rF(△Pi+2)) = 0 which is represented in terms of input to ith round by △Pi ⊕ rF(rF(△Pi)) = 0.

We searched this relation for all possible 32-bit input differences (i.e. 232 values with △Pi , 0) using a C programme.

This relation was not satisfied for any non-zero value of △Pi, which proves the theorem. �

We now provide crude estimates to prove the resistance of full round FeW to differential attack. It is shown by

providing a lower bound on the number of active S-boxes in any 27 round differential characteristic. The following

theorem assures the resistance of full round FeW against the differential attack.

Theorem 3.11. Any differential characteristic for 27 rounds of FeW has minimum 45 active S-boxes and hence the

probability of this differential characteristic is 2−90.

Proof. We use the fact that any three rounds of FeW has at least 5 active S-boxes. Therefore, 27(= 3 × 9) rounds

will have at least 45(= 5 × 9) active S-boxes. So, the maximum probability of any single 27 round differential trail

is (2−2)45 = 2−90. If we use 27 round trail to recover subkeys of 32 round FeW, it will require 290 chosen plaintexts

which is more than the amount of available data. This theorem ensures that full round FeW is secure enough against

differential attack. �

We assumed that FeW is broadly a Feistel based cipher to prove the theorems 3.8 to 3.11. We did not consider the

effect of mixing operation in these results. Now we consider the Feistel-M structure which shows the actual impact of

mixing operation on security bounds against differential attack. We use branch-and-bound based algorithm given by

M. Matsui [30] to search the best differential trail. We get the following results by searching the best differential trails

of FeW.

Round Input Difference Swap LSB S-box Linear Layer Probability

Index (A||B) (DDT) (L1||L2) (−log2)

1 0200 0000 0000 0000 0000 0000 0000 0000 0000 0000 0

2 0000 0000 0200 0000 0200 0000 0d00 0000 b7cb 0000 2

3 0200 0000 b7cb 0000 b700 00cb a700 00fe 022b 8066 11

4 b7cb 0000 002b 8066 0066 802b 00f4 a0aa b792 fa00 23

5 002b 8066 0059 fa00 0000 fa59 0000 46c5 0000 c166 34

6 0059 fa00 002b 4100 0000 412b 0000 fedb 0000 5e00 43

7 002b 4100 0059 a400 0000 a459 0000 463b 0000 4100 54

8 0059 a400 002b 0000 0000 002b 0000 00be 0000 a404 58

9 002b 0000 0059 0004 0004 0059 0005 00b1 5aaf 5b7c 65

10 0059 0004 5a84 5b7c ← Output Difference

Table 3. Optimal Differential Trail

We need a differential trail with probability greater than 2−64 to mount a successful differential attack on FeW. We

did not find any differential trail with probability greater than 2−65 for 9-round FeW. We can use 8 round differential

trail (Table 3) with probability 2−58 to attack reduced round FeW. We can recover some of the subkey bits from the

outermost rounds of the trail using differential attack and the remaining subkey bits are found using exhaustive trials.

We guess the subkey bits corresponding to active S-boxes only. There is a 4-bit subkey to guess corresponding to

one active S-box. Since any three round differential trail will have at least 5 active S-boxes, so we need to guess at

least 20 subkey bits in any three additional outer rounds of the trail. If we add 3 rounds on the top and 3 rounds on the

bottom of the trail, then we can get 40 subkey bits of 14 round FeW. If we allow to add 3 more rounds on the top or

bottom, then we can recover 60 subkey bits of 17 round FeW. Therefore, we estimate that it is not possible to mount

any useful differential attack on FeW beyond 17 rounds. Although, we can apply differential attack up to a maximum

of 17 rounds by guessing 260 possible values of 60-bit subkey.

If we remove the mixing operation used in the round function of FeW, then any 22 round differential trail will consist

of 31 active S-boxes. Thus, we can recover the subkeys for the 31 rounds of FeW. However, the number of rounds

resisting the differential attack is reduced to 17 after using the Feistel-M structure.
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3.2. Multiple Differential and Structure Attacks. We find a high probability differential trail and use it to recover

the secret key in the classical form of a differential attack. The main impediment in mounting a differential attack

on the greater number of rounds of a cipher is the data complexity. In order to reduce the data complexity, multiple

differential [6] and structure attacks [43] are devised. These variants have been proved very effective in reducing

the data complexity [43] and covering the greater number of rounds than the differential attack for lightweight block

cipher PRESENT. We can cluster many differential trails with different input and output differences in a multiple

differential attack. In structure attack, we try to find a collection of all possible differential trails with the different input

differences but the same output difference to form a differential [26]. The probabilities of all the trails belonging to the

differential is combined to get a lower bound on the probability of this differential which becomes the upper bound for

the complexity of the attack.

S. # Differential Probability

No. Trails (−log2)

1 32 65

2 128 66

3 128 67

4 44 68

5 132 69

6 1202 70

7 12365 71

8 71590 72

Table 4. Multiple Differential Trails

We searched for all differential trails with probability between 2−65 and 2−72 based on the branch-and-bound search

algorithm for 9-round FeW (Table 4). We find that it is not possible to construct a structure using these trails and it

cannot be used to mount a structure attack with reduced complexity. So, we did not find any useful structure which

can be used to cluster the differential trails in a differential and reduce the complexity of the attack. We believe that

clustering of the differential trail is not possible beyond 9 rounds in case of FeW.

3.3. Differential Factors in FeW. Differential factor [42] α of a S-box results in invariant output difference β when

possible input pairs of S-box are XORed with some non-zero value α. Presence of Differential factors in S-box

significantly reduces the time complexity of differential attack. S-box used in FeW is free from Differential factors

which is guaranteed by the Conjecture [42] “A differential 4-uniform S-box S has a differential factor for the input

difference β if and only if the β-th column of the DDT table of S consists of only zeros and fours”. Since there does

not exist any column in DDT of S (Table 2) which consists of only zeros and fours, so the differential factors cannot be

applied on FeW to reduce the complexity of the differential attack.

3.4. Impossible Differential Cryptanalysis. Impossible Differential attack [3,21] is an extension of basic differential

attack. This attack has been widely applied and given best results on some ciphers like CLEFIA etc. Zero probability

differential trails are used in this attack while differential attack make use of high probability differential trails. We

use impossible differentials to recover the key material by sieving out the keys suggesting the impossible differential

from the list of all possible keys. The key (or keys) still remaining in the list are the candidates for the correct key.

We process the 64-bit input in four groups G1, G2, G3 and G4, where each group consists of four 4-bit nibbles. We

observe the following four facts from DDT (Table 2) and differential branch number βd:

(1) A nibble with zero input difference to DDT of S-Box outputs a zero difference (i.e. 0→ 0) with probability 1.

(2) A nibble with some non-zero input difference α (1 ≤ α ≤ 15) to DDT of S-Box certainly outputs some

non-zero difference β (1 ≤ β ≤ 15) (i.e. α→ β) with probability 1

(3) Any group with all zero nibbles as input difference to linear layer returns a zero difference (i.e. 0000→ 0000)

with probability 1.

(4) Any group with non-zero difference in 1,2,3,4 nibbles as input to linear layer produces at least 4,3,2,1 (respec-

tively) nibbles with non-zero difference.
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#R Forward Differential #R Backward Differential

G1 G2 G3 G4 G1 G2 G3 G4

0 α000 0000 0000 0000 6 0000 0000 0000 000α

1 0000 0000 α000 0000 5 000α 0000 0000 0000

2 α000 0000 Γθζη 0000 4 Γ′θ′ζ′η′ 0000 000α 0000

3 Γθζη 0000 **** **** 3 **** **** Γ′θ′ζ′η′ 0000

Table 5. Impossible Differential Trail

We construct 6 round impossible differential trail (Table 5) by proving the contradiction between a 3-round forward

differential trail and a 3-round backward differential trail. These differential trails occur with probability 1. We get a

3-round forward differential trail in the following way:

(1) Set non-zero difference α to first nibble in G1 and the remaining nibbles in G1 and all nibbles in G2, G3 and

G4 are assigned a 0 difference.

(2) Any group with 0 difference outputs a 0 difference with probability 1 (see Fact 3 and Result 1). We get the

difference α positioned to the first nibble in G3 and 0 differences in the remaining nibbles after first round.

(3) In second round, we get some non-zero difference β with probability 1 after applying DDT of S-box on α (see

Fact 2). We have one nibble in G3 with non-zero difference β as input to linear layer which returns 4 nibbles

with some non-zero difference (Γ, θ, ζ, η) (Fact 4 and βd). After second round, we get first nibble in G1 as α

and G3 as all non-zero nibbles (Γ, θ, ζ, η).

(4) In third round, two rightmost nibbles of G3 & G4 are swapped and we get two non-zero nibbles in each of G3

and G4. We get the output from round function as all * values (i.e. any value) in G3 and G4 with at least three

nibbles with non-zero difference in each of the group G3 and G4 (see Fact 4). After this round, G1 becomes

((Γ, θ, ζ, η), all nibbles of G3 and G4 becomes * values while all nibbles of G2 remains with 0 difference.

In a similar way, we get a backward differential trail for 3 rounds with G1 and G2 being * values, G3 as (Γ′, θ′, ζ′, η′)

and all nibbles of G4 as 0 difference. We get a contradiction for G2 between forward and backward differential trails at

third round. Forward trail consists of 0 differences in G2 while backward differential trail consists of 3 or 4 nibbles with

non-zero difference. We get the following 6-round impossible differential trail using miss-in-the-middle technique:

(α000000000000000)6R9 (000000000000000α)

We find the values of secret key using the impossible differentials by adding the rounds on the top and bottom of the

trail. We choose the plaintext pairs with the input difference suggested by the trail and get the corresponding ciphertext

pairs. We process the ciphertext and guess the key bits involved in the additional rounds and sieve out the wrong keys

suggesting the impossible difference. We know that any 3 rounds of FeW have at least 5 active S-boxes. So, we need to

guess 20 subkey bits corresponding to these 5 active S-boxes in 3 rounds and 40 subkey bits corresponding to 10 active

S-boxes in 6 rounds. If we add 3 rounds on the top and 6 at the bottom of the trail, then we need to guess all possible

values of 60-bit subkey. We can apply this attack on 15 rounds of FeW out of total 32 rounds.

3.5. Linear Cryptanalysis. Linear cryptanalysis proposed by Matsui [14, 29] have been proven most effective on

DES. We can show the resistance to linear attack similar to the differential attack. This is a known plaintext attack and

it exploits the probabilistic relation involving the plaintext, ciphertext and subkey bits which are bounded away from

half. These relations are used to find the values of key bits. Some bit positions in the plaintext and ciphertext are tapped

which is known as input and output mask value. Linear Branch number [20] is used to count the minimum number of

active S-boxes in a trail, so we first define the linear branch number of a linear layer.

Definition 3.12. Linear Branch number βl of a linear function L is defined as:

βl(L) = min
(Γq,0,Γq∈{0,1}16)

(Hw(L∗(Γq) + Hw(Γq))

= min
(Γq,0,Γq∈{0,1}16)

(Hw((Γt) + Hw(Γq))

where Γq is an output mask value and Γt is an input mask value of the linear layer L. Function L∗ is the linear function

of the mask values concerned to L.

In case of FeW, linear branch number of the linear layers L1 and L2 used in rF is 5. We have applied L∗ on all

possible 16-bit mask values Γq and calculated L∗(Γq). For each non-zero mask value Γq and the corresponding value
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For: Γt=0 to 15

For: Γq=0 to 15

For: A = 0 to 15

If (parity[A&Γt] = parity[S [A]&Γq])

Then LAT [Γt][Γq] + +

Output: (LAT [Γt][Γq] − 8)

Algorithm 3. Linear Approximation Table

L∗(Γq), we count the minimum number of non-zero nibbles in the input and output using a computer programme and

this count comes out to be 5. It is observed from the linear approximation table of S-box (Table 6) that non-zero mask

value always outputs a non-zero mask value with bias (ε = p−
1
2 ) and the zero mask value always returns a zero mask

value with bias 1
2
. Therefore, the number of non-zero branches as input to the round function is same as the number of

non-zero branches as input to the liner layer. We estimate the minimum number of active S-boxes in a trail and use it

to prove the resistance of FeW from linear attack.

3.5.1. Linear Approximation Table. We denote an output mask value by Γq and input mask value by Γt. We construct

a parity check array for all 4-bit values (i.e. t to 15) as follows:

parity[16] = {0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0}.

We find the number of matches between the linear equation represented in hexadecimal as Γt and the sum of the output

bits represented in hexadecimal as Γq. We get the linear approximation table (LAT) by subtracting 8 from LAT [Γt][Γq]

and dividing it by 16 gives the linear approximation bias. We run algorithm 3 to construct Table 6:

In case of FeW, linear branch number of the linear layers L1 and L2 used in rF is 5. We have applied L∗ on all

possible 16-bit mask values Γq and calculated L∗(Γq). For each non-zero mask value Γq and the corresponding value

L∗(Γq), we count the minimum number of non-zero nibbles in the input and output using a computer program and this

count comes out to be 5. It is observed from the linear approximation table of a S-box (Table 6) that non-zero mask

value always outputs a non-zero mask value with bias (ε = p−
1
2 ) and the zero mask value always returns a zero mask

value with bias 1
2
. Therefore, the number of non-zero branches as input to the round function is same as the number of

non-zero branches as input to the liner layer. We estimate the minimum number of active S-boxes in a trail and use it

to prove the resistance of FeW from linear attack.

Γt→ 0 1 2 3 4 5 6 7 8 9 A B C D E F

Γq ↓

0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 -2 2 2 -2 0 0 0 4 -2 -2 2 2 0 4

2 0 2 0 2 0 -2 0 -2 2 0 2 0 2 4 2 -4

3 0 2 2 0 2 4 -4 2 -2 0 0 -2 0 2 2 0

4 0 2 -2 0 -2 0 0 2 0 2 2 -4 -2 0 -4 -2

5 0 -2 -4 -2 0 2 0 -2 0 2 0 -2 0 -2 4 -2

6 0 0 -2 -2 2 -2 -4 0 -2 2 0 4 0 0 -2 -2

7 0 -4 0 0 4 0 0 0 2 -2 -2 -2 -2 2 -2 -2

8 0 0 0 -4 0 0 0 -4 -2 -2 2 -2 2 2 -2 2

9 0 0 2 2 -2 2 0 -4 -2 2 -4 0 0 0 -2 -2

A 0 2 0 -2 0 -2 0 2 0 -2 -4 -2 4 -2 0 -2

B 0 2 -2 0 -2 0 -4 -2 4 -2 -2 0 -2 0 0 2

C 0 -2 -2 0 -2 4 0 2 2 0 0 2 4 2 -2 0

D 0 2 0 2 4 2 0 -2 2 0 2 0 2 -4 -2 0

E 0 4 -2 -2 2 2 -4 0 0 0 -2 2 -2 2 0 0

F 0 0 4 4 0 0 0 0 4 4 0 0 0 0 0 0

Table 6. Linear Approximation Table
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Theorem 3.13. Any linear characteristic for 27 rounds of FeW has a minimum 45 active S-boxes and hence the

maximal bias of this 27 round linear trail is 2−92.

Proof. We again consider FeW broadly a Feistel structure based design. Branch number of linear layers L1 and L2 of

FeW is 5 and the maximal bias [29] of the S-box is 2−2 (Table 6). We start with all zero nibbles in left half and the

right half contains non-zero nibbles. We assume that there is at least one nibble as non-zero mask value in right half Γq

(Fig. 4). Round function returns a zero mask value corresponding to all zero mask values, so first round trail consists

zero active S-box. In second round, output mask value Γq corresponds to the input mask value Γt and this becomes

output mask value for the next round. We get Γq as input mask value and there are minimum 5 active S-boxes in these

two rounds (see βl). This shows that any 3 rounds linear trail of FeW has minimum 5 linearly active S-boxes. Using

Matsui‘s Piling-up lemma [29], we get maximal bias for any 3 round linear trail as:

ǫ3 = 24 × (2−2)5 = 2−6.

Similarly, we get the maximal bias for any 27(= 3 × 9) round linear trail as:

ǫ27 = 28 × (2−6)9 = 2−46.

If we assume that linear attack is applied on full round FeW using 27 round differential trail then the amount of known

plaintext/ciphertext data required will be of order 292(∼ ǫ−2) which is greater than the available data. Any kind of

cryptanalytic attack on block ciphers is considered successful if it recovers the key using the available data, whereas

264 is the upper limit of data available in case of FeW.

Figure 4. Linear Trail

�

3.6. Related Key Cryptanalysis. We exploit the weaknesses in the key schedule of a block cipher by a related key

attack [2] and slide attack [5]. There is a practice to use a round dependent constant to protect the subkeys from the

slide attacks. Therefore, we have used a round dependent constant so that round subkeys cannot be “slid” easily. For

each 16-bit subkey generation, we apply a non-linear S-box three times to mix the current contents of the key register

MK. After 13 rounds, all subkey bits become a non-linear function of the user supplied key. As a result, there is no

subkey bit which can be expressed as a linear function of the user supplied key bits after 13 rounds.

3.7. Statistical Tests. NIST Statistical Test Suite, SP800-22 [16] is a widely used application for testing the output

bit sequence. It consists of 15 different tests which test the random nature of the output bit sequence generated from a

cipher. We have generated the bit sequence from lightweight block cipher FeW using two different modes of operation,

output feedback mode and counter mode. For each mode, we have taken 100 different random 64-bit plaintexts and
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encrypted these using 100 different random 80-bit keys. For each mode, we have generated 100 files and each file

contains 107 bits sequence. We have collected the experimental results of the both type of data in the table 7 which

shows the P-value and the pass percentage of the files for each test. We observe that output bit sequence generated

using FeW is totally random in nature.

Statistical Test Output Feedback mode Counter mode

P-Value Proportion P-Value Proportion

Frequency 0.911413 98 0.816537 99

Block Frequency (m=64) 0.045675 98 0.275709 100

Cumulative Sum-Forward 0.759756 98 0.851383 99

Cumulative Sum-Backward 0.955835 99 0.955835 99

Runs 0.030806 100 0.911413 99

Longest Runs of Ones 0.554420 100 0.867692 100

Rank 0.455937 100 0.249284 98

Universal 0.455937 99 0.249284 99

Approximate Entropy 0.419021 100 0.955835 100

Serial 0.437274 100 0.514124 98

Serial 0.514124 99 0.595549 100

Linear Complexity 0.637119 97 0.455937 98

Table 7. Statistical Results

3.8. Avalanche Effect. Avalanche effect quantifies the effect of changing the bits in plaintext or key on the ciphertext

bits. It states that if we change 1 bit in the plaintext or key, then there must be approx. 50 percent change in the

ciphertext bits. We show the effect of changing the 1 bit in plaintext for 1040 executions of FeW. We observe that there

is approximately 50 percent change on an average in the ciphertext bits. Similarly, we have performed this exercise

for 1053 executions for 1 bit change in the key. The detailed results are shown in Fig. 5 where series 1 represents the

result for change in plaintext bits and series 2 refers to change in the key bits.

Figure 5. Avalanche Effect

3.9. Performance Evaluation. We designed FeW focusing its application in software oriented environments. So, we

made used those operations which are considered to be lightweight when implemented in software viz. cyclic shifts

and XORs. We use single 4 × 4 S-box in the encryption, decryption and key expansion algorithms. Linear operations

L1 and L2 are applied on 16-bit branches which are two different combinations of cyclic shifts and XOR operations.

This type of linear layer is approximately two times efficient in software in comparison to a linear layer comprising the

bitwise mixing operations. PRESENT and RECTANGLE use bitwise mixing operations in its linear layers while we

use cyclic shifts and XOR in the linear layer of FeW. Therefore, FeW performs better in software implementations. We

describe the parameters of PRESENT, RECTANGLE and FeW in Table 8.

We compare throughput of FeW with PRESENT and RECTANGLE on a Windows based PC with the following

configuration: Intel Core 2 Duo E8400 @ 3.00 GHz processor with 1 GB RAM. We encrypt five files with different
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Cipher PRESENT RECTANGLE FeW

Block Size (bit) 64 64 64

Key Size (bit) 80 80 80

# Rounds 31 25 32

Table 8. Parameters

sizes in KB (87.8, 166, 244, 400, 556) using these ciphers in output feedback mode and measure the throughput of

each cipher (Table 9). This comparison indicates that FeW is significantly efficient than lightweight block ciphers

PRESENT and RECTANGLE in software performance.

Throughput (MB/Sec)

File Size (MB) PRESENT RECTANGLE FeW

0.085742 0.352849 0.496193 0.734723115

0.162109 0.381075 0.553652 0.84232353

0.238281 0.395029 0.574726 0.889109142

0.390625 0.403997 0.590961 0.92546525

0.542969 0.403904 0.599369 0.938742652

Table 9. Performance Comparison

4. Conclusion

We proposed a secure and efficient lightweight block cipher FeW by devising a novel mixing approach between the

Feistel and 4-branch generalised Feistel structures. We named this structure as Feistel-M structure which is used for

the first time in the design of a block cipher. We analysed the security of FeW against basic cryptanalytic attacks which

proves that it has enough security margins to counter these attacks. We believe that any cryptanalytic attack cannot be

applied on FeW to recover the secret key beyond 17 rounds. There is a large variety of attacks which can be applied on

block ciphers. In future, we will analyse it against other advanced cryptanalysis methods and we will use it to design

other cryptographic primitives.
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