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Abstract

Human can well recognize images of novel categories

just after browsing few examples of these categories. One

possible reason is that they have some external discrimi-

native visual information about these categories from their

prior knowledge. Inspired from this, we propose a novel

Knowledge Transfer Network architecture (KTN) for few-

shot image recognition. The proposed KTN model jointly

incorporates visual feature learning, knowledge inferring

and classifier learning into one unified framework for their

optimal compatibility. First, the visual classifiers for nov-

el categories are learned based on the convolutional neu-

ral network with the cosine similarity optimization. To ful-

ly explore the prior knowledge, a semantic-visual mapping

network is then developed to conduct knowledge inference,

which enables to infer the classifiers for novel categories

from base categories. Finally, we design an adaptive fusion

scheme to infer the desired classifiers by effectively integrat-

ing the above knowledge and visual information. Exten-

sive experiments are conducted on two widely-used Mini-

ImageNet and ImageNet Few-Shot benchmarks to evaluate

the effectiveness of the proposed method. The results com-

pared with the state-of-the-art approaches show the encour-

aging performance of the proposed method, especially on

1-shot and 2-shot tasks.

1. Introduction

Recently classical deep learning models have achieved

remarkable success on many computer vision and image

understanding tasks [11, 7, 16, 27, 15]. To further improve

the performance, the neural networks become deeper, which

usually requires more labeled data in richer categories. Un-

fortunately, not only the human-labeled data is often very

expensive, but the classical deep learning methods easily

have the problems of overfitting and poor generalization ca-
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Figure 1. Given a labeled tiger image, people have some pri-

or knowledge about tiger (such as “cat specie” and “dark ver-

tical stripes”) and then conduct knowledge inference to gener-

ate the discriminative visual information for tiger. The proposed

method imitates this process to improve few-shot recognition per-

formance.

pability with limited labeled data.

To alleviate the demand of labeled data for deep mod-

el training, few-shot learning has attracted wide attention

recently [33, 3, 24, 29, 39, 18, 36, 6, 23, 5]. The goal of

few-shot learning is to recognize novel categories with only

one or few labeled examples. The key idea is to transfer vi-

sual patterns obtained from base categories to describe the

novel categories. Most existing few-shot learning methods

combined with deep learning can be roughly divide into two

groups: metric-learning based methods [10, 33, 29, 39] and

meta-learning based methods [3, 24, 18, 36, 39]. Metric-

learning based methods mainly focus on learning an appro-

priate visual feature embedding space with deep networks

and choosing a well-defined metric to calculate the simi-

larities between the few examples of novel categories and

testing examples. Meta-learning based methods try to learn

some transferable “meta knowledge” from past experiences
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Figure 2. Illustration of the proposed Knowledge Transfer Network architecture (KTN) for few-shot image recognition.

so that models can learn new tasks quickly. These “meta

knowledge” include well network initialization [3], distance

metric [39] or optimizing strategy [24], etc. However, their

results are still unsatisfactory because the prior knowledge

has been mostly unexplored.

Actually, human vision can well recognize images of

novel categories just after browsing few images of these cat-

egories. The reason may be that human vision can explore

not only explicit visual information about novel objects, but

also some external discriminative visual information from

their prior knowledge. When they see the novel object at

the next time, the visual information and inferred discrim-

inative information will be jointly explored to make their

final judgment as shown in Figure 1. Motivated by this, we

propose a new few-shot learning model with deep networks

by effectively exploring the explicit visual information and

the implicit prior knowledge simultaneously for learning vi-

sual classifiers of novel categories.

Towards this end, we propose a novel few-shot learning

method termed as Knowledge Transfer Network (KTN) by

jointly incorporating visual feature learning, knowledge in-

ferring and classifier learning into one unified framework

for their optimal compatibility, as illustrated in Figure 2. It

enables to adaptively leverage the explicit visual informa-

tion and the implicit prior knowledge. Specifically, a visual

feature extractor based on Convolutional Neural Network

(CNN) [11] is trained by optimizing cosine similarity with

the training data of base categories, which is used to extrac-

t the representation of examples and generate vision-based

classifiers of novel categories. To well leverage the prior

knowledge, a semantic-visual mapping network (M-Net) is

developed to conduct knowledge inference and the seman-

tic relationship of all categories is explicitly explored by

employing the graph convolutional network [9] and knowl-

edge graph. This mapping can serve as the knowledge-

based classifiers generator of novel categories. Finally, an

adaptive fusion scheme is proposed to infer the final clas-

sifiers by integrating the above two classifiers. To evaluate

the effectiveness of the proposed method, extensive exper-

iments are conducted on two widely-used Mini-ImageNet

[33] and ImageNet Few-Shot [6] benchmarks. The result-

s demonstrate the encouraging performance of proposed

method compared with the state-of-the-art approaches, e-

specially on 1 shot and 2 shot tasks.

The key contributions of this paper are summarized as

follows. (1) We propose a novel Knowledge Transfer Net-

work architecture (KTN) by jointly incorporating visual

feature learning, knowledge inferring and classifier learning

into one unified framework for few-shot image recognition.

(2) To fully explore the prior knowledge, a semantic-visual

mapping network is developed to conduct knowledge in-

ference for novel categories from base categories. (3) An

adaptive fusion scheme is proposed to infer the classifiers

by integrating the visual information and knowledge infor-

mation.

2. Related work

This section will briefly discuss the recent related meth-

ods to our work.

Metric-learning based Methods. Metric-learning

methods try to learn an appropriate feature embedding s-

pace in which images of the same category are similar while

images of different categories are dissimilar [20, 30, 14].

The results can be obtained by the nearest neighbor search.
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For few-shot learning, A Siamese neural network is pro-

posed to compute the similarity score of a pair of input im-

ages in [10]. In [33], a matching network is proposed by

introducing the attention mechanism and memory unit to

compare the testing and support examples. The Prototypi-

cal Network [29] takes the mean of the embedding of im-

ages in novel categories as the class prototype, and predicts

the results by finding the nearest neighbor. Ren et al. im-

proved the prototypical network by introducing three clus-

tering algorithms based on semi-supervised learning [26].

Sung et al. considered that the current fixed metric in few-

shot learning is inappropriate and proposed a Relation Net-

work to learn a transferable deep metric [39].

Meta-learning based Methods. Meta-learning methods

conduct “learning to learn” on training data to learn “meta

knowledge” that can guide the rapid learning of current new

tasks [2, 28, 32, 31]. For few-shot learning, a regression

network is proposed to learn a generic and category ag-

nostic transformation by regressing the few-shot classifiers

and corresponding many-shot classifiers on the known cat-

egories in [37]. By observing that the procedure of gradient

descent is very similar with the update procedure of LSTM

[8], a LSTM meta learner is designed to learn the proce-

dure of gradient descent in [24]. Different from them, good

initial network weights are learned to be easily fine-tuned

for new tasks in [3]. Mishra et al. proposed to aggregate

information from past experiences by using temporal con-

volutional and soft attention [18].

Parameter generation based Methods. Parameter gen-

eration based methods can adaptively predict the classifi-

er weights of novel categories from the feature embedding

of novel examples [23, 5, 22]. In [5], an attention-based

mechanism is proposed to boost the generated classifiers.

Qi et al. applied the fine-tuning step after generating the

classifiers to move the embedding space of each novel cate-

gories conforming to unimodal distribution [22]. However,

all these methods predict the classifier weights only from

the visual information of novel examples. The rich prior

knowledge contained in the semantic embedding of catego-

ry labels has not been explored. The proposed method can

effectively adopt the prior knowledge to obtain some exter-

nal information and incorporate it to generate more discrim-

inative classifiers of novel categories for few-shot learning.

Zero-shot learning. Zero-shot learning (ZSL) and few-

shot learning are related problems. ZSL [12, 13] aims to

recognize an object instance from a new category never

seen before. The category characteristic of unseen classes

are learned from auxiliary prior knowledge. The common-

ly used prior knowledge in ZSL include human annotated

attribute features of images [12, 1], the text descriptions of

the image categories [25] and word embedding of the cate-

gory labels [4, 19]. For more current zero-shot approaches

please refer to [38]. Few-shot learning learns novel cate-

gories through only one or few examples, which lead to

poor recognition accuracy. Thus it is reasonable to intro-

duce some prior knowledge that was used in ZSL to boost

the few-shot image recognition.

3. Preliminary

3.1. Problem Definition

Given a dataset that used for training a few-shot image

classification model, it contains three parts: training set

Dtrain, support set Dsupport and testing set Dtest. The

training set has a separate category space and each category

has a large amount of labeled image examples. These cate-

gories in Dtrain are defined as base categories Cbase. Con-

versely, the support set Dsupport and the testing set Dtest

have the same category space that are disjoint with the train-

ing set Dtrain. The categories in Dsupport and Dtest are de-

fined as novel categories Cnovel. If the support set contains

M novel categories and each novel category has K image

examples, this few-shot learning problem is defined as M -

way K-shot learning. The goal of few-shot learning is to

learn an image classification model by using the training set

and the support set that can accurately classify images in the

testing set from novel categories when K is small.

3.2. Graph Convolutional Network

We introduce Graph Convolutional Network (GCN) to

learn the semantic-visual mapping by exploring the catego-

ry correlation [9]. Given a graph G = (V,E) and an dataset

X = {xj}
N
j=1 of N entities, each node in G is associated

with a feature description, i.e., xj is the feature vector of

the identity j. The edge between two nodes in this graph

G denotes their correlation. Here the number of nodes in

G is N and the dimension of the feature representation is

D. Thus, we have a feature matrix X ∈ RN×D and an

adjacency matrix A ∈ RN×N .

The feature matrix X and the adjacency matrix A are

then integrated into a two-layer GCN simultaneously, which

gives rise to the following representation of each node by

combining both node content and edge correlation in the

graph:

F = ÂReLU(ÂXU0)U1 (1)

where, Â is the normalized A, U0 is the weight matrix of the

first layer and U1 is the weight matrix of second layer. U0

maps the representation of nodes to corresponding hidden

states while U1 maps the hidden state to corresponding out-

puts. It is noted that this graph convolution network can be

extended to multiple layers to output deeper representation

of graph nodes.

4. The Proposed KTN Model

In this section, we will elaborate the proposed KTN

model for few-shot image recognition. The proposed ar-
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chitecture contains the visual feature learning module, the

knowledge transfer module and the vision-knowledge fu-

sion module, as shown in Figure 2.

For the visual feature learning module, a CNN is trained

by optimizing the cosine similarity on the whole train-

ing data Dtrain. The cosine similarity metric enables to

reduce the gap between the metrics used in the training

and testing phases, which lead to that the testing examples

from novel categories are closer to the corresponding sup-

port examples in embedding space. And the vision-based

classifiers W v for novel categories are obtained by aver-

aging the normalized feature embedding of novel images

φ(x). For the knowledge transfer module, the input of the

semantic-visual mapping network (M-Net) is the word em-

bedding of all categories labels and a symmetric adjacency

matrix encoded by the categories correlation in a knowl-

edge graph. The M-Net is learned by maximizing the con-

sistency between the vision-based classifiers of base cate-

gories W v in above trained CNN and the knowledge-based

classifiers of base categories W k generated by the M-Net.

Then the knowledge-based classifiers W k for novel cate-

gories is inferred with the learned M-Net. For the vision-

knowledge fusion module, an adaptive scheme is designed

to learn the final classifiers Ŵ by integrating both vision-

and knowledge- based classifiers.

4.1. Visual Feature Learning Module

Given the training dataset Dtrain for base categories

Cbase, one image classification model is trained based on

CNN by using all the training data in Dtrain. The tradi-

tional CNN model uses the inner-product without normal-

ization as the metric, which leads to a gap between the met-

rics used in the training and testing phase [34]. To address

this problem, we introduce the cosine-similarity metric to

calculate the classification score in the CNN model. The

cosine-similarity metric can be seen as the normalized ver-

sion of inner-product, which can well improve the perfor-

mance [5, 22]. With the extracted feature representation of

training data φ(x) and the ℓ2-normalized classifier W v , the

classification score sy for a base category y can be obtained

as follows:

sy = κ(
φ(x)

||φ(x)||2
)TW v

y (2)

where κ is the scalar parameter used to control the range

of sy , which can keep the convergence during the model

training.

To have the feature representation φ(x) similar to W v

containing both positive and negative values, the ReLu non-

linearity after the last hidden layer is removed. By using

the softmax cross-entropy loss function, the CNN model is

trained by the following objective:

min
∑

(x,y)∈Dtrain

[−sy + log
∑

y′∈Cbase

esy′ ] (3)

where sy′ is the classification score for category y′ ∈ Cbase.

Once the CNN model with cosine similarity optimization

is trained, the feature representations of images in Dsupport

can be extracted. Given the support dataset Dsupport for

novel categories Cnovel, the number of images in each nov-

el category is K. By employing the feature extractor of the

CNN model with cosine similarity, the vision-based clas-

sifiers of novel categories can be inferred by averaging the

normalized feature representation of the corresponding ex-

amples in Dsupport [22]. That is, the vision-based classifier

of a novel category y is obtained as follows:

W v
y =

K∑

i=1

φ(xi)/‖

K∑

i=1

φ(xi)‖2 (4)

where {xi} are K-shot examples from the category y.

4.2. Knowledge Transfer Module

For the few-shot learning problem, it could be insuffi-

cient to infer the classifiers of novel categories by explor-

ing only the visual information. This is because the num-

ber of examples in the support set is small, which makes

it hard to directly model novel categories in embedding s-

pace. The fewer the support set samples for each novel

category, the more challenging it is to recognize the cate-

gory. To address this challenge, it is necessary to explore

the external knowledge to supplement the vision informa-

tion. Therefore, we propose to introduce the knowledge

graph to train the knowledge-based classifiers augmented

from vision-based counterparts as inspired by [35]. For this

purpose, we propose a semantic-visual mapping network

for knowledge transfer between base categories and novel

categories.

The input of semantic-visual mapping network consists

of a knowledge graph with the correlations between cate-

gories as its edges, and the word embeddings of category

labels t as the content of its nodes. Specifically, we choose a

sub-graph of WordNet [17] as this knowledge graph, which

contains all categories in the 21K ImageNet data [4]. Each

node in this knowledge graph represents a semantic cate-

gory, and two nodes are linked if they are correlated in

WordNet. The category correlation is encoded by a sym-

metric adjacency matrix. Then, through multiple layers of

graph convolutions of the knowledge graph, the semantic-

visual mapping network outputs the weight of the resultant

knowledge-based classifier W k
y for each node of novel cat-

egory.

To learn a good mapping network, we aim to maximize

the consistency between the vision-based classifiers of base

categories and the classifiers of base categories generated

by the mapping network. To better couple with the visual

feature learning module with the cosine similarity optimiza-

tion, the cosine similarity is introduced to measure the con-

sistency. That is, the consistent score sky for a base category
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Table 1. The accuracy (%) of the proposed method using different

information on 5-way few-shot learning. “Vis.” and “Kno.” de-

notes methods based on the vision-based classifier and knowledge-

based classifier, respectively. “V+K” refers to method based on the

integrated vision-knowledge classifier.

Model 0-shot 1-shot 5-shot

Vis. - 54.17 ± 0.77 72.24 ± 0.57

Kno. 59.97 ± 0.74 - -

V+K - 64.42 ± 0.72 74.16 ± 0.56

y is computed as follows:

sky = κ(W k
y )

TW v
y (5)

where W k
y is the ℓ2-normalized output of the mapping net-

work for each node of base category and W v
y is the ℓ2-

normalized classifier of a base category y learned by the

CNN model.

By using the softmax cross-entropy loss function, the

mapping network is trained by the following objective:

min
∑

(t,y)∈Cbase

[−sky + log
∑

y′∈Cbase

es
k
y′ ] (6)

where sky′ is the similarity score for category y′ ∈ Cbase.

4.3. VisionKnowledge Fusion Module

The classifiers learned by exploring only the visual infor-

mation is unsatisfactory due to the distribution difference of

classifiers of base categories and novel categories. Espe-

cially when the number of each novel category examples

in support set is small, the difference will become signif-

icant. Consequently, it is necessary to explore additional

information to supplement the visual information. For this

goal, prior knowledge is explored by using the proposed

semantic-visual mapping network to output the knowledge-

based classifiers W k from semantic knowledge of novel cat-

egories.

Intuitively, the knowledge-based classifier and the

vision-based classifier are complementary to each other.

Therefore, we propose a fusion module to integrate them

to obtain the final classifier Ŵ . Given a test image xt, the

few-shot image prediction is conducted as follows:

y∗ = argmax(〈[φ(xt), φ(xt)], [W
v
y , λW

k
y ]〉)

= argmax(〈φ(xt), (W
v
y + λW k

y )〉)

= argmax(〈φ(xt), Ŵy〉) (7)

where “[ ]” is the concatenation operation, and λ is a posi-

tive balancing coefficient between two classifiers. λ is em-

pirically set to 1
K

in experiments.

Table 2. The accuracy (%) of exploring the category correlation

on 5-way learning. “KF ” and “KG” denote methods based on the

knowledge-based classifiers inferred by FCN and GCN, respec-

tively. “V +KF ” and “V +KG” are the ones based on the corre-

sponding integrated vision-knowledge classifiers, respectively.

Model 0-shot 1-shot 5-shot

KF 55.03 ± 0.77 - -

KG 59.97 ± 0.74 - -

V +KF - 62.14± 0.75 73.66± 0.56

V +KG - 64.42 ± 0.72 74.16 ± 0.56

5. Experiments

To evaluate the effectiveness of the proposed method,

extensive experiments are conducted for few-shot image

recognition.

5.1. Dataset

In this work, we conduct extensive experiments on t-

wo publicly available and widely used datasets: the Mini-

ImageNet dataset [33] and the ImageNet Few-Shot dataset

[6].

Mini-ImageNet. The Mini-ImageNet dataset is a sub-

set of the ImageNet dataset, which contains 100 different

categories with 600 images per category. The size of each

image is 84 × 84. Following [24], the training set contains

64 categories, the validation set contains 16 categories and

the testing set contains 20 categories.

ImageNet Few-Shot Dataset. The ImageNet Few-Shot

dataset contains all 1000 categories in the ImageNet1K

challenge. They are divided into 389 categories and 611

categories for base categories and novel categories, respec-

tively. Images from 193 categories of the base categories

and 300 categories of the novel categories are used for cross

validation. Images of the remaining 196 base categories and

311 novel categories are used for testing (please refer to [6]

for more details).

5.2. Experimental Setting

For the Mini-ImageNet dataset, following previous few-

shot learning approaches [33, 24, 3, 29, 39, 5], we utilize

a four layer CNN (ConvNet) in which each convolution-

al block has 64 filters (64F) and the size of all filters is

3 × 3. For fair comparison, we also employ another four

layer CNN in which the first two convolutional layers have

64 filters and the latter two convolutional layers have 128

filters (128F) and a ResNet that used in previous works

[5, 18]. For the ImageNet Few-Shot dataset, the ResNet-

10 and ResNet-50 are used by following [36]. For CovNet,

the first three convolutional blocks are set with batch nor-

malization, ReLu non-linearity and 2× 2 max-pooling, the

last convolutional block only with batch normalization and

2 × 2 max-pooling, respectively. For the knowledge trans-
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Table 3. The average classification accuracies (%) with 95% confidence intervals on the Mini-ImageNet dataset.

Model Feature Extractor 5-way 1-shot 5-way 5-shot

Matching Networks [33] ConvNet(64F) 43.56 ± 0.84 55.31 ± 0.73

Meta-learner LSTM [24] ConvNet(32F) 43.44 ± 0.77 60.60 ± 0.71

MAML [3] ConvNet(64F) 48.70 ± 1.84 63.11 ± 0.92

Prototypical-Nets [29] ConvNet(64F) 49.42 ± 0.78 68.20 ± 0.66

Relation Net [39] ConvNet(64F) 50.44 ± 0.82 65.32 ± 0.70

SNAIL [18] ResNet 55.71 ± 0.99 68.88 ± 0.92

DFVL [5] ConvNet(64F) 56.20 ± 0.86 72.81 ± 0.62

DFVL [5] ConvNet(128F) 55.95 ± 0.71 73.00 ± 0.64

DFVL [5] ResNet 55.45 ± 0.89 70.13 ± 0.68

Ours(Vis.) ConvNet(64F) 54.61 ± 0.80 71.21 ± 0.66

Ours(V+K) ConvNet(64F) 64.06 ± 0.72 73.27 ± 0.54

Ours(Vis.) ConvNet(128F) 54.17 ± 0.77 72.24 ± 0.57

Ours(V+K) ConvNet(128F) 64.42 ± 0.72 74.16 ± 0.56

Ours(Vis.) ResNet 54.34 ± 0.77 69.02 ± 0.65

Ours(V+K) ResNet 61.42 ± 0.72 70.19 ± 0.62

fer module, we use all the categories in the ImageNet 21K

dataset and their correlations in WordNet to construct the

knowledge graph.

For the Mini-ImageNet datset, the CNN-based feature

extractor is trained for 60 epochs. The parameters are

learned by using stochastic gradient descent with a mini-

batch size of 256. For the ImageNet Few-Shot dataset, the

CNN-based feature extractor is trained for 100 epochs. The

parameters are learned by using stochastic gradient descen-

t with a mini-batch size of 400 for ResNet-10 and 160 for

ResNet-50 respectively. The initial learning rate is set to 0.1

for ResNet-10 and 0.025 for ResNet-50 respectively. The

weight decay is set to 0.0005 and the momentum is set to

0.9. The semantic-visual mapping network (M-Net) con-

sists three layers. The numbers of nodes in the hidden layer

and the output layer are the same to the size of W v . Leaky

ReLu is used with a negative slope of 0.2. Each layer of

the mapping network is followed with a Dropout operation

with the rate of 0.5. The mapping network is trained with 20

and 250 epochs for Mini-ImageNet dataset and ImageNet

Few-Shot dataset respectively. The Glove embedding mod-

el [21] trained on the Wikipedia dataset is introducted for

word embedding of each category and the dimension of the

word embedding is 300. The learning rate is set to 0.001 and

the weight decay is set to 0.0005. The Adam optimizer is

used for training. All the scale parameter κ in experiments

are set to 10.

The classification accuracy is used to evaluate the per-

formance of the few-shot learning methods. For the Mini-

ImageNet dataset, following previous few-shot learning ap-

proaches, experiments for 5-way 1-shot and 5-way 5-shot

image classification tasks are conducted. There are 15 test-

ing images for each novel category. For the ImageNet Few-

Shot dataset, the evaluation protocol is the same to the one

in [36]. The top-5 classification accuracy is computed. Fol-

lowing [36], three evaluation criteria are used: “Novel” (the

testing images from Cnovel and the label from Cnovel), “Al-

l” (the testing images from Cbase and Cnovel in equal pro-

portion as the label from Cbase and Cnovel), and “All with

prior” (the testing images from Cbase and Cnovel as the la-

bel from Cbase and Cnovel with a novel class prior).

5.3. Ablation Study

In this section, we conduct an ablation study on the Mini-

ImageNet dataset.

First, experiments are carried out to verify the effec-

tiveness of fusing different information. Two variants of

the proposed model by only exploring the visual informa-

tion and knowledge information respectively are compared.

The compared results are shown in Table 1. The ConvNet

(128F) is used as the feature extractor. For convenience of

comparison, the performance of the knowledge-based clas-

sifier for 0-shot learning is reported. From the results, it can

be observed that the proposed model achieves best results

by jointly considering the visual and knowledge informa-

tion. Compared to the model only using the vision-based

classifier, the proposed method has the significant improve-

ment about 10% for the 5-way 1-shot classification task and

about 2% for the 5-way 5-shot classification task. It well in-

dicates the effectiveness and necessity of exploring external

knowledge. Besides, the proposed method outperforms the

model with only prior knowledge, which shows the impor-

tance of the visual information. Finally, the improvement

decreases when the number of images in the support set in-

creases. It may be because that the distribution difference

becomes less with more images in the support sets. In short,
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Table 4. The results of top-5 average classification accuracies on the ImageNet Few-Shot dataset. “w/A” and “w/G*” mean using halluci-

nated additional examples for novel categories.

Novel All All with prior

Method n=1 2 5 10 20 n=1 2 5 10 20 n=1 2 5 10 20

ResNet-10

PN [29] 39.3 54.4 66.3 71.2 73.9 49.5 61.0 69.7 72.9 74.6 53.6 61.4 68.8 72.0 73.8

MN [33] 43.6 54.0 66.0 72.5 76.9 54.4 61.0 69.7 73.7 76.5 54.5 60.7 68.2 72.6 75.6

LogReg [36] 38.4 51.1 64.8 71.6 76.6 40.8 49.9 64.2 71.9 76.9 52.9 60.4 68.6 72.9 76.3

LogReg w/A [36] 40.7 50.8 62.0 69.3 76.5 52.2 59.4 67.6 72.8 76.9 53.2 59.1 66.8 71.7 76.3

PMN* [36] 43.3 55.7 68.4 74.0 77.0 55.8 63.1 71.1 75.0 77.1 54.7 62.0 70.2 73.9 75.9

PMN w/G* [36] 45.8 57.8 69.0 74.3 77.4 57.6 64.7 71.9 75.2 77.5 56.4 63.3 70.6 74.0 76.2

DFVL Avg. [5] 45.23 59.60 68.68 74.36 77.69 57.65 64.69 72.35 76.18 78.46 56.43 63.41 70.95 74.75 77.00

DFVL Att. [5] 46.02 57.51 69.16 74.83 78.11 58.16 65.21 72.72 76.50 78.74 56.76 63.80 72.72 75.02 77.25

Ours (Vis.) 45.44 56.71 68.91 74.50 77.71 55.90 63.34 71.89 76.08 78.31 56.37 63.20 70.86 74.64 76.77

Ours (V+K) 54.74 61.69 70.36 74.98 77.86 62.08 66.79 73.08 76.44 78.44 61.71 66.07 71.78 74.92 76.91

ResNet-50

MN [33] 53.5 63.5 72.7 77.4 81.2 64.9 71.0 77.0 80.2 82.7 63.8 69.9 75.9 79.3 81.9

PN [29] 49.6 64.0 74.4 78.1 80.0 61.4 71.4 78.0 80.0 81.1 62.9 70.5 77.1 79.5 80.8

PN w/G* [29] 53.9 65.2 75.7 80.2 82.8 65.2 72.0 78.9 81.7 83.1 63.9 70.5 77.5 80.6 82.4

PMN* [36] 53.3 65.2 75.9 80.1 82.6 64.8 72.1 78.8 81.7 83.3 63.4 70.8 77.9 80.9 82.7

PMN w/G* [36] 54.7 66.8 77.4 81.4 83.8 65.7 73.5 80.2 82.8 84.5 64.4 71.8 78.7 81.5 83.3

Ours (Vis.) 53.6 65.2 75.5 79.8 82.3 64.8 71.8 78.9 81.9 83.6 63.6 70.7 77.7 80.7 82.4

Ours (V+K) 61.9 68.7 76.4 80.1 82.4 69.7 74.1 79.4 82.0 83.7 68.6 73.0 78.3 80.9 82.5

it is necessary to explore the external knowledge as supple-

ment of the visual information.

Next, experiments are conducted to show the effective-

ness of the explicit category correlation for knowledge-

based classifier learning. For fair comparison, we employ

a fully connection network (FCN) as the semantic-visual

mapping network that does not explore the category corre-

lation. It can serve as a naı̈ve baseline method that exploring

both visual and knowledge information. The compared re-

sults of the mapping network based on GCN and FCN are

represented in Table 2. It can be seen that the semantic-

visual mapping network based on GCN is superior to the

one based on FCN, which shows the importance of explor-

ing the explicit category correlations in knowledge graph.

More category-wise detailed information can be uncovered

by introducing GCN for the semantic-visual mapping.

5.4. Experimental Results and Analysis

This section discusses the results of the proposed method

on the two datasets.

First, experiments are conducted on the Mini-ImageNet

dataset. The proposed KTN is compared with several state-

of-the-art few-shot learning approaches, including Match-

ing Networks [33], Meta-learner LSTM [24], MAML [3],

SNAIL [18], Prototypical Nets [29], Relation Network [39]

and Dynamic Few-shot Visual Learning (DFVL) [5]. The

compared results in terms of the average classification ac-

curacy with 95% confidence intervals are demonstrated in

Table 3. Experiments are independently repeated 600 times

and the testing data is randomly sampled, the average results

are reported. It can be seen that the proposed KTN achieves

the best performance for 5-way 1-shot and 5-way 5-shot im-

age recognition tasks. This result indicates that it is effec-

tive to incorporate the visual feature learning, knowledge

inferring and classifier learning in a unified framework, es-

pecially when the number of examples in the support set is

very small. It can well verify the motivation of the proposed

method. By comparing the results of DFVL and KTN with

different feature extractors, the proposed model with 64 fil-

ters gains better results than DFVL with 128 filters on both

5-way 1-shot task and 5-way 5-shot tasks, which well shows

the effectiveness of the proposed method.

For the ImageNet Few-Shot dataset, we conduct experi-

ments to compare the KTN with several previous methods,

including Matching Networks [33], Prototypical Nets [29],

Logistic regression [36], Prototype Matching Nets (PMN)

[36] and DFVL [5]. Experiments are independently repeat-

ed 100 times with randomly sampled testing data, and the

average results are reported. The results with 95% confi-

dence intervals are shown in Table 4. All the results of

the compared methods are from [5] and [36]. We can ob-

serve that the KTN achieves the best or competitive perfor-
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Table 5. The results of top-5 average accuracies in terms of AFNE

on the ImageNet Few-Shot dataset.

Model
AFNE

N=1 2 5 10 20

DFVL [5] 40.68 51.61 63.75 70.09 74.00

Ours(Vis.) 34.26 46.46 61.55 69.19 73.63

Ours(V+K) 45.35 53.22 63.98 70.09 73.93

mance. Specially, the proposed method gains the significan-

t improvement on the 1-shot and 2-shot image recognition

tasks. It well demonstrate the effectiveness of the proposed

method by leveraging the external knowledge information.

When the number of samples in the support set become larg-

er, the advantage of the proposed KTN is inconspicuous be-

cause more examples in the support set may provide suffi-

cient information for classification. In brief, the proposed

KTN achieves very encouraging results by introducing the

knowledge transfer.

Finally, since this work focuses on the problem of few-

shot image recognition, we should only pay attention to the

performance of testing examples from Cnovel. However,

for the ImageNet Few-Shot dataset, the results of two eval-

uation criteria (“All” and “All with prior”) are computed to

evaluate the ability to not forget the base categories by sam-

pling the testing examples from both Cbase and Cnovel. We

assume that it can lead to that the performance of testing ex-

amples from Cbase would blood the performance of testing

examples from Cnovel. To address this problem, we con-

duct experiments by using a new evaluation criteria that the

testing examples are only from Cnovel and the true labels

are from both Cbase and Cnovel. It can evaluate the ability to

not forget the base categories more reasonably. This criteria

is termed as All For Novel categories Examples (AFNE) in

this work. The results of top-5 average classification accu-

racies in terms of AFNE on the ImageNet Few-Shot dataset

are shown in Table 5. From Table 4 and Table 5, we can ob-

serve the results in terms of AFNE are significantly lower

than the results in terms of “All” and “All with prior”, which

well verifies our assumption. In the meanwhile, the results

show that the proposed method achieves bigger improve-

ment over the one without the knowledge transfer, which

can better demonstrate the effectiveness of exploring the ex-

ternal knowledge information.

5.5. Visualizing the Fused Weight

To well show the importance of the introduced knowl-

edge information, we perform t-SNE visualization to

present the classifiers learned by the proposed model and

the one without considering the knowledge information.

The results of all 20 novel categories on the Mini-ImageNet

testing set for the 1-shot task and the 5-shot task are illus-

trated in Figure 3. It can be easily observed that the clus-

(a) (b)

(c) (d)

Figure 3. T-SNE visualization results for all novel categories in the

Mini-imagenet set on the 1-shot and 5-shot tasks. Each scatter plot

contains 20 colored classifier parameter clusters and each color

represents a novel category. (a): 1-shot vision-based classifier.

(b): 1-shot vision-knowledge classifier. (c): 5-shot vision-based

classifier. (d): 5-shot vision-knowledge classifier.

tering results by incorporating the visual information and

the knowledge information are more compact than the ones

by only considering the visual information, which can well

illustrate the discriminative ability of the proposed model.

6. Conclusion

In this paper, we propose a novel Knowledge Transfer

Network architecture (KTN) by jointly incorporating visual

feature learning, knowledge inferring and classifier learn-

ing into one unified framework for few-shot image recogni-

tion. To well explore the external knowledge information, a

semantic-visual mapping network based on GCN is devel-

oped for knowledge transfer. The visual information and the

knowledge information are fused to learn the final classifi-

er. Experimental results on two publicly available datasets

show the encouraging performance of the proposed method.
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