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Abstract
Nowadays advanced machine learning, computer vision, audio analysis and natural language understanding systems can be
widely used for improving the perceptive and reasoning capabilities of the social robots. In particular, artificial intelligence
algorithms for speaker re-identification make the robot aware of its interlocutor and able to personalize the conversation
according to the information gathered in real-time and in the past interactionswith the speaker. Anyway, this kind of application
requires to train neural networks having available only a few samples for each speaker. Within this context, in this paper we
propose a social robot equipped with a microphone sensor and a smart deep learning algorithm for few-shot speaker re-
identification, able to run in real time over an embedded platform mounted on board of the robot. The proposed system has
been experimentally evaluated over the VoxCeleb1 dataset, demonstrating a remarkable re-identification accuracy by varying
the number of samples per speaker, the number of known speakers and the duration of the samples, and over the SpReW
dataset, showing its robustness in real noisy environments. Finally, a quantitative evaluation of the processing time over the
embedded platform proves that the processing pipeline is almost immediate, resulting in a pleasant user experience.

Keywords Social robot · Speaker re-identification · Few-shot learning

1 Introduction

Cognitive robots are intelligent machines able to perform
tasks autonomously, without any human control. They
have the capability of perception, information processing,
decision-making and operation execution like humans (Liu
et al., 2017). Cognitive robots have been applied in differ-
ent application contexts, ranging from precision medicine
to manufacturing. We are assisting to a great evolution of
robotic applications thanks to the impressive progress of
modern artificial intelligence algorithms; social robots have
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now the capability to perform complex and interactive tasks
instead of simple and repetitive actions. The interaction with
humans through speech commands or natural language is the
main task of social robots, with which the humans feel com-
fortable relating and empathizing (Breazeal, 2002; Maxwell,
2007). Popular applications of social robots include museum
guide (Vásquez & Matía, 2020), nurse (Ramachandran &
Lim, 2021), autism treatment (Pennisi et al., 2016) and
elderly care (Broekens et al., 2009).

While performing a task, it is commonly required for a
cognitive robot to identify its interlocutor. This is particu-
larly true for social robots, where it is strongly suggested to
maintain a profile of the user (still guaranteeing the compli-
ance with the privacy issues) in order to allow a proper and
personalized interaction between the robot and the human. In
fact, it has been shown that the users generally prefer that the
dialogue with the robot is personalized (Cole et al., 2003).

A common application of social robotics that wemay con-
sider as a relevant example is the hotel concierge (López
et al., 2013), namely a robot that proactively interacts
with customers, recommending surrounding facilities (e.g.
restaurants and attractions) and answering frequently asked
questions. Within this context, the ability of the robot to rec-
ognize the people who are interacting with itself is crucial.
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As an example, if we think about the recommendation task,
knowing the interlocutor identity the robot can suggest facil-
ities based on the stored profile. This means not only that the
robot can recommend promising places to visit, but also that
it can ask a feedback to incrementally improve the recom-
mendation engine. Another example can be the possibility
for the staff of the hotel to send commands to the robot;
the recognition of the interlocutor allows to avoid accepting
commands by not authorized people.

The main challenge of the robot concierge, and of social
robots in general, is that it has to recognize people met very
few times (often once); thus, there is the need to update the
people known by the robot without updating the model (usu-
ally a heavy and long task) andwith few interactions. The task
of identifying a person who already interacted with the robot
is called re-identification. In particular, when the number of
samples (interactions) for all the people (or some of them) is
limited, the problem is referred as few-shot re-identification.
In the considered example, the robot concierge has to distin-
guish customers from the hotel staff and understand whether
the person interacting with it is known (a profile is already
available) or not. In case the profile is not available, it is then
required to build a new profile for that specific interlocutor.

The re-identification task on robotics platform has been
often addressed as a face re-identification through the use
of RGB cameras (Kviatkovsky et al., 2012; Chen et al.,
2015). Unfortunately, the visual perception may be not reli-
able enough when dealing with real scenarios commonly
presenting brightness variations, scene occlusions and other
disturbances; more importantly, the person interacting with
the robot may not be in the field of view of the camera. For
this reason, it is a common practice to treat the problem as a
speaker re-identification task, i.e. to use the voice for the first
identification of a new interlocutor or for the re-identification
of a known interlocutor. The task is performed through theuse
of a microphone, available on social robots due the need to
performAutomatic Speech Recognition (ASR) (Nassif et al.,
2019). In (Krsmanovic et al., 2006) the STanford AI Robot
(STAIR) identifies the speaker to personalize the conversa-
tion, improving the user experience (Cole et al., 2003); in case
of tasks such as package delivery, it can answer the question
”Who sent you?”. Finally, STAIR is able to accept commands
given by authorized people, that are recognized through their
voice. In the same way, in (Pleva et al., 2017) and (Guo et
al., 2020) the authors propose to use the vocal characteristics
of the interlocutor for authentication purposes. Intuitively,
the ability of identifying the person who is giving a com-
mand enhances the security of the system itself. It is worth to
mention the article ”Amazon’s Alexa started ordering people
dollhouses after hearing its name on TV”, 1 in which the

1 https://www.theverge.com/2017/1/7/14200210/amazon-alexa-tech-
news-anchor-order-dollhouse.

system damaged (in this case spending money for useless
things) the user following the commands without any type
of speaker identification. By using an authentication protocol
(based on speaker identification), it would have been possible
to avoid this kind of dangers.

The capability of a robot to identify the speaker can be also
exploited to perform not perceptible but still not negligible
tasks. For instance, with priors knowledge of the speaker
identity, it is possible to enhance the speech audio signal
focusing exclusively on its voice (suppressing other sounds)
(Shi et al., 2020). In this way, it becomes possible to further
improve the performance of ASR algorithms (Wang et al.,
2019), which are crucial for the Human-Robot interaction
(HRI) (Burger et al., 2011).

Speaker identification systems have been adopted in
humanoids robots to improve the HRI from different points
of view. In (Ji et al., 2007) the ”Wever” robot recognizes the
speaker through multiple microphones to offer a natural and
familiar interface. Martinson and Lawson (2011) proposed
a multimodal audio-visual recognition system on board of
the Octavia robot to effectively track the speaker in party-
like conversation (i.e. multiple active speakers). In the same
way, in (Churamani et al., 2017) the authors equipped the
”NICO” robot with a speaker and face recognition modules
to personalize the conversation. They proved that when the
robot converses in a personalized way, it is perceived by the
interlocutors as more smart and likeable.

An important requirement for a robot is surely the real-
time constraint. In the context of conversational social robots,
the interlocutor does not want to wait before receiving an
answer from the robot itself (Greco et al., 2019). Nowa-
days, modern robotics systems often rely on Deep Learning
algorithms to perform their tasks, but they require heavy com-
putation. A common choice is to use cloud-based services
or high performance servers to distribute the computation.
In (Chen et al., 2011) the ”Robert” and ”Davinci” senior
companion robots perform speaker identification and speech
recognition through cloud services. . However, the availabil-
ity of a stable and fast internet connection is not guaranteed
for this kind of applications (Du et al., 2017). Moreover, the
communication over the network can be slowed down by
several external factors (Tanwani et al., 2020). For these rea-
sons, it is important that the computation is performed on
board of the robot, by designing a solution that is a good
trade-off between accuracy and computational costs (Foggia
et al., 2019).

Starting from the above considerations, in this paper, we
propose a social robot equipped with an audio processing
architecture for few-shot re-identification of the speaker. As a
case study for our application, we integrated this module into
a real robotic concierge application, deployed on board of the
Pepper robot. The proposed architecture has been designed
and implemented through the Robotic Operating Systems
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(ROS),2 abstracting the specific platform used to acquire the
audio stream. Moreover, the algorithm run on the NVIDIA
JetsonXavier embedded systemdirectlymountedonboard of
the robot, avoiding network latency and removing the inter-
net connection requirement. The proposed system is able to
recognize in real time 30 speakers with an accuracy of 95%
and 150 speakers with an accuracy of around 91% by con-
sidering just 3 voice samples for each speaker. The reference
samples have a duration of few seconds and they are acquired
during the conversation with the interlocutor. In order to val-
idate the effectiveness of the proposed approach in the wild,
we also conducted a robustness evaluation of the proposed
systems in noisy environments. Also, we performed a quan-
titative evaluation of the user experience computed as the
latency between the user utterances (i.e. voice samples) and
the robot answer. The achieved results confirm the efficiency
and the effectiveness of the proposed robotic platform when
applied in real crowded environments.

The contribution of this paper can be summarized as fol-
lows. (i) We extended the method proposed by Kye et al.
(2020) to make it suitable for a real application of few-shot
speaker re-identification; in particular, we added the capa-
bility of working in an open set configuration by rejecting
utterances spoken by unknown speakers and by updating the
reference set in order to both improve the performance of
the system over the time (for known speakers) and to include
unknown speakers in the reference set. (ii) We extensively
evaluated the accuracy of the proposed method by varying
the number of known speakers, the number of samples per
speaker, the duration of the utterance and the background
noise, in order to design strategies allowing to maximize and
improve its performance and robustness over the time in a
social robot application. (iii) We integrated the proposed
method on board of a social robot in the ROS framework
and quantitatively evaluated the user experience as the time
needed by the robot to recognize the user. (iv) We carried
out a real experiment of the social robot inside a hotel hall,
analysing the effectiveness of the proposed method in updat-
ing the reference set.

The paper is organized as follows: in Sect. 2 we details
the algorithm, based on deep neural networks, proposed
for speaker re-identification. Section3 describes the robotic
platform we have used in our application, and also the soft-
ware architecture. Finally, the experimentation conducted is
reported in Sect. 4, before concluding the paper in Sect. 5.

2 Speaker re-identification algorithm

The problem of identifying the speaker has historically
been one of the main challenges of robotics and biometrics

2 https://www.ros.org/.

verification systems. In recent years, Deep Learningmethods
for speech analysis emerged, becoming as disruptive as they
have been for image analysis. Deep neural networks achieved
state-of-the-art performance over practically all large-scale
benchmarks for the task of Speaker Identification (Nagrani
et al., 2020; Jahangir et al., 2021).

Unfortunately, as mentioned before, a social robot has to
recognize people after interacting with them very few times,
usually once; therefore, a few speech samples (often only
one) are available for each speaker. It is well-known that the
training of a deep neural network over a dataset containing
few samples for each class (for each speaker in our spe-
cific case) typically implies the specialization of the obtained
model over the training data. Moreover, the training proce-
dure of a deep neural network is very long and expensive
and, therefore, cannot be performed on board of the robot.
To address this problem, few-shot learning algorithms have
been recently proposed with the aim of adapting the neural
networks to samples of unseen classes represented by ”few”
examples without the need of re-training (Wang et al., 2020;
Vogt et al., 2018).

Starting from the above considerations, we exploited the
few-shot learning procedure proposed in (Kye et al., 2020).
The ResNet34 backbone (He et al., 2016) has been trained
to extract discriminating feature from the speaker utterance.
The neural network takes as input the Mel-Spectrogram,
a time-frequency representation of the audio signal (Davis
& Mermelstein, 1980) which applies a non-linear transfor-
mation of the frequency scale, namely the Mel Scale. In
particular, the filters are mainly located in the regions of the
audio spectrum corresponding to low frequencies, in which
the main part of the speech energy is located (Greco et al.,
2021b). In our setup, the Mel-Spectrogram is composed of
40 filters, while the sliding window needed for computing
the time-frequency representation has a duration of 25 ms
and a shift of 10 ms.

The output of a convolutional neural network has a shape
proportional to the shape of its input and, therefore, propor-
tional to the duration of the input utterance. For the aim of our
system, it is crucial to obtain an utterance embedding of fixed
length to compute a similarity function. For this reason, on
top of the ResNet34 backbone, a Temporal Average Pooling
(TAP) layer is stacked so as to collapse all the features along
the feature map dimension (independent from the input size).
Finally, the embedding is projected in a smaller vector space
by an additional Fully Connected (FC) layer.

The embedding function has been optimized using two
loss functions: a prototypical loss and a global classifica-
tion loss. The former is responsible for reducing the distance
between embeddings of samples belonging to the same class:
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Fig. 1 Speaker re-identification procedure. The embedding of the
unknown utterance and those of the reference utterances are com-
puted through a ResNet34 combined with a Temporal Average Pooling
(TAP) followed by a Fully Connected (FC) layer. The embedding of the
unknownutterance is comparedwith all the embeddings of the reference

set through the cosine similarity function. Finally, the higher similarity
is compared with a threshold th to check whether the speaker is known
(≥ th) or unknown (< th); the embedding of an unknown speaker is
added to the reference set for a possible future re-identification

Lτ
p = 1

|Q|
∑

(x,y)∈Q

−log p(y|x, S) (1)

where (x, y) is a couple sample-label belonging to the query
set Q in the current batch and S is the support set in the
current batch used to compute the classes prototypes. Finally,
p(y|x, S) is the probability that a query sample x belongs to
the class y given the support set S; the probability is computed
applying the softmax function to the distances between the
query sample and the classes prototypes. During the training,
the support and query sets are randomly chosen within the
batch. As suggested in (Kye et al., 2020), the query examples
are audio samples of duration between 1 and 2s, that allow
to increase the robustness of the CNN in extracting good
representations for short utterances.

The global classification loss helps the network in learn-
ing embeddings that are substantially distant for samples of
different speakers:

Lτ
g = 1

|Q| + |S|
∑

(x,y)∈Q∪S

−log p(y|x, w) (2)

In this case, all the samples from the query and the support
set are classified with respect to a global set of prototypes w.

The network has been trained using query samples of very
short length (i.e. 1 or 2 s) to enhance the capability of the
embedding function in finding discriminating features even
during a conversation.

Figure1 shows how the proposed systems works at infer-
ence time. Given as input the sentence, the algorithm
computes the fixed-length embedding of the unknown speech
sample. Then, the cosine distance similarities between the
unknown embedding and all the identities in the reference
set is considered. The cosine similarity measure is computed
as the cosine of the angle between the twovectors to compare:

cos(θ) = A · B

||A|| · ||B|| (3)

The output values are in the range [-1,1], where 1 represents
the maximum similarity, while -1 indicates that the vectors
are literally opposite. We adopted the cosine similarity since
it is invariant tomodule variations; this propertymakes it very
suitable for those cases in which there are uniform transfor-
mations as, for instance, loudness changes with respect to
reference acquisitions.

At this point, we take the maximum mean similarity, in
case of more samples for identity, and we compare it with a
threshold th in order to decide if the person is already known
or not.

We store all the embeddings of known identities in the sys-
tem memory to avoid useless and heavy computation; each
time a new person talks with the robot, the reference set is
updatedwith the new identity.During a conversation, the pro-
posed method extends the reference set by adding samples
for the current speaker until reaching three utterances. Fur-
thermore, given the experimental evidence we will detail in
Sect. 4.2, the longer is the duration of the utterance, the higher
is the accuracy of the system. Thus, once the limit of three
utterances per speaker has been reached, the system contin-
uously updates the reference set if an utterance longer than
those stored for the current speaker is listened; indeed, in this
case the shortest one is replaced by the new one. Also, the ref-
erence set is dynamically updated in real time with samples
from unknown speakers. Depending on the specific applica-
tions at hand, the oldest speakers will be then removed. In
our case study of a social robot as virtual concierge, we only
maintain the employees as fixed speaker, giving the admin
the possibility to manually remove those who are no more
working in the hotel, and the other speakers (corresponding
to the guests of the hotel) for a configurable period of time (3
days in our case). In the assumption of a hotel with 75 rooms
and an average occupancy of 2 people per room, we can esti-
mate 150 people in the database. Following this hypothesis,
we can estimate the memory required to store: for each cus-
tomer, 3 embeddings having 256 elements of type float32 are
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Fig. 2 Overall system
architecture. The robot is
equipped with sensors, including
camera and microphone, and
actuators, which allow to speech
and move. The raw data from
sensors are processed over the
NVIDIA Jetson Xavier NX
embedded system, mounted on
board the robot, to perceive the
robot surrounding and to decide
the next action to perform

necessary, namely 150∗3∗256∗4B = 450K B, which is neg-
ligible with respect to the memory of the embedded systems
available on the market. We can also highlight that, from a
computational load point of view, the cosine distance (being
a scalar product) is easily parallelizable over GPU architec-
tures. It implies that even the computation of the similarity
between the reference set and the speaker embedding can be
efficiently managed.

3 Robotic platform setup

In order to evaluate the proposed system, we have designed a
robotic platform, which architecture is summarized in Fig. 2.
It is devised as a robotic concierge systemable to interactwith
people through natural language and movements. The robot
is responsible for exploiting both audio and visual informa-
tion with the aim of recommending facilities to the hotel’s
customers. For instance, the robot uses soft-biometrics like
emotions to better understand the feedback of the interlocu-
tor and thus, combined with its identity and its stable traits
(such as gender and age), to update the related user profile.

In more details, the audio stream from the microphone is
analyzed with the aim of identifying the interlocutor (with
the algorithms described in the previous section), his position
with respect to the robot and the spoken words. On the other
hand, the video stream is exploited to more precisely locate
the interlocutor face and to recognize its soft-biometrics,
both stable (age and gender) and temporary (emotions). Once
engaged a conversation with a person, the dialog manager is
in charge of processing the recognized sentences with the
aim of understanding the intent of the interlocutor and to
answer/act accordingly.

The robotic platform adopted is Pepper from SoftBank
Robotics. Pepper is a humanoid robot which has been
designed for social interaction, with the aim to intrigue and
attract people and customers. In the last years, Pepper became
a reference platform for both academia and industry, and has
been deployed in thousands of homes and schools (Pandey&
Gelin, 2018). Also, we equipped Pepper with a RGB-D cam-
era and a microphone array mounted on top of the head, so as

Fig. 3 The proposed robotic system. Pepper has been equipped with a
RGB-D camera (circled in red in the image to the left) and amicrophone
array (circled in red in the image to the right, top mounted on top of
the head. The NVIDIA Jetson Xavier NX (circled in red in the image
to the right, bottom) is mounted on the back of the robot through a 3D
printed support and powered by a lithium battery (Color figure online)

to allow the robot to perceive the surrounding environment
and people in the scene.

All the smart control of the robot is performed on board
of the NVIDIA Jetson Xavier NX embedded system. This
choice allows to avoid the use of cloud services and, conse-
quently, the need of an internet connection, which may be
sometimes unavailable or more in general not fast enough.
The board is connected to the robot in a point-point man-
ner through a RJ45 Ethernet cable. The embedded system
communicates with the robot using the official libqi-python
library3 to read data from sensors and to send movement and
voice commands. As for the actuators, Pepper allows to use
its on-board multilingual speech synthesis system in combi-
nation with coordinated human-like movements to interact
with people.

The final setup of the robotic system is shown in Fig. 3.

3 https://github.com/aldebaran/libqi-python.
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Fig. 4 Software architecture of the proposed cognitive robot, based
on ROS. The raw audio-visual data are acquired and analyzed to per-
form the profiling of the interlocutor (identification, localization, speech
recognition). For the sake of readability, all the nodes involved in speech
and face analysis have been aggregated into a single software module.
The Interlocutor Tracking node filters sentences spoken by other people
and send commands to track the interlocutor. The Dialog Manager pre-
dicts the next action (speech/motion) to perform according to the intent
of the interlocutor, which is finally executed by the Action node

3.1 Software architecture

The software has been designed and developed within the
Robotic Operating System (ROS) framework and has been
devised and optimized for running on board of the NVIDIA
Jetson Xavier NX. Also, each software module has been
designed as a ROS node; the architecture is depicted in Fig. 4.

A specific ROS node is dedicated to the acquisition from
each of the sensors (i.e. microphone and camera). The data
streams are then analysed by independent pipelines to extract
high level information about the interlocutor from images and
speech. In particular, the analysis of speech signals is com-
prehensive of theROSnodes in charge of identify the speaker,
locate its position based on the time-difference of arrival of
the voice on the microphone array, and recognize the spoken
words. In the same way, the ROS nodes responsible for face
analysis adopt modern deep learning based face-detectors to
identify the exact position of the interlocutor and to recognize
its soft-biometrics (Saggese et al., 2019; Greco et al., 2020,
2021c). Based on the information coming from sensors, the
Interlocutor Tracking node is able to filter out utterances
spoken by other people in the hall and send commands to
the robot in order to follow the interlocutor. The Interlocu-
tor Tracking node is crucial to improve the user experience,
since it must give the human the feeling of a conversation
with a conscious system. The Dialog Manager node receives
from the Interlocutor Tracking the sentences spoken by the
interlocutor and, based on them, predicts which is the next
sentence that the robot has to pronounce. The Dialog Man-
ager exploits the user’s attributes (i.e. age, gender,emotion

Fig. 5 Nodes of the ROS architecture performing speech analysis. The
audio stream is analyzedwith the aim to detect the voice and the position
of the speaker with respect to the robot. The Speaker Re-Identification
and the Automatic Speech Recognition nodes take as input the detected
sentence and are able to identify the speaker and transcribe the sentence,
respectively. The inferred information are then synchronized and made
available to the Interlocutor Tracking node

and identity) to improve the recommendation from both the
point of view of accuracy and number of questions needed to
suggest an useful facility. Finally, the Action node is respon-
sible for voice synthesis and motion, giving the possibility
to perform more complex routines with respect to those ones
made available by the standard robot library.

All the nodes communicate according to the ROS pub-
lisher/subscriber paradigm, in order to make available the
perceived information as soon as they are acquired. This
choice also allows to easily add new ROS nodes without
modifying the data flow. In addition, the nodes are able to
discard messages if not needed; this is the case, for instance,
of nodes that work at a different rate with respect to sensors.

In this paper, as mentioned, we will focus on the Speech
Analysis software modules. Its architecture is represented
in Fig. 5. Since the focus of this node is on the speech, we
may refer indiscriminately to the interlocutor with the term
speaker, namely the personwho is talkingwith the robot. The
audio stream is acquired and made available to the Voice
Activity Detection and to the Speaker Localization nodes.
The former allows to filter only sounds attributable to the
human voice, in order to provide such spoken sentences to the
Speaker Re-Identification node, which identifies the speaker,
and to the Automatic Speech Recognition nodes, which rec-
ognize the spoken words; the latter is able to localize the
direction of arrival of the voice. All these information related
to the speaker are synchronized in order to make them simul-
taneously available for the dialog manager node.

The details about the algorithm considered for the Speaker
Re-Identification node has been the subject of the previous
section.

4 Experiments

In order to validate the performance of the proposed system
we conducted three experiments, each one with a different
aim. First, (i) we analyzed the speaker re-identification capa-
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bility of the system by varying the number of samples per
speaker, the number of known speakers and the duration of
the voice samples; (ii) we evaluated the robustness in dif-
ferent crowded environments characterized by an increasing
noise level; (iii) we performed a quantitative evaluation of the
user experience measured as the time needed to the system
to identify the speaker once the utterance has been detected.

We trained theCNNarchitecture using the StochasticGra-
dient Descent algorithm with the Nesterov momentum as
suggested in (Kye et al., 2020). The learning rate has been
set to 0.1 and decreased by a factor 10 when the loss on the
validation set does not improve for three consecutive epochs.
Furthermore, the training has been regularized through a
weight decay equal to 0.0001.

In the following sections we describe the reference
datasets and report the main results from the three experi-
ments.

4.1 Dataset

We performed the quantitative evaluation of the system on
the VoxCeleb1 (Nagrani et al., 2017) speaker identification
dataset. It is one of the most used datasets, characterized by
uncontrolled recording conditions, commonly said ”in-the-
wild”. VoxCeleb 2 dataset instead has been used for training
the neural network. Of course, the test set of the VoxCeleb1
dataset does not include samples of speakers used for training
the proposed network.

The dataset, which details are reported in Table 1, con-
tains around 153k utterances acquired from 1251 speakers.
The voice samples are acquired with an automated pipeline
on YouTube videos and, therefore, without any bias due to
environmental background and recording devices. All the
audio samples have been re-sampled at 16 KHz.

To evaluate the robustness of the proposed systems in
real environments, we performed an additional evaluation
over the Speaker Recognition in the Wild (SpReW) dataset
(Roberto et al., 2019). SpReW is a voice dataset acquired
in four different environments (C00, C01, W01, W02) char-
acterized by different noise levels. It is particularly suitable
to evaluate speaker identification systems for social robotics
applications, since the utterances have been acquired in very
crowded environments.As proposed in (Roberto et al., 2019),
the data of the scenario C00 are used as reference samples,
while the ones of C01, W01 and W02 for testing purposes.
Therefore, there are at most 10 reference samples for each
speaker to recognize, in order to simulate realistic operating
conditions. The details of the dataset are reported in Table 2.

4.2 Speaker re-identification results

In this section we report the results of the proposed speaker
re-identification algorithm over VoxCeleb1. To reproduce

Table 1 Statistics of the VoxCeleb 1 dataset, in terms of number of
speakers, number ofmale speakers, number of utterances, average num-
ber of utterances per speaker and average duration of the utterances

VoxCeleb 1

Speakers 1251

Male speakers 690

Utterances 153,516

Avg utterances per speaker 116

Avg duration of utterances (s) 8.2

Table 2 Statistics of the SpReW dataset, detailed for each scenario, in
terms of number of speakers, number of utterances, average number of
utterances per speaker and average noise level

SpReW Scenario
C00 C01 W01 W02

Speakers 20 20 20 20

Utterances 200 104 94 95

Avg utterances per speaker 10 5 5 5

Avg noise level [dB] −35 −30 −20 −17

Table 3 One-Shot Speaker Re-Identification accuracy in the open-set
configuration by varying the number of known speakers and the duration
of the utterances (1 s, 3 s, 5 s)

Known speakers Accuracy (%)
1s 3 s 5 s

30 81.03 90.63 92.47

60 76.60 88.09 90.42

90 73.40 86.36 89.06

120 70.72 84.87 87.86

150 68.29 83.62 86.87

the real conditions in which the robot may interact with an
unknown speaker, we setup the experiment in an open-set
configuration; the speaker to identify may not be known and
a threshold is defined to reject unknown speakers. The evalu-
ation has been performed by varying the number of samples
per speaker (one-shot and three-shot), the number of known
speakers (30, 60, 90, 120, 150) and the duration of the utter-
ances (1 s, 3 s, 5 s).

We reported in Tables 3 and 4 the performance of the pro-
posed method in terms of accuracy, i.e. the ratio between the
number of correctly identified speakers and the total num-
ber of speakers to identify. The threshold used for rejecting
unknown speakers has been computed in order to obtain the
Equal Error Rate (EER), i.e. the threshold which achieves a
False Acceptance Rate (percentage of not rejected unknown
people), equal to the False Rejection Rate (percentage of
rejected known people).
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Table 4 Three-Shots Speaker Re-Identification accuracy in the open-
set configuration by varying the number of known speakers and the
duration of the utterances (1 s, 3 s, 5 s)

Known speakers Accuracy (%)
1s 3 s 5 s

30 84.28 93.48 95.00

60 80.53 91.70 93.66

90 77.85 90.47 92.76

120 75.61 89.37 91.92

150 73.61 88.46 91.24

Let us firstly focus on the one-shot setup (Table 3), to
evaluate the impact of the number of known speakers and
the duration of the utterance on the performance of the pro-
posed system. It is possible to note that the accuracy of the
method is inversely proportional to the number of known
speakers; by adding 30 known speakers to the reference set,
we can note a linear decrease of the accuracy with a factor of
around 3% with utterances of 1 s (accuracy from 81 to 68%
with 30 and 150 known speakers) and about 1% with longer
utterances (accuracy from 90 to 83% and from 92 to 87%
with utterances of 3 and 5s). This result gives an idea of the
good scalability of the proposed method with respect to the
number of speakers, but also suggests that the collection of
longer utterances in the reference set can further reduce the
decrease of the accuracy. Indeed, we notice that with utter-
ances longer than 1s the accuracy increases of more than
10% (from 81 to 91% and 93% with 30 known speakers,
from 68 to 83% and 87% with 150 known speakers). This
means that the neural network is able to extract more dis-
criminant features with longer samples of the voice of the
speaker. According to these results and considering that the
size of the embedding is independent on the duration of the
utterance, in our application we decided to always store the
longest utterances of the speaker in the reference set; this
choice allows to improve the performance of the system over
the time.

Another way to evolve the system is the collection ofmore
voice samples for each speaker during the conversation. We
can see from Table 4 that with just three utterances for each
known speaker we are able to substantially increase the accu-
racy and the robustness of the proposed method. In fact, in
this case we can note an absolute 2–5% increase of the accu-
racy and a better scalability with respect to the number of
known speakers, namely a factor of less than 3% with utter-
ances of 1 s (accuracy from84 to 73%with 30 and 150 known
speakers) and less than 1% with longer utterances (accuracy
from 93 to 88% and from 95 to 91% with utterances of 3 and
5s). The best accuracy of 95% is achieved with 30 known
speakers and utterances of 5 s. Starting from these observa-

Table 5 One-Shot Speaker Identification Equal Error Rate (EER) and
MisClassification rate (MC) in the open-set configuration by varying
the number of known speakers and the duration of the utterances (1 s,
3 s, 5 s)

Known speakers EER (%) MC (%)
1s 3s 5 s 1 s 3 s 5 s

30 18.48 9.24 7.45 4.90 1.31 0.85

60 22.03 11.54 9.34 6.87 1.87 1.17

90 24.15 12.94 10.49 8.16 2.33 1.49

120 25.61 14.05 11.44 9.18 2.70 1.75

150 26.69 14.86 12.13 10.04 3.05 1.99

tions, in our application we decided to collect the longest
three utterances for each speaker, when available.

For an in-depth analysis, we also analysed the errors of
the method in terms of EER and misclassification rate (MC),
namely the percentage of known people that have been rec-
ognizedwith awrong identity label; these results are reported
in Tables 5 and 6.

The results of this experiment allows to renew the consid-
erations about the impact of the number of known speakers
and the duration of the utterances on the performance. In
particular, with utterances longer than 1s we appreciate a
reduction of the EER of at least 9% (with a peak of around
18% in the one-shot setup with 30 known speakers); this evi-
dence confirms the validity of the choice to store the longest
utterances for each speaker. Similarly, the MC decreases
reaching a minimum value of 0.85% in the same setup. From
both the one-shot and three-shot settings results it is evi-
dent that the task of determining if a voice has been already
heard is harder than distinguish between known people. Nev-
ertheless, considering a three-shot setup, the EER decreases
from 23.05 to 10.82% and 8.34% increasing the duration of
the utterances to 3 and 5 s respectively, when dealing with
a reference set of 150 speakers. The comparison of these
results with those ones obtained in the one-shot setup con-
firms that the use of more reference utterances increases the
robustness of the method. In particular, the three-shot con-
figuration improves the performance of around 2–5% and
0.5–2% considering the EER and the MC respectively.

To prove the effectiveness of our method we reproduced
the one-shot setup with 150 speakers and utterances of dura-
tion equal to 1 s using the well-known x-vectors (Snyder et
al., 2018). The x-vector model obtained an EER equal to
44.73%, i.e. 18.04% higher w.r.t. the proposed model, while
using embeddings of double size (i.e. 512 hidden units). This
result can be motivated by the fact that the proposed method
has been optimized to deal with short and variable-length
utterances. This further analysis confirms the effectiveness
of the proposed approach, even when compared with state of
the art algorithms.
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Table 6 Three-Shot Speaker Identification Equal Error Rate (EER) and
MisClassification rate (MC) in the open-set configuration by varying the
number of known speakers and the duration of the utterances (1 s, 3 s,
5 s)

Known speakers EER (%) MC (%)
1s 3s 5 s 1 s 3 s 5 s

30 15.41 6.46 4.97 3.05 0.56 0.32

60 18.59 8.13 6.24 4.40 0.86 0.49

90 20.57 9.21 7.06 5.27 1.06 0.61

120 21.98 10.12 7.78 6.03 1.27 0.74

150 23.05 10.82 8.34 6.68 1.44 0.83

Table 7 One-Shot and
Three-Shot speaker
identification accuracy on the
SpReW dataset

Scenario Accuracy (%)
1-shot 3-shot

C01 98.65 100.00

W01 98.08 100.00

W02 97.47 99.78

Total 98.08 99.93

The results have been computed
in different three environments,
namely, C01, W01 and W02,
characterized by an increasing
noise level

4.3 Robustness evaluation in noisy environments

In real scenarios the robot must identify the speaker in dif-
ferent environmental conditions, whichmay be characterized
by various sources of background noise (Roberto et al., 2019;
Greco et al., 2021a). In order to evaluate the robustness of
the proposed method in such challenging conditions, we per-
form an experiment over the SpReW dataset, which includes
in the test scenarios (C01, W01, W02) samples acquired in
scenarios characterized by different noise levels. The results
of this experiment are reported in Table 7.

The proposedmethod demonstrated an impressive robust-
ness in these noisy environments. In fact, the overall accuracy
is over 98% for the one-shot setup and almost 100% in
the three-shot setup. The very small variance between the
worst scenario W02 (97.47% and 99.78%) and the best sce-
nario C01 (98.65% and 100%) is a clear evidence of the
generalization capability of the proposed method in noisy
environments.

4.4 Quantitative user experience evaluation

The quality of the user experience does not depend only on
the re-identification accuracy of the algorithm, but also on
the responsiveness of the robot; the speaker would receive an
answer as soon as possible and this response time may per-
ceived by the speaker as a possible delay in the interaction. To

Table 8 Processing time in seconds required by the proposed algorithm
over three different NVIDIA Jetson embedded devices: Nano, TX2 and
Xavier NX

Device Processing time (s)
1 s 3 s 5 s

Nano 0.272 0.924 1.536

TX2 0.124 0.442 0.714

Xavier NX 0.098 0.238 0.384

The processing time increases proportionally with the duration of the
utterance (1 s, 3 s, 5 s), but it is around 1.5 s in the worst case

this aim, we evaluated the processing time required by the
algorithm over various NVIDIA Jetson embedded systems
that may be equipped by the robot, namely the models Nano,
TX2 and Xavier NX. In particular, we measured the aver-
age time needed by the robot to recognize the speaker after
the acquisition of the first utterance, by varying the duration
of the utterance; this is necessary since the processing time
increases proportionally with the duration of the utterance.
The results of this experiment are reported in Table 8.

The Xavier NX model, chosen for our setup, allows to
receive a response in less than a half second in the worst case
(0.384s); itmeans that the speaker is recognized immediately
even if the spoken utterance is quite long. The TX2 and the
Nano models have less processing power, but the response
time is in the worst case 0.715s and 1.536s, respectively; this
is an interesting result, since a fast response can be obtained
even with cheaper embedded devices. We can conclude that
the proposed method allows to obtain a responsive system.

4.5 HRI evaluation

A further experiment has been conducted in a real environ-
ment: indeed, our social robot was placed into a hotel hall and
interactedwith 20 people about topics related to the hotel ser-
vices (for instance, the breakfast time or the wifi password).
The interactions between the robot and the customers have
been recorded in different hours in order to avoid a bias in
the obtained sentences. We collected in total 240 sentences.

Starting from these samples, (i) we computed different
statistics about the duration of the input utterances (such as
minimum and average duration) and (ii) we validated the per-
formanceof the system in termsof accuracyof the predictions
and percentage of corrupted prototypes in the reference set
(i.e. the prototype belonging to another person, both known
or unknown).

As for (i), we have computed the density distribution
through the gaussian kernel density estimation method. The
normalized histogram of the duration of the input utterances
and the related density distribution (represented through the
solid green line) are depicted tn Fig. 6.
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Fig. 6 Normalized histogram of the duration of the utterances. The
solid green line represents the estimated density distribution of the audio
length for the considered application context (Color figure online)

We can note that the minimum duration of the audio
samples is equal to 0.95 s. It means that the performance cor-
responding to 1-s utterances (reported in Table 4) represents
the lower bound of the proposed system in the considered
application context. Moreover, we can also observe that 50%
of the utterances have a duration in the range (2.0, 3.2) s,with
a mean of 2.73 s. This result further validates the benchmark
carried out in previous sections.

The proposed system achieved an accuracy of 97.08%,
corresponding to 7 errors over 240 interactions. Among these
errors, 4 utterances have been wrongly rejected while the
remaining sentences have beenmisclassified. Thefirst type of
error did not affect the perceived performance, since the robot
can ask the name of the user through the dialogue manager
module and, therefore, recover the person, even if already
known. On the other hand, the latter requires the user to
repeat the sentence if the conversation started correctly.

Since we store 3 prototypes per speaker, during the exper-
iment we started from 60 prototypes and then we updated
the reference set through the proposed policy. This update
happened 84 times, and just once the reference set has been
wrongly updated with a misclassified sample. Anyway, this
wrong prototype did not affect the following predictions (for
both known and unknown people), thanks to the fact that
we use three prototypes per speaker and that the prediction
is based on the mean of the cosine similarities w.r.t. each
prototype (as described in Sect. 2).

5 Conclusions

The proposed social robot, equipped with a microphone
sensor and a smart deep learning algorithm for few-shot
speaker re-identification, demonstrated a remarkable re-

identification accuracy, a notable robustness to strong back-
ground noise and the capability to run in real time over an
embedded platform. The experiments performed over the
VoxCeleb1 dataset by varying the number of samples per
speaker, the number of known speakers and the duration
of the voice samples confirmed the validity of the design
choices; the method is effective and its performance may
improve over the time, by collecting newdata from the speak-
ers. Moreover, the efficiency demonstrated on embedded
devices with limited resources and cost makes the proposed
solution ready for a real social robotics application.
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