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Problem Definition

Given a Graph Database D = {g1, g2 .... gN}, and a smaller graph q, we
retrieve all graphs in D that are supergraphs of q.

The naive approach is to check sequentially, if any gi has q as the subgraph.
This is infeasible, since graph isomorphism is NP-complete.

By indexing some subgraphs, we can
filter and verify the candidate set.

Prominent methods include g-Indices,
D(k)-Indices, etc.
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Problem Definition

Candidate verification is an expensive step. It involves at least as many
isomorphism checks as the size of the answer set.

Can we avoid candidate verification while
querying graph databases?

We can use a nested inverted index based on
Frequent subGraphs to create an FG-Index.
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Applications

Molecular Structure of Chemical Compounds

Food Chains, Protein Modeling

Computer Networks, Social Networks

ER diagrams, UML diagrams, AI Graphical models

Automata, Control flow graphs

Websites, XML documents
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Motivation

Why?

1 Graphs are a convenient way to represent relationships among schema-
less data.

2 Graph databases are increasing in size and complexity.

3 No simple way to query for exact matches; indexing is the obvious way
forward.

4 Existing indexing methods choose a path based or frequent structure
based mechanisms that grow very quickly.

How?
1 Use frequent subgraph mining, a fundamental data mining technique.

2 Compress some similar subgraphs into a supergraph if the index is too
big.
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Frequent Subgraph Mining

Extract all subgraphs in a data set, whose occurrence counts are above a
threshold.

An FG is a subgraph of at least (σ.|D|) graphs in D. In the example,
σ=0.75.
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δ-Tolerance Closed Frequent subGraphs (δ-TCFG)

A graph g is a δ-TCFG ⇔ g ∈ F
and there is no g’ ∈ F such that
g’⊃ g and freq(g’)≥((1δ)freq(g)),
where (0 ≤ δ ≤ 1)

A Closed Frequency Graph (CFG) is 0-TCFG and a Maximal Frequency
Graph is 1-TCFG.

δ-TCFG’s are used to reduce the size of the index by splitting it into 2
levels.
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BuildIndex

FG-index consists of the core FG-index and Edge-index.

First, a memory-resident inverted-index is constructed on the set τ of
δ-TCFG’s.

A disk-resident inverted-index is built on the FGs in the closure of each
δ-TCFG.

Another index, called Edge-index, is built on the set of infrequent dis-
tinct edges in D.

Sharanya Jayaraman (COP 5725) FGIndex March 07, 2013 10 / 15



FG Query

Frequent subGraph

Given a query q, we first search it in the core FG-index.

If q is a δ-TCFG, retrieve q and Dq from the memory-resident index.

Otherwise, find qs closest δ-TCFG supergraph g’s disk-resident index
and retrieve Dq.

Infrequent Subgraph

Get a set of subgraphs Score of q from the core index. Also get a set
Sedge of infrequent edges from the edge index.

Compute the intersections to get a candidate set Cq. Perform candidate
verification.
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Performance

This is a comparison of the perfromace of FG-Index and G-Index on the 43K
graph AIDS antiviral screen dataset.
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Pros and Cons

Pros

1 FG Index performs up to an
order of magnitude better
on large datasets in com-
parison with gIndex.

2 Minimization of candidate
verification.

Cons

1 Choosing σ and δ carelessly
can seriously affect query
response times.

2 Index can become large
very quickly if graphs are
reasonably complex.

Future Work

Examining the effects of σ and δ in very large graphs.

Other options include iterative feature mining or using a hybrid
index structure for an approximate match.
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Take Home

FG-Indexing increases query performance by minimizing verification in
subgraph queries.

δ-TCFGs can be used to restrict the size of the index in large databases.

Query response time can be improved by up to an order of magnitude.
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Thank You

Questions?
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