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Abstract

Sensor networks collect data at multiple distributed nodes and transfer the acquired information
to points of interest. The raw data collected by each individual sensor is typically not of interest.
Instead, a reduced representation of the measured phenomenon is to be generated. Multiple readings,
however, add to the information about the phenomenon by providing its description at multiple
points in space for distributed phenomena and multiple perspectives for a localized phenomenon.
We also note that sensor readings have noise, and multiple readings can help mitigate the effect
of this noise. Thus, while all the sensor readings need not be communicated, enough data must
be exchanged to reliably reproduce the phenomenon. Considering the above effects, it becomes
important to determine how much data should be transmitted from multiple sensors such that
only useful information is exchanged and energy or bandwidth are not wasted on redundant data.
We address this question using information theoretic techniques. The effects of sensor noise and
correlation in the sensor readings are explicitly modelled.

I. INTRODUCTION

In this paper we consider the process of data gathering in sensor networks, which is the key
functionality of such systems. The common process, which underlies most sensor networking
applications, can be viewed as follows. A phenomenon of interest exists in the environment
within the sensing range of the deployed system. Multiple sensors collect readings about this
phenomenon, which are subject to noise in the sensor transducers. The sensed data is now
communicated to points of interest. The sensors may communicate among themselves and
with the destinations to transmit this data, or parameters of interest derived from this data, in
the most efficient manner. In-network processing may take place as the data travels through
the network. Determination of the most efficient communication techniques for this process
leads to multi-point network information theoretic problems.

We can however model the problem at a reduced complexity by considering those aspects
which occur more commonly in practice. For instance, with the current technology [1],
[2], communication cost dominates processing costs and hence, all processing should be
performed locally, as close to the source as possible, such that only relevant data needs
to be communicated over longer network paths. We develop such a model for the data
gathering process and derive the optimal data rates required to communicate an estimate of
the phenomenon at the required fidelity. We assume that the network does not communicate
the complete set of raw measurements collected by the sensors but just enough information
to meet the fidelity requirements. Such an assumption is valid for sensor networks as the
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data sinks are typically interested only in the measured phenomenon or its location and not
the identities or raw measurements from the individual sensor nodes, enabling the network
to fuse sensor data close to the source.

Similar problems have been solved before [3], [4] and are summarized in section II.
However, the effect of sensor noise has not been explicitly considered. This is significant
since the presence of noise changes the desired communication strategy. For instance, if noise
at different sensors is independent, readings from two sensors places at approximately the
same location, can be used to average out the effect of noise leading to a better estimate.
Data from such co-located sensors might have been considered redundant in the absence of
noise, but in a practical implementation noise cannot be ignored and it becomes relevant to
communicate this data.

A. Key Contributions
We model the data gathering process with multiple noisy sensors as an information

theoretic problem and derive the optimal data rate required to communicate an estimate
of the phenomenon at the desired distortion level. Since these multiple sensors will share the
same wireless channel, the total data rate required, by all the sensors together, is considered.
This problem is a variation of the Gaussian CEO problem [5], [6], [7] as discussed later. The
sensors communicate compressed data to a local fusion center and then the fused estimates
are communicated over the network.

B. Outline
The next section summarizes the prior work in this field and shows how our work builds

upon it. Section III specifies our problem formulation and the abstractions used. Section
IV derives a lower bound on the optimal rate-distortion relationship and compares it to a
previously known special case. An upper bound is derived in Section V and shown to lie
close to the lower bound, establishing that the lower bound is close to the rate-distortion
function. Section VI concludes.

II. RELATED WORK

The data carrying capacity of multi-hop wireless networks was estimated in [8] when
each node generated data independently. This clearly does not model the data as generated
in sensor networks, which typically comes from a set of common sources and hence is
likely to be correlated. The correlated data model was considered in [4] and a rate-distortion
relationship was derived to show how data generated from multiple sensors could be used
to reduce distortion. The data gathering problem for a correlated source was also considered
in [3], with a non band-limited field phenomenon.

We begin with the same model for the phenomenon as used in the above papers, i.e.,
a multivariate stochastic process with non-zero correlation among its spatial components.
However, we also account for sensor noise. The noise itself is modelled as a Gaussian
stochastic process.

Slepian and Wolf [9] had calculated the rate required when multiple sources transmit
correlated data. That problem does not model sensor noise. Also, they consider lossless
reproduction of sources. In practice, we do not need to (or cannot afford to, in view of
limited energy and bandwidth resources) reproduce the complete raw data. Rather, only a
fused version, such as a feature of interest is reproduced, and hence lossy coding suffices.

Rate-distortion bounds when the sources code and transmit a noisy version of the phe-
nomenon and the receiver fuses information from multiple sources to reproduce the phe-
nomenon with non-zero distortion were first considered in [10]. Rate-distortion bounds for



that problem were derived in [5], [11], [7], [12] for Gaussian sources. However, the above
solutions assume that all sensors are measuring exactly the same value of the phenomenon.
This does not address the case of distributed phenomenon (such as a temperature field) or the
case when the different sensors are measuring multiple perspectives of a single phenomenon.
We extend the problem formulation to the distributed case.

III. PROBLEM DESCRIPTION

The data gathering problem (Figure 1) can be abtsracted to the following mathemati-
cal formulation. Let {X1(t), . . . , XL(t)}∞t=1 represent an L-dimensional source. The source
sequences are assumed temporally memoryless and stationary.
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Fig. 1. The distributed Gaussian CEO System.

The vector {X1(t), . . . , XL(t)} is modeled as a zero mean Gaussian random variable with
a non-singular covariance matrix RX for all t. The sensor readings {Y1(t), . . . , YL(t)} are
noisy versions of {X1(t), . . . , XL(t)}. Each of Xi(t) and Yi(t) take values on the real lines Xi

and Yi respectively. We use boldface letters to represent L-dimensional vectors; for instance
X = {X1(t), . . . , XL(t)}. The observed readings Yi(t)’s are modeled as:

Y = HX + N

where H ∈ <L×L is a positive definite attenuation matrix and N is an additive white zero
mean Gaussian noise vector with covariance matrix RN. Ni’s model the noise in the sensor
transducers and hence are independent of each other.

Data sequences, Y n
i , of block length n, are separately encoded to {ϕi (Y

n
i )}L

i=1 and sent
to a fusion center. The encoder functions ϕi’s are defined by

ϕi : Yn
i → Ci = {1, 2, . . . , |Ci|}

and the transmitted rates are
1

n
log |Ci| ≤ ri, i = 1, . . . , L

The sum of the rates, i.e., the total bandwidth used, is denoted by r,

r =
L
∑

i=1

ri

Here, the decoder receives the codewords, C, to produce the estimate X̂n. The decoder
function ψL is given by

ψL : C1 × C2 × . . .× CL → X n



The distortion in the reproduction is defined as:

Dn(Xn, X̂n) =
1

n

n
∑

t=1

tr(E||X − X̂||2) (1)

(where tr(A) represents the trace of matrix A) and is subject to the distortion constraint:

Dn(Xn, X̂n) ≤ D (2)

The distributed Gaussian CEO problem is to find the rate distortion relationship between r
and D. This will quantify the minimum rate required to achieve a required distortion.

IV. DERIVING THE RATE-DISTORTION RELATIONSHIP

We first derive the lower bound on the rate-distortion function. Then, we numerically
compare it with an upper bound to evaluate how close our derived bound is to the exact
function.

A. Outer Region
Theorem 4.1: For a given distortion D, the sum of the rates of the coded sensor data

streams is bounded as

r(D) ≥
1

2
log+







|ΘH ′R−1
N
|2|RN| (

∏

λi) |RX|

|Θ|
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D
L
|RX|

1
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∏
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1

L |Θ|
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L
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where i ranges over 1, . . . , L, Θ = (R−1
X

+H ′R−1
N
H)−1, λi are the eignevalues of RX and

log+ x = max {log x, 0}.
Note that all logarithms in this paper are to base 2. Theorem 4.1 holds for tr(RN) ≤ D ≤

tr(RX), otherwise r(D) = 0. Intuitively, if the noise in sensor readings is higher than the
acceptable distortion, D, then there is no need to transmit any data. The result assumes that
the required distortion is greater than that achievable using an optimal estimator, i.e. D ≥ Θ.

Proof:
The mutual information between the source X and X̂ is related to the distortion as [13]:

1

n
I(Xn; X̂n) ≥

L
∑

i=1

1

2
log

λi

Di

=
1

2
log

(

L
∏

i=1

λi

Di

)

(3)

where {λi}
L
i=1 are the eigenvalues of the covariance matrix RX of the phenomenon X and

Di =

{

K if K < λi

λi otherwise

and K is such that
∑L

i=1Di = D. The Di’s can be calculated by reverse water filling [13].
From (3) we have,

2

nL
I(Xn; X̂n) ≥ log

(

L
∏

i=1

λi

Di

)1/L

(4)

We now need to relate the mutual information I(Xn; X̂n) with the compressed data rate,
r, at which the codewords are sent. Since X̂ is estimated from the compresed data C it



follows that Xn → Cn → X̂n is a Markov chain and hence I(Xn; X̂n) ≤ I(Xn;Cn). Using
this in (4), raising both sides to the power 2 and rearranging terms we get:

[

L
∏

i=1

Di

]

1

L

≥

[

L
∏

i=1

λi

]

1

L

exp

[

−2

nL
I(Xn;Cn)

]

(5)

where exp(z) represents 2z. Next, we express I(Xn;Cn) in terms of r:
Lemma 4.2:

exp

[

−2

nL
I(Xn;Cn)

]

≥

(

|Θ|
|RX|

)
1

L

1 − Γ
[

∏

i
λi

Di

]
1

L

exp
[

−2
L
r
]

where Γ =
|ΘH′R−1

N
|
2

L |RN|
1

L

|Θ|
1

L

and i ranges from 1, . . . , L.
(The proof of the above lemma has been moved to Appendix I to maintain continuity.)

Also, since the arithmetic mean is greater than or equal to the geometric mean (AM-GM
inequality):

[

L
∏

i=1

Di

]

1

L

≤
1

L

L
∑

i=1

Di = D (6)

Substituting Lemma 4.2 and (6) in (5) we obtain Theorem 4.1.
As a verification we consider a previously known special case. Consider L = 1. Substi-

tuting L = 1 and H = 1 in Theorem 4.1, RX = σ2
X , and noise variance RN = σ2

N , we
get:

r(D) ≥
1

2
log+

(

σ4
X

Dσ2
X − σ2

Xσ
2
N +Dσ2

N

)

which in fact is same as the r(D) function given in [11], [7]. Thus, the bound yields the
exact function for the special case.

The derived expression is plotted for some values of correlation among the sources in
Figure 2. We can see that the data rate required is lower when there is more correlation
among the data sources which is intuitive since when the sources are correlated, the total
information content is lower.
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Fig. 2. Evaluating the derived expression from Theorem 4.1.



This theorem provides the minimum amount of non-redundant data that must be transmitted
by the set of distributed sensors for reproducing within the distortion constraint. Thus, if
a compression algorithm implemented at the sensors transmits only the amount of data
mentioned in the above theorem, it will be an optimal scheme. However, the theorem does
not claim that the above rate can actually be achieved by a practical compression algorithm.
We address this issue next.

V. ACHIEVABILITY OF THE RATE-DISTORTION BOUND

We now state a theorem which provides an achievable data-rate for reproducing at the given
distortion, i.e., an upper bound on the rate required. We will show that this upper bound is
close to the minimum bound derived in the previous section, which means that practical
compression algorithms can in fact operate close to the minimum bound of Theorem 4.1,
and hence it can be used as an approximate measure of the practical data rate required.

Theorem 5.1: Consider the random variables (X1, X2, . . . , XL, Y1, Y2, . . . , YL) with the
joint distribution given by pX,Y(x,y). Let Cin(D) be the set of compressed data vectors,
C = (C1, C2, . . . , CL), such that:

1) Ci → Yi → (X,Y\Yi,C\Ci) form a Markov chain for i = 1, . . . , L where Y\Yi refers
to (Y1, . . . , Yi−1, Yi+1, . . . , YL) etc.

2) There exists a decoding function

f : C1 × C2 . . .× CL → X1 ×X2 . . .×XL

such that Ed(X, X̂) ≤ D where d(X, X̂) is as defined in equation (1) and X̂ = f(C).
Let R = {(r1, r2, . . . , rL) :

∑

i∈Z ri ≥ I(CZ ;YZ |CZc), ∀ Z ⊆ (1, . . . , L)} where Zc is the
complement of Z. Then,

rin(D)
4
= convex hull of







⋃

C∈Cin(D)

R







Here rin(D) is the inner region for the rate-distortion relationship.
The proof of this theorem is an extension of the proof for Theorem 1 in [7], from the

case of a scalar source to that of a vector source, X. The proof is based on the joint
typicality of codewords from different sensors [14], [15], [16], [17]. The encoding and
decoding procedures used in the proof in [7] extend directly to the vector case. We omit the
details for brevity.

To compare the inner and outer regions, and thus verify that the derived outer region
is close to the actual rate-distortion relationship, we now evaluate both the bounds. The
expression for the inner region of the rate-distortion relationship in the above theorem can
be evaluated numerically for the jointly Gaussian source used in Theorem 4.1 as follows.

We numerically minimize the value of I(CZ ;YZ |CZc) for a Gaussian model of the source
X and noise N. From the known expression for mutual information in the Gaussian case:

I(CZ ;YZ |CZc) =
1

2
log+ |RYZCZc ||RC|

|RYZC||RCZc |

To find the optimal C, we begin with C = LY+T where L is a diagonal matrix and T is a
vector Gaussian random variable. The values of L and the variances of the components of T

are found using numerical optimization, thus leading to the optimal value of I(CZ ;YZ |CZc).
The evaluated upper and lower bounds are plotted in Figure 3 for L = 3. The first figure

shows that when there is no correlation among the L sources, then the upper and lower
bounds exactly overlap. When the correlation among the sources in X is non-zero, even then
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Fig. 3. Evaluating the inner and outer regions (a) when there is no correlation among the source components, and (b)
with correlation among the source components

the upper and lower bounds are close. This shows that the derived lower bound is close to
the actual rate-distortion function. Thus, the derived lower bound can be used as an estimate
of the minimum data rate required to achieve the desired fidelity. The analytical derivation of
the achievable bound, or the exact rate-distortion function, however, is still an open problem.

VI. CONCLUSIONS

We derived the optimal data rate required to communicate when a set of sensors measure a
distributed phenomenon. The effect of sensor noise was explicitly considered. This is useful
for determining the minimum amount of resources required for achieving a desired level of
fidelity and for evaluating the performance of data compression schemes used in the network.

In this work, we considered the fused estimate to be a reproduction of the phenomenon.
However, the data rate will change if other estimates were considered, such as functions of
the reproduced phenomenon. We showed that the derived lower bound on the rate-distortion
function is close to the exact function, but an analytical derivation of the exact rate-distortion
function is still an open problem.

APPENDIX I
PROOF OF LEMMA 4.2

From the definition of mutual information we have

I(Xn;Cn) = h(Xn) − h(Xn|Cn) (7)

Substituting the known entropy measure for the multivariate Gaussian vector X as h(X) =
1
2
log(2πe)L|RX| in (7) and rewriting:

exp

[

−2

nL
I(Xn;Cn)

]

=
1

2πe|RX|
1

L

exp

[

2

nL
h(Xn|Cn)

]

(8)

Now, we find a bound on h(Xn|Cn) in terms of the required quantity r.
Let S = E(X|Y) where E(·) denotes expectation. Therefore, S = AY where A ∈ <L×L

and is given by [18],



A = (R−1
X

+H ′R−1
N
H)−1H ′R−1

N

If Ñ be a zero-mean Gaussian with variance R
Ñ

= (R−1
X

+H ′R−1
N
H)−1 [18] then we have,

X = S + Ñ (9)

and Ñ is independent of Y. Since the sequences are memoryless, this leads to

Xn(cn) = Sn(cn) + Ñn (10)

where Xn(cn) is the conditional random variable Xn conditioned on Cn = cn, and Sn(cn)
is similarly defined. Also, note that since Ñn is independent of Yn, it is also independent
of Cn.

Using the entropy power inequality [13] in (10),

exp

[

2

nL
h(Xn(cn))

]

≥ exp

[

2

nL
h(Sn(cn))

]

+ exp
[

2
nL
h(Ñn(cn))

]

(11)

Substituting the value of h(Ñ) in (11),

exp

[

2

nL
h(Xn(cn))

]

≥ exp

[

2

nL
h(Sn(cn))

]

+ 2πe|R
Ñ
|1/L (12)

Taking the logarithm of the above equation, we get:

1

nL
h(Xn(cn)) ≥ T

(

1
nL
h(Sn(cn))

)

(13)

where:

T (z) =
1

2
log
[

22z + 2πe|R
Ñ
|1/L
]

Next, we take expectations on both sides of (13) with respect to Cn. Note that from the
definition of our conditional random variables, it follows that

ECn [h(Xn(cn))] = h(Xn|Cn)

ECn [h(Sn(cn))] = h(Sn|Cn)

Observe that T (z) is a convex function of z. Applying Jensen’s inequality, we get

1

nL
h(Xn|Cn) ≥ T

(

1

nL
h(Sn|Cn)

)

(14)

Since T (z) is monotone increasing with respect to z, the inequality is preserved. From (12),
(13) and (14) we obtain,

exp

{

2

nL
h(Xn|Cn)

}

≥ exp

{

2

nL
h(Sn|Cn)

}

+ 2πe|R
Ñ
|1/L (15)

Now, we evaluate h(Sn|Cn). From the definition of mutual information,

1

n
h(Sn|Cn) =

1

n
h(Sn|Cn,Xn) +

1

n
I(Xn;Sn|Cn) (16)

To evaluate h(Sn|Cn), we shall first bound 1
n
I(Xn;Sn|Cn).



1

n
I(Xn;Sn|Cn) =

1

n
I(Xn;Sn,Cn) −

1

n
I(Xn;Cn)

≥
1

n
I(Xn;Sn) −

1

n
I(Xn;Cn)

=
1

2
log

|RX|

|R
Ñ
|
−

1

n
I(Xn;Cn) (17)

Next, we derive a lower bound on h(Sn|Cn,Xn). For this let Sn(xn, cn) be a conditional
random variable Sn conditioned by (Xn,Cn) = (xn, cn). We have a similar definition for
Yn(xn, cn). Also observe that Y n

i → Xn → Cn\Cn
i forms a Markov chain. The conditionally

independence of (Y n
i , C

n
i ), i = 1, 2, . . . , L given Xn also extends to Sn(xn, cn). Hence, from

the definition of Sn we have:

Sn(xn, cn) = AYn(xn, cn)

The above equation implies:

h(Sn(xn, cn)) = h(AYn(xn, cn))

= log |A| + h(Yn(xn, cn))

Taking expectation on both the sides of above equation with respect to (Xn,Cn) we get,

1

n
h(Sn|Xn,Cn) = log |A| +

1

n
h(Yn|Xn,Cn) (18)

From the definition of sum rate r, we have

r ≥

L
∑

i=1

log |Ci|
n ≥

L
∑

i=1

1

n
h(Cn

i ) ≥
1

n
h(Cn)

≥
1

n
h(Cn|Xn) +

1

n
I(Xn;Cn)

=
1

n
I(Yn;Cn|Xn) +

1

n
I(Xn;Cn)

=
1

n
h(Yn|Xn) −

1

n
h(Yn|Xn,Cn) +

1

n
I(Xn;Cn)

=
1

2
log(2πe)L|RN| −

1

n
h(Yn|Xn,Cn) +

1

n
I(Xn;Cn)

From the above equation we have:

1

n
h(Yn|Xn,Cn) ≥

1

2
log(2πe)L|RN| −

[

r −
1

n
I(Xn;Cn)

]

(19)

From (18) and (19), we have:

1

n
h(Sn|Xn,Cn) ≥ log |A| +

1

2
log(2πe)L|RN| −

[

r −
1

n
I(Xn;Cn)

]

(20)

Substituting (17) and (20) in (16), and dividing both the sides by L we have:

1

nL
h(Sn|Cn) ≥

1

L
log |A| +

1

2L
log(2πe)L|RN| −

1

L

[

r −
1

n
I(Xn;Cn)

]

+
1

2L
log

|RX|

|R
Ñ|

−
1

nL
I(Xn;Cn) (21)



Substituting (21) in (15) we obtain :

exp

[

2

nL
h(Xn|Cn)

]

≥

|A|
2

L 2πe|RN|
1

L |RX|
1

L

|R
Ñ
|

1

L

exp

{

−2

L

[

r −
1

n
I(Xn;Cn)

]}

exp

[

−2

nL
I(Xn;Cn)

]

+ 2πe|R
Ñ
|

1

L

where, A = ΘH ′R−1
N

and R
Ñ

= Θ.
From the above equation and (8), we obtain the required relation between the rate r and

I(Xn;Cn):

exp

[

−2

nL
I(Xn;Cn)

]

=

|A|2/L|RN|
1/L

|R
Ñ
|1/L

exp

{

−2

L

[

r −
1

n
I(Xn;Cn)

]}

exp

{

−2

nL
I(Xn;Cn)

}

+
|R

Ñ
|1/L

|RX|1/L

The above equation can be rearranged to obtain:

exp

[

−2

nL
I(Xn;Cn)

] [

1 −
|A|2/L|RN|

1/L

|R
Ñ
|1/L

η

]

≥
|R

Ñ
|1/L

|RX|1/L

where, η = exp
{

−2
L

[

r − 1
n
I(Xn;Cn)

]}

.
Noting that R

Ñ
= Θ and I(Xn;Cn) ≥ 1

n
I(Xn; X̂n) ≥ 1

2
log
(

∏L
i=1

λi

Di

)

(Section IV-A) in
the above equation we get Lemma 4.2.
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