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Foreword

Little do we pause in our every day life, to wonder how the microwave oven works, what
happens with the gasoline as our automaobile takes us places, how our computer instantly sends
e-mails half-way across the world, or what lies behind the magic of modern medicine. Even
less attention do we pay to the discoveries preceding these 'modern marvels’ which make our
lives safer, faster, better.

Even though these days the compass is mostly encountered as a keychain, a thousand years
ago it beeame a ubiquitous navigation instrument. It took a few more centuries until Dr. W,
Gilbert’s "De Magnete” explained the ability of the compass needle to point north on the basis
that the Farth itself was magnetic. A few centuries later, electricity and magnetism were linked
to each other, and numerous discoveries related to electromagnetism followed: the clectric foree
and the capacitor, Galvani's discovery of electrical current, the resistance and the inductance,
Morse’s electric telegraph, the great discovery by Faraday of electromagnetic induction, the DC
motor, followed by the invention of the now omni-present telephone, incandescent light, Tesla’s
alternating current motor, the wireless telegraph invented by Marconi, and so on Thesc were
accompanied by the thecretical developments of Kirchoff's laws, Coulomnb’s laws, Maxwell's
aquations of the electromagnetic field, Einstein’s theory of relativigy.

At the dawn of the twentieth century, the magnetic properties of the rare earth elements
were discovered. Later, Spedding’s production of pure rarc earth single crystals, together
with the developing nenfron scattering experiments, allowed for the progressive elucidation of -
the magnetic structures of the rare earths. A standard model of rare earth magnetism was
formulated, followed by the development of the Ruderman-Kittel-Kasuya-Yoshida (RKKY)

description of the exchange interaction between the local moments of the rare earths. Stevens
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invented his operator equivalents method for the treatment of crystal field effects, the primary
source of magnetic anisotropy in rare earth—]éla.sed materials. These are only a few of the early
steps that led to our understanding of the apparently complex magnetism of the rars earths.

An example of the gréat impact of magnetism on our society is the development of per-
mancnt magnets, particularly in the last coupls of centuries: the Alnico magnets (aluminium,
cobalt and nickel-based alloysj were the first modern permanent magnets; the cobalt-platinum
magnets had improved properties over the Alnico’s, and corrosive resistanée, being ideal can-
didates for biomedical applications. Next, various iron oxides were fabricated and widely used
as commercial magnets in the last decades. Rare earth-based hard magnets were later dis-
covered {SmCor [1966], SmgCoy7 [1972], and NdoFey4B [1984}), of which the Sm-based ones
were rather co-stly, but the Nd-based ones are currently widely used, especially in applications
where miniaturisation is an important design criteria.

Motivated by the anticipated complexity of the properties of rare earth compounds, the
present work represents a small step into the ongoing investigation of magnetism of such

systems.



CHAPTER 1. Introduction

Rare carth intermetallic compounds provided rich grounds for investigating the proper-
tics of both local moment and strongly correlated, hybridized moment systems. Thesc arcas
have been intensively explored mostly on cubic and tetragonal intermetallic compounds, and
relatively less work existed on materials with lower symmetry. Moreover, a large number of
Ce-based heavy fermion compounds have been studied, whereas the analogous Yb-hased ones
are much rarer. We thus wanted to study local moment metamagnetism and Yb-based heavy
fermion physics in hexagonal systems, i.e., still with relatively hizh symmetry, but with added
complexity compared to the more symmetric cubic or tetragonal compounds.

The FeaP structure class of hexagonal compounds allowed us to perform such studies on
both local moment and strongly correlated, hybridizing moment systems. Two ternary series of
cempounds (RAg(ze and RPtIn) belonging to this family particularly attracted our attention.
Having » ZrNiAl-type crystal structure, an ordered variant of the aforementioned FesP family,
each of the two series displays complex physical properties. In addition they provide two
related examples of how these properties arise as an effect of the hexagonal crystal structure
with the rare earths in orthorhombic point symmetry.

The magnctic RAgGe (R = Tb - Lu) and the RPtIn (R =Y, Gd - Lu) compounds display
anisotropic temperature and field dependent mapgnetization due to the crystalline electric feld
(CEF) splitting of the Hund’s rule ground state multiplet. In the former series, this strong
CEF anisotropy confines the magnetic moments along the c-axis in TbAgQe; across the series,
this is followed by & progression towards an almost isotropic case for the R = Ho member,
whereas for R = Er - Yb the easy axis lies in the ab-plane, with 'i‘mAgGe being extremely-

anisotropic. In the RPtIn series, no strong anisotrepy in the paramagnetic state is observed



for the R = Gd member, whereas ThbPtIn is extremely anisctropic, with planar magnetization,
very similar to the case of TmadgGe.

Antiferromagnetic ordering can be inferred for most of the RAgGe compounds, with values
of Tx between 28.5 K for ThAgGe, and 1.0 K for YbApGe. DyAgGe appears te be the only
cxception, by showing a ferromagnetic component of the magnetization parallel to the ¢ axis,
However, for 21l of the above RAgGe compounds, their ordering temperatures scale fairly well
with the deGennes factor dG = (-1} J (I + 1), where g7 is the Landé g factor, and J is the
total angular momentum of the R¥+ ion Hund’s rule ground state: the anticipated behavior for
rarc earth intermetallic compounds. A more curious behavior occurs across the RPtin scrics,
where the ordering temperatures for all magnetic compounds also scale well with the deGennes
factor: ThPtIn and TmPtIn have larger planar than axial susceptibilities in the paramagnetic
state, and order antiferromagnetically around 48 K, and 3 K respectively, whereas the ordered
states in the R = Gd, Dy - Er compounds have axial ferromagnetic components. Although,
at a first glance, these appesred as rather unusual discontinuities for a magnetically ordering
local moment series, we show (in Chapter 7) that the hexagonal erystal structure of these
compounds, with three R ioné in the unit cell occupying unique orthorhombic point smnmetry.
sites, is of crucial importance in explaining the moment configurations and magnetic ordering
in these RPtIn materials.

The anisotropic M{II) measurements of the RAgGe systems indicste one or more meta-
magnetic transitions when the external field is applied in the ¢ direction (for R = Th) or
perpendicular to it {for R = Ho - Tm), or even in both orientations as is the case of DyAgGe.
No evident metamagnetic transitions can be observed in the ferromagnetic RPtIn compounds,.
but they exist in the two antiferromagnetic ones: TbPtIn and TmPtin.

TmAgGe and ThPtIn represent speciel examples of complex metamagnétism, very similar
despite the different rare earth ions and different ligands in the two compounds. Due to their
extreme planar anisotropy, the nature of the magnetic order changes abruptly, with both the
maguitude and the orientation of the applied field even within the basal plane. This sllowed us

to perform a study of the angular dependent planar magnetism in each of the two compounds,



and also to determine net distribution of the magnetic moments using the three co-plonar
Ising-like systems model.

The YhAgGe and YhPtIn compounds have some properties distinet from the rest of their
respective series. YbAgGe has e low magnetic ordering temperature (~ 1 K) and an enhanced
electronic specific heat coefficient 150 mJ/mol K? < 4 < 1000 mJ/mel K?%. The magnetic
entropy at 1 K is only 5 % of the expected'R In 2 for a ground state doublet, suggesting
small oment ordering in this compound. All these observations, and detailed Cp(T, H) and
p(T, H) measurements allow us to classify YbAgGe as new stoichiometric, Yb-based heavy
fermion material with a magnetic field-induced quantum critical peint QCP. Furthermore,
Hall resistivity measurements are consistent with the presence of a QCP in thié material, and
indicate that YbAgGe behaves similarly to other heavy fermion materials, and is very similar
to the extensively studied YbRhaSis {Trovarelli, 2000; Gegenwart 2002; Ishida 2002; Paschen
2003: Paschen 2004).

A more complex situation is encountered in the case of YbPtIn, given the observed site-
disorder that occurs in the flux-grown single crystals of this material. The small Pt-deficiency
in the flux-grown crystals greatly affects the magnetic transition temperatures and the critical
field values, in comparison with the analogous values for the stoichiometrie, on-line grown
YbPtIn single crystals. However, both these systems exhibit enhanced electronic specific heat
coefficients (v > .550 mJ/mol K?), quantum critical point and non-Fermi liquid like behavior
at low temperatures outside the ordered state, very similar to the YbAgGe and YbRhoSis
compounds. Having an even higher ordering temperature (Ty = 2.1 K for the Pt-deficient
systemn, and 3.4 K for the ordered one) and magnetic entropy at Ty about 0.6+ R In2, YbPtIn
seemed a good candidate to further study this progression from small towards reduced moment
ordering in Yb-based heavy fermion compounds, with field-induced quantum eritical point.

This work will be presented as follows: first I will review the physics of rarve earth inter-
metallic compounds, including magnetism and magnetic ordering, de Gennes scaling, crystal
electric field CEF effects, metamagnetism, heavy fermions and quantum criticality. Next I will

introduce the motivation for studying hexagonal compounds, in particular the FeyP-type ones,



with hexagonal unit cell and three rare earth jons sitting at sttes with orthorhombic point sym-
metry. The following chapter is dedicated to details of crystal growth from high-temperature
solution, with emphasis on the particular procedures used for growing the RAgGe and RPtIn -
single crystals; it also includes 2 review of the measurement techniques used in characterizing
these systems. Chapter 5 presents a thorough compound-by-compound analysis of the ba-
sic thermodynaric and transport properties of the RAgGe series, along with a d.iscussic;n of
trends across the series. Chapter 6 will be dedicated to the study of the angular dependent
metamagnetism in TbPtIn and TmAgGe; the measured data is presenfed by comparison to the
three co-planar Ising-like systems medel, and the features common to the two compounds will
be emphasized. An appropriate version of this model, enhanced to three dimensions, is than
introduced in an attempt to explain the unusual trends of the magnetic ordering across the
RPtln series, which ave discussed compound by compound, in the following chapter. Chapters
8 and 9 present the YbAgGe, and the YbPtIn and YbPlgesln heavy fermion systems respec-
tively, all of which exhibit ficld-induced quantum critical points. A final chapter will attempt

to summarize the results of this work, and outline directions for further investigations.



CHAPTER: 2. Qverview of physics of Rare Earth Compounds

2.1 {(General properties

2.1.1 4f Electrons and Local Moment Magnetism

The starting point for the understanding of the rare ear.ths’ magnetism is the description
of their electronic state, particularly of the 4f electrons. The rare earth ions are almost always
trivalent, with the exception of some which can alse be di- or tetra-valent. All of the {rivalent
rare earth ions are comparable in size, with virtually identical outermost electron shells with the
5s525p° configuration. As a result, their chemical properties are fairly similar. Even in metals,
the 4f core retains its integrity and its atemic properties. Therefore, series of compounds can
often be synthesized, which differ only in the choice of lanthanide element. This valuable
ability allows for systematic studies of the physics of rare earth intermetallic compounds. By
studying a whole series of compounds, the effects of the crystal electric field CEF, interactions
between ions, and other physical characteristics may be separated from cach other. Finally, the

- analysis of trends across the series aids in the understanding of the physics of the individual
membaers,

Fig. 2.1 shows the radial densities of the electrons of the Gd*t free ions (or Gd** ions in
hard insulators). As seen in the figure, the 4f electrons are much ﬁmre localized than the 5s,
5p, and 8s electrons. Furthermore, these 4f electrons are shielded by the completely filled 552
and 5p% shells. Thefefore, the 4f electrons may be considered part of the electronic core, not
dircetly interacting with the rest of the electronic system. Since e partially fiiled 4f shell will
have a large magnetic moment, it is imperative to determine the electronic configuration of

the 4f electrons. However, this picture needs to be changed in the case of metals, to include



the effect of the Fermi level position on the radial extent of the electronic orbitals.

Lr Ryt )!

Figurc 2.1 Radial densities of the electrons of Gd from Hartree-Fock cal-
culations {after Taylor, 1972).

2.1.2 Hund’s Rules

The total spin 8, total orbital momentum L and total angular momentum J quantum
numbers are crucial for the theoretical determination of the magnetic properties of a material.
In the case of the rare earth ions, their values are determined by the ground staf.e confipuration
of the 4f electrons. For a given angular momentum 1, there are 21 + 1 possible values for 1.,
and 2 possible spin orientations for each 1,. This results in a multiply degenerate ground
state, with a total of 2 (21 + 1) possible states. However, most of this degeneracy is lifted
by electron-electron Coulomb interaction and through spin-orbit coupling (Mattis, 1981), such

that the ground state configuration of a partially filled shell will then be governed by Hund's



rules (Ashcroft, 1976):

-# The ground state has the largest value of total spin S that is consistent with the exclusion

principle.

¢ For the maximum possible 8 value, the electrons are distributed between all possible
states in accordance with the exclusion principle, and such that the resuiting L value is

maximum.

» BFor shells that are less than half-filled, the total angular rﬁomentum is given by J =

[ L —8 |. For shells that are more than half-filled, J = |L + 8 |.

Using these rules, the quantum numbers of for the lanthanide ions can be determined, and
they are shown in Table 2.1. Now that the compenents of angular momenta are known for
the local moments, it is possible to formulate many aspects of the theory of magnetism in rare

carth intermetallic compeounds.

Table 2.1 Components of the angular momenta L, 3, I, andl’che calculated
values of the Landé g factor (g =3 + 1 [S(S + 1)~L(L + 13‘]),

T T 1
saturated moment {Msae = g1 J pn), effective moment- (p.g =
g1 [J(J+1)]/%), and de Gennes factor (4@ = (g; — 1)2 J{J+1))

for the trivalent magnetic rare earth ions.

R L 3 J Bl Msar Pel dG
Ce 3 0.5 2.5 0.857 2.14 2.54 0.19
Pr 5 1 4 0.800 3.20 3.568 0.80
Nd i 1.5 4.5 0.727 3.27 3.62 1.84
Pm § 2 4 0.600 2.40 2.88 3.20
Sm 5 2.5 2.5 (.288 0.71 0.84 4.46
" Eu 3 3 0 - - - -
Gd 0 3.5 3.5 2.000 7.00 7.94 15.75
Th 3 3 6 1.500 9.00 8.72 10.50
Dy 5 2.5 7.5 1.333 10.00 . 10.64 7.08
Ho 6 2 8 1.250 10.00 10.61 4.50
Er 6 1.5 7.5 1.200 9.00 8.58 2.566
Fm 5 1 B 1.167 7.00 7.56 1.17
Yb 3 0.5 3.5 1.142 4.00 4.54 0.32
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2.1.3 Curie law

-In general, the contribution of a magnetic moment in an applied field to the total energy is
simply the Zeeman term, E = — ug H-(L + g S}, where up = e} /2m e =~ 5.79 » 10°°
eV / Gis tHe Bohr magneton, and go = 2[1 + o /27 -+ O(a®) +--] ~ 2isthe
electronic g-factor (o« = e?/fic ~ 1/137). This is typically very small compared to all the
other energy s;:a.les in the systemn, and therefore the effect of the applied field can be computed
as a small perturbation. In crder to derive the susceptibility of a system, a second derivative of
the energy with respact to field, second-order perturbation theory must be used, where terms

up to second order in H are retained in the expansion of cnergy:

H-(T + g0 8)|m)[*
En_Em

AE(H) = pugH: (n|L + g 8| n) + Z | {r | 1B

m#En

(2.1)

The second ferm in eq.(2.1) yields the Ven Vleck parsmagnetic susceptibility {Asheroft
“and Mermin, 1976), which is typically small in the rare sarth ions with partially filied f-shells.
When the first term is non-zero (4.e., for J # 0), it dominates the energy correction; in this
case, the ground state energy can be written in a simpler form by using the Wigner-Eckart

theorem:

(JLSJT, L + go S|JLST) = gy(JLSYILSJT, || JLST) (2.2)

where g7 is the Landé g-factor, which can be computed as (taking gg to be exactly 2):

9(JLS) = % v é 565 +J(1}_+L(1‘;’ + D1 2.3)

This allows us to determine the magnetization of a system with N ions occupying a volume

VY, as:

_ e
vV aH
where F is the free energy of the system with onby the lowest 2] + 1 states being thermally

M = (2.4)

excited with appreciable probability; using eq.(2.3), and the free energy F given by
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I
1
—-B8F _ —Blarpa H}: — ]
e Y ¢ . f= o7 (25)
Jp=—d :
the above magnetization becomes:
N
M = — = gippdB;(BgiusJH) (2.8)

v

where Br(z) is the known Brillouin function.
In the low temperature limit (kg T < gj pg H), the magnetization reaches its saturation

value (i.e., each moment is completely aligned with the field and | J, | = J):

jwaut = Q’JP-BJ- (27)

These g3 and M,,; values are summarized in Table 2.1 for all trivalent rare earth ioms,
together with the S,I. and ] quantum numbers of their Hund’s rules ground states. This
information is useful in the analysis of new rare-earth intermetallic cornpounds, since it allows
the theoretical saturated moments to be compared to the measured values. Under certain

circumnstances, this compearison may then be used to determine the amount of rare earth
element present in an unknown compound. In addition, knowledge of the theoretical saturated
moment may also be used to identify easy and hard magnetic axes arising from the crystalline
electric field, discussed below. Finally, this theoretical result may allow an estimate of the
net distribution of moments in materials exhibiting metamagnetic transitions, which will be
discussed in detail in Chapter 6.

When we analyze the temperature-dependence of the magnetization (2.6} in the high tem-
perature limit (ks T > g3 wp H), onc can determine the molar susceptibility as:

aM (uu)* J(J +1) _ C

x = g5 ~ Va3 kpT T

(2.8)

This variation of the susceptibility as the inverse of temperature is also known as Curie’s
law, where the Curie constant C can be written as a function of the "effective Bohr magneton

number” peg:
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o eI + 1) P2t '
C = Nyt o - v B (2.9)

2.1.4 Curie-Weiss law

The above Curie law has been derived within the hypothesis of negligible interactions
between the magnetic moments; -within mean field theory, these interactions are taken into
account by considering that, in addition to the external applied ficld H, an effective field Heg
acts on each local moment. Such an effective field arises from the thermal average of the
surrounding moments, and is proportional to their magnetization M: Hyg = oM.

Consequently, since the temperature—dependenﬁ magnetization follows Curie’s law (2.8),

the magnetization in this case will result from the equation:
C C
M= T(II-{-H;E) = T(H-I-QM). _ (2.10)
Solving for M and the susceptibility, ane gets the Curie-Weiss law:

-
XETCaC T Tt ow

(2.11)

where fyy = @ representing the paramagnetic Weiss temperature. From its proportionality

to o, the Weiss temperature comes cut te be of the form:

S(5+1)

B

Like the saturated moment, this result is extremely useful in the characterization of new
rare earth intermetallic compounds, since at high temperatures, the slope of a plot of the inverse
susceptibility (1/x) versus temperature is the Curie constant C. From the determination of
the Curie constant, the molar mass of the measured compound may be caleulated if gy and J
are Imown from the choice of the rare earth element in the compound. The theoretical velues
of the effective Bohr magneton values are listed in Table 2.1, together with the othe.r already

mentioned characteristic quantitics for the rare earth ions.
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2.1.5 deGennes scaling

Another important outcome of the mean field theory is the scaling of the Weiss temmperatures

fw with what is known as the de Gennes factor dG:

dG = (gy — 1)2J(J + 1). (2.13)

The Weiss temperature &y given by 2.12 can be expressed in terms of the total angular
momentum of the 4f-electrons, J, by making use of the Wigner-Eckart theorem (2.2): replacing
the 8 (S + 1} term in (2.12) with § (g7 — 1)2J(J + 1) yields an equivalent form for fy:
1 (g1 —-1)2J(J+1) L1

x dG —,
3 ki 3 kg

B o (2.14)

Within mean field theory, the Curie temperature T¢ (for ferromagnetic ordering) or Néel
temperature Ty (for antiferromagnetic order) are given by the magnitude of the Weiss tem-
perature; consequently the magnetic ordering temperatures are also expeeted to scale with the
de Gennes factor.

The values of the de Gennes factor for each rare earth ion are listed in Table 2.1; since
this is largest for Gd, compounds containing this element can be expected to have the highest
ordering temperature. Likewise, compounds containing Pr, or Tm, should order magnetically

at much lower temperatures.

2.1.8 The RKKY interaction

As can be inferred from Fig.. 2.1, the overlap between the 4f-orbitals of neighboring rare
earth sites is extremely small, drastically reducing the possibilify for direct exchange interaction
between the rare earth ions. Therefore in metals the primary interaction between the magnetic
moments is indirect, via the polarization of the conduction électrons. Specifically, the localized
spin of the 4f electrons interacts with the spin of the conduction electrons, resulting in a
polarization of the conduction electrons. This polarization then interacts with the spin of the
4f electrt:;n localized on another rare earth ion. This is known as the Ruderman-Kittel-Kasuya-

Yoshida (RKKY) interaction. This interaction is long-range and oscillatory, and can couple
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the spins either ferromagnetically or.antiferromagnetically, depending on the ions’ separation
and the shape of the Fermi surface. This type of exchange was first proposed by Ruderman
and Kittel (1954) and later extended by Kasuya (1956) and Yosida (1957).

.T]le interaction between two magnetic moments at positions R; and Ry is characterized

by & coupling constant J given by
JR; —Rj) ~ F(2kr [R; - Ry}, (2.15)
where kp is the Fermi wavevector, and F(x) is given by {Elliott 1972):

Teose —sing

| {2.16)

Flz) = o
0.006 : . , —
aee - F(x) = (x cos X - sin x) / X* _
0.002 |- |

FO9

0,000 : PN

V4 |

2n - 4x l B

-0.002

Figure 2.2 The polarization of the conduction clectrons via the REKKY
interaction {where x =2 kr | R; — Ry [).

The RKKY exchange coefficient J oscillates from positive to negative as the separation of
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the ions changes, and has the damped oscillatory nature shown in Fig. 2.2. This yields an

indirect exchange energy of the form:

_ On2al 2
T 2Ep

> 8:- 8y F(%kr | R =Ry |) (2.17)
#]

where 1 is the average density of conduction electrons, T' représents the interaction constant
and Er is the Fermi energy. At low temperatures, kgT is less than E, and the exchange.
interaction between the local moments will dominate, causing the magnetic sublattice to order
magnetically. Depending on the values of kr and R; — Ry, the exchange between neighboring
moments may be positive or negative, which will result in ferromagnetic or antiferromagnetic

ordering, respectively. '

2.1.7 Crystal Electric Field
2.1.7.1 Overview of Crystal Electric Field CEF effects

Tagether with the interactions between the magnetic moments, the crystal electric field
CEF effect greatly affects the magnetic properties of the rare earth ions, once they are placed
in solids. In particular, the CEF is responsible for lifting some or all of the degeneraey of Hund’s
rule ground state multiplet at low temperatures. In transition metals, where the unfilled 3d-
shell is the outermost shell, this effect is very large; however, in the rare earth elements where
the 4f shell is screened and highly Iocalized, the crystal field splitting is relatively small and
may be treated as a perturbation of the ground state (Hutchings, 1964).

If the surrounding k ions are treated as point charges at positions R;, the resulting total

potential at the rave earth site is the sum of all polentials from such peint charges:

i :
Vi) =) —F 2.18
(x) Z@_ TR | (BLIE),
After expanding V(r) in Legendre polynomials PZ*(cos#), and expressing it more conve-

nicntly in the tesseral harmonics Zym:
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7 = [2n+1(n m)lr P (a0s8) 25T

2 (ntm)l vE (2.19)
s _[2n+1(n—m)l? ., sinmep
Loy = [ 2 (ntm) m)!] P cos ) T

the above potential becomes:

r9¢p ZZrﬂ‘f:sch )
; | (2.20)
4 Zﬂ.,&(a‘h (Ft:l
where 12 = g SEiPE)
< 2n +1 Rt

This potential function should reflect the point symmetry of the lattice site r. Consegquently,
the number of non-vanishing terms in the CEF potential is limited (i.e., the more symmetric
the site, the fewer terms occur in the above expansion). Particularly terms with n > 21,
where | is the orbital quantum number, vanish; thus for the 4f electrons (1 = 3), the expansion
of the CEF potential (2.20) can only include terms up to n = 6.

Since the effects of the CEF are small in rare earth ions compared to the spin-orbit coupling,
the potential (2.20) may be treated as a perturbation e the free-ion states. In principle, the
eigenvalues of the CEF states may be found by diagonalizing the matrix elements of this

potential.

2.1.7.2 Stevens’ Equivalent Operators

A much simpler method to calculate the effect of the CEF potential is to introduce the
Stevens equivalent operators. It has been shown (Stevens, 1952) that the matrix elements of the
crystal field Hamiltonian {2.20) are proportional to a set of operators containing components
of the total angular momenturn, J.

To illustrate the method, we consider the CEF Hamiltonian given by:

Hopp=—|e]| V(r)=—|e| vaxi,yi,zi)- (2.21)
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If the system of coordinates is chosen such that the coefficients f,, of the Z5, (2.20) are

zero, then the CEF potential (2.20) can be rewritten as:

V(I‘) = ZZf;m(xhyhzi) = Z g‘n (?'n} O,T (222)

where 0y, are the multiplicative factors depending on 1, and O are Stevens’ equivalent oper-
ators, which are tabulaeted for the most common n and m values. Thus the CEF hamiltonian

in this representation becomes:

Hepp =Y [AT (™ 600 = S Brom, (2.23)
e nm

where AT = 45 % {(—|e|).
The energy splitting of the Hund's rule multiplet may now be caleulated by applying the
operators and diagonalizing the matrix elements.

- HoNizB2C {Cho, 1998a; Gasser 1996) serves as a great example to illustrate the applicabil-
ity of the Stevens’ operators method to determine the CEF parameters in a highly anisotropic
tetragonal system, with the rare earth occupying & tetragonal point symmetry position. As
can be seen in Fig. 2.3a,b, this compound is extremely anisotropic, with larger susceptibility
values for I || ab. Moreover, the field-dependent magnetization {Fig. 2.3c) is indicative of
in-plane anisotropy, with the [110]-equivalent directions being the easy axes.

Using a CEF Hamiltonian of the form:

Hpgr = B3 O3+ B} 0 + Bf O} + B Of + B O}, (2.24)

where the O are Stevens equivalent operators, the CEF parameters B™ have been deter-
mined from from fitting the inverse susceptihility data of HopLu;_;NisBsC (Fig. 2.3c). Fig.
2.4 shows the CEF level scheme calculated from the above B' parameters. However, the
thermodynamic properties used for the determination of these parameters are less sensitive to
the higher temperature details of the CEF level structure. Therefore Gasser et ol (Gasser
1996} refined the above CEF parameters to higher cnergies, by performing inclastic neutren

scattering experiments.
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Figure 2.3 Inverse anisotropic susceptibility values for (a) HoNigBsC
and (b) Ho,Luj_.NipBeC (x = 0.024) (symbols); (c)
-Field-dependent magnetization curves for H applied within the
basal plene, along the high symmetry directions: H || [110]
(full symbols) and H | [100] (cpen symbols); the lines in (a)
are Curie-Weiss fits to the data above 250 X, whereas in (b)
and (¢) the CEF calculations, using Stevens’ operators method,
are shown as solid curves. (Cho, 1996a)

In addition to the specific exarﬁple shown for tetragonal point symmetry of the magnetic
moment, more general calculations of the energy splitting of the Hund’s rule multiplet have
also been performed in detail for cubic symmetry (Lea, 1962; Taylor,1972). A method to
numerically fit the crystal field parameters to experimental data is outlined in MacKeawn and
Newman (1987). However, the number of available caleulations for lower point symmetries is

very limited, due to the enhanced degree of difficulty in finding unique level schemes for the
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Figure 2.4 Crystelline electric-ficld energy levels for Ho*t jons in
HoNizB2C. (Che, 1996a)

CEF energy splitting, when large number of terms of the Hamiltonian (2.23) are involved in

the calculation.

2.1.8 Characteristics of rare earth intermetallic compounds via thermodynamic

and transport measurements

Having understood the basic properties of rare earth intermetallic compounds, it is useful
to see how they are inferred, in practice, from measurements of various thermodynamic and

trausport properties.
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2.1.8.1 Low-field magnetic susceptibility

In section 2.1.4 we saw that, for high temperatures, the susceptibility of magnetically
ordered rare earth compounds is given by Curie-Weiss law (2.11). In addition, section 2.1.7
showed that CEF effects lead to magnetocrystalline anisotropy, which is reflected in anisotropic
susceptibility curves measured for field along the three erystallographic directions. Having
samples in single crystal fﬁrm allows one to messure the anisotropic susceptibilities x, (H||a},
xe (H|{b) and yx. (H|ic); a polycrystalline average susceptibility ¥au. can then be calculated:

. + X +
Xave = T2 T X, (2.25)

which, in turn, can be used to determine the effective moment pes for a given compound.

For high-symmetry compounds (i.e., for which two [tetragonal or hexagonal] or all three
[cubic] erystallographic directions are equivalent), it suffices to measure the susceptibility along
the non-equivalent directions. An cxample is shown in Fig. 2.5, illustrating the anisotropie
molar susceptibility curves for a tetragonal or hexagonal compound, with an antiferromagnetic
ground state. In this case, measurements parallel (x.s) and perpendicular (x.) to the basal
plane can be used to calculate the polycrystalline average susceptibility as:

2% X +
Xone = 20T, (2.26)

The susceptibility of an antiferromagnetic compound features a fairly sharp peak around
the Neél temperature Ty, as seen in Fig. 2.5a. The Neél temperature Ty can be exactly
determined (Fisher, 1962) from the peak position in d(xT)/ ET, which is expected to follow thé
temperature dependence of the specific heat, as well as that of dp/dT" (Fisher, 1968). From
(2.11) it follows that the inverse high-temperature susceptibility is linear in temperature:

1 T Hw

as can be seen in Fig. 2.5b. Linear fits 1/y = a T + b to the high-temperature inverse

susceptibility (dotted lines Fig. 2.5b) allow us to experimentally determine the coefficients a
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1y

Figure 2.5 Anisotropic (a) susceptibility and (b) inverse susceptibility
curves, for an antiferromagnetic tetragonal or hexagonal sys-
tem. The dotted line in (a) marks the ordering temperature
Tw, wherceas in (b) the dotted lines are extrapolations to 1/x
= 0 of the high-temperature data, from which the anisotropic
Weiss temperatures Sy (indicated by arrows) are determined.

and b for each orientation of the field, and for the calculated polycrystalline average. According.
to (2.27), these coefficients can be identified as: a = 1/C and b = 8w /C. Using the
expression {2.9} for the Curie constant C, the experimental ”effective Bohr magneton” peg can

be caleulated from the a coefficient corresponding to the polyerystalline average data:

1 3 kp 3kp 1 \/E
a = — = ————= therefore pog = =% — =/ —. 2.28
C T Narh i M= AW Ve @B
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The resulting value can then be compared with the theoretical one for the respective rare
earth ion, listed in Table 2.1. In the calculated polycrystalline average susceptibility, the CEF
anisotropy effects average out (Boutron, 1973; Dunlap, 1983}, which is the reason for using the
these susceptibility data to estimate peg.

In a similar manner, the b-coefficients can be used to determine the anisotropic Weiss
temperatures Gy :

1 Ow

- b
=5 and b = il therefore O = = (2.29)

The fw temperatures, determined as deseribed above, are indicated hy small arrows in
Fig. 2.5, for the two ficld directions, as well as for the caleulated polycrystalline average. It is
readily apparent from the above figure, that the 8y temperatures are expected to be negative
for antiferromagnetic compounds. In the case of ferromagnetic materials, similar calculations
can be performed, with the 8y, temperétures expected to be positive. The one other noticeabls
difference apparent in the susceptibility meesurerents is that the Curie temperature T¢ is less

clearly defined, as a fairly rapid increase in x{T’) is expected arcund the ordering temperature.

2.1.8.2 S8pecific heat

For both ferromagnetic and antiferromagnetic compounds, specific heat measurements
(solid line in Fig. 2.6a) typically feature a well-defined peak at the transition temperature,
allowing for a fairly accurate determination of Tyny. Moreover, in crystalline, metallic com-
pounds, the low-temperaturce specific heat is dominated by the free electrons contribution,
which is linear in T (C;‘ = -« % T, and the lattice contribution, which is proporticnal to T,

Thus the low-T specific heat can be written as:

Cop =T + 8T or CofT =5 + BT (2.30)

Plotting the specific heat in Cp/T va. T2 coordinates (Fig. 2.6b) allows for the determi-
nation of both the electronic specific heat coefficient 4 (by extrapalation of the linear region

down to T = 0) and the phonen term coefficient # (as the slope of the linear Cp/T(T%)).
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Figure 2.6 (a) Low-temperature specific heat data C, for a magnctically
ordered compound (solid line), with the non-maguetic contri-
bution (dotted line). (b) C,/T vs. T2 used to determine the
electronic specific heat coefficient «y, the phonon specific heat
coefficient 3 and the Debye temperature ©p. (¢) The low-T
magnetic specific heat, plotted as G,,/T(T), from which the
magnetic entropy Sm(7") (inset} can be determined.
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Typically, the v values are & 1 mJ/mol K, but they can be 2 to 3 orders of magnitude larger
in compounds known as heavy fermions (see Section 2.3). By using the & coefficient, the Debye

temperature Op can be estimated using the Debye model result for the phonon specific heat

g

4 3
ot = BT = -1—?— n kg (i) , (2.31)

where n is the nmumber ef phonons.

Additional information abeut magnetically ordered compounds can be extracted from the
magnetic specific heat C,,. For rare earth compounds with magnetism due only to the rare
earth ions, the R = Y, La and Lu compounds are non-magnetic. Within the Debyve model,
their specific heat provides fairly good approximations for the non-magnetic contribution to
the specific heat of the magnetic compounds (shoﬁrn as dotted line in Fig. 2.6a), and Gy, can

be estimated as:

Cn(T) = Cylmagn)(T) — Cy(non — magn)(T). {2.32)

The integration of C,,/T(T) from 0 up to a given temperature allows us to estimate the
magnetic entropy, over the same temperature range. In turn, the magnetic entropy released at
T.rg is indicative of the degeneracy n of the ground state multiplet, where n can be estimated

from:

Sm{Tord) = R In n, where R is the universal gas constant. (2.33)

2.1.8.3 Resistivity

Measurements of the transport properties of new materials &eéumtly corrcborate the find-
ings of thermodynamic measurements, but their analysis is I;ypicall}y mare difficult than that
of magnetization or specific heat. Much of this complexity may be removed through the use
of Mathiessen’s rule, which states that the total resistivity of a compound is the sum of the

individual components of the resistivity (Fig. 2.34):
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'Figure 2.7 Temperature-dependent resistivity of a metallic compound.

£ = Pimp + Pe—ph & Pa—dis + Pe—e (Ziman, 1967}, where: {2.34)

® pimp i5 the term due to scattering off of impurities, dominant at low temperatures and
T-independent; the residual resistivity ratio (RRR) of a sample, defined as the ratio of
the room-temperature resistance to the resistance extrapolated to 0 K [p(300K)/p(0K)},
ar the ratio of p(30CK) to the resistivity at the lowest measured temperature (e.g.,
p(300K)/p(1.8K) in many cases) is an indication of the sample quality (lower residual

resistivity yields larger RRR, suggesting better sample quality).

® po_pn: electron-phonon is the dominant scattering process at high temperatures, and this

resistivity term increases linearly with temperature;

® ps_diy arises from the clectrons scattering off of the disordered local magnetic moments
in the paramagnetic state (ergo the name of spin-disorder scattering); as the temperature
is lowered through Tyrg (Fig. 2.34), a sudden decrease in the resistivity cccurs due to

the loss of this spin-disorder.
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® pe—c is the eleciron-electron scattering term, which is quadratic in T; this term is negli-

gible around room temperature, and also rapidly decreases as T approaches 0.

2.2 Metamagnetism

2.2.1 General considerations

The concept of metamagnetism was first introduced to deseribe a field-induced, first-order
phase transition from an antiferromagnetic state with low magnetization, to a ferromagnetic
state characterized by high magnetization (see Gig;nomé, 1995, and references therein, for a
review). This is driven by the lowering of the total energy of a system via the application
of an external magnetic field. Extensive studies of metamagnetic phase transiticns have been
performed in the past decades, as this concept has been extended to describe not only single-
step transitions, but all types of field-induced magunetic phase transitions.

Currently a metamagnetic transition refers to any "anomalous” magnetization with an
upward curvature upon increasing field, as opposed to "normal” magnetic behavior (4.e.,
Brillouin-like), which exhibits downward curvature. Two classes of metamagnetic transitions

can be distinguished:

e a sharp (step-like) transition, where the jump in magnetization occurs at almost constant

field (Fig. 2.82);

¢ a S-shaped fransition where the critical field value is assoriated with an inflection peint

of the M{H) curve (Fig. 2.8b).

Class 1 transitions are often associated with first-order phase transitions; also, these tran-

sitions are typically sharper at low temperatures, and they broaden as temperature is raised,

. often evolving into class 2 transitions. One given compound may feature both types of meta-

magnetic transitions on the same M{H) isotherm, or at different temperatures.
Demagnetizing ficld effcets arc also responsible for the broadening of the metamagnetic

phase transitions. To illustrate this, we consider a simplified picture of an ellipsoidal sample
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| (8) Class 1
B

p (b) Class 2

Magnetization
Magnetizabion

Magnetic Field Magnetic Fleld

. Figure 2.8 Scliematic representation of (a) a discontinuous {class (1)), and
' {b) a continuous (class (2}) metamagnetic transition. .

placed in an external applied field H;; however, due to the magnetization of the sample, the

effective internal field experienced by the magnetic ions is reduced to Hin:

Hint = -He.tt - NdM = He:ct - Hd (2‘35)

where Ny and Hy are the demagnetizing factor, and the demagnetizing feld respectively, de-
pendent on the shape of the sample, and the direction of the applied field. In the casc of a
first-order phase transition without any hyst‘eresis, at the critical fleld value of the internal
field He :ne the magnetization should jump discontinuously from M4 to Mg {dotted line in Fig.
2.8a). However, the transition con not proceed all at once since, according to eq.(2.35), an
increase in magnetization would lead to a decrease in H;,.: below the critical value; therefore
the transition must take place at increasing field values, such that
M 1

o T W {2.36)

The resulting magnetization curve has an inelined portion around the transition (solid line in
Fig. 2.8a), with a slope inversely proportional to the demagnetizing factor Ny.

The critical field values B, are generally temperature dependent, and thus each compound
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may be characterized by H - T phase diagram. Moreover, these critical values (H, or T}, and
consequently the H - T phase diagrams, may vary with the orientation of the applied field
relative to the crystallographic directions. This is often a direct consequence of the magne-
tocrystalline anisotropy effect playing an essential rble, together with the exchange interactions,
in the occurrence of metamagnetism. Strong crystal electric field effects CEF may constrain
the magnetic moments to a certain direction (a.mal anisotropy) or within a given plane (pla-
ner anisotropy). Furthermore, the magnetic moments may be constrained to a number of
non-collinear easy axes, like the two-fold axes in tetragonal or hexagonal symmetry, or the
three-fold axes in cubic symmetry; other such plausible examples are the four-fold axes in
tetragonal, or six-fold axes in hexagonal compounds, Weak or intermediate anisciropy may

also oceur in some systems, leading to the magnetic moments lying anywhere in space.

2.2.2 Different types of metamagnetic _ph_ase transitions

Systems where the CEF is the only effect acting on the 4f-shell represent a simple case of
metamagnetism. The metamagnetism in such materials occurs because of what is known as
level-crossing. For example, as a magnetic field is applied, the excited (é.e., J =1 in Fig. 2.9)
states split into feld-dependent states (except for the J, = 0 one). Of these, a subset (ie.,
the J. =1 statej lower their enérgy as field increases; as a consequence, level-crossing occurs
between a low-energy (E;j, = Epg) and a high-energy state (Bj 7, = Eg1), giving rise to a
metamagnetic transition with critical field value Heyp given by:

Ego = Ey1, oreg = e1- g 5 Herir.

Mﬁtiple transitions of this type may, in theory, oceur. Exa.mples of compounds for which
CEF level-crossing has been theoretically predicted include TmSb (Cooper, 1966), and was
experimentally observed in TmSb (Nimori, 1895), Pr metal (McEwen, 1973) and PrNi; {Ball,
1092).

The lavel-crossing case considered above corresponds to a paramagnetic system; the meta-
magnetic hehavior is greatly complicated when long range magnetic ordering is also considered.

Particularly in ferromagnetic compounds, metamagnetic transitions occur as the magnetic
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(@)

Figure 2.9 The energy levels of an ion with L = 0 and § = 1, in the
paramagnetic state: (a) no magnetic field is applied {excited
state is degenerate); (b) the degeneracy of the J = 1 state is
lifted by the applied magnetic field H, and level-crossing oceurs
at H= Hcﬁt.

field is applied parallel to the hard axis (Gignoux, 1995). The transitions are associated with
the rotation of the magnetic moments from the easy axis towards the direction of the field, and
are typically related to the sudden change of the magnetization at a critical field H,. Numerous
systems show this tybe of metamagnetism, with RZn, RAly, RRug being cnly a few examples
(Gignoux, 1995, and included references).

The case of simple antiferromagnets is of particular interest for studies of metamagnetism,
' ince it often can be understood in terms of simple theoretical models.

A special case of metamapnetism may occur in Gd-based antiferromagnetic compounds,
which are expected to be isotropic in the paramagnetic state. However, small anisotropy
(ainly of exchange origin) may exist in such compounds, which fixes the zero—ﬁéld orientation
of the magnetic moments in t.he crdered state. In low applicd ficlds, a spin-fop transition may

occur, during which the magnetic moments rotate toward a direction perpendicular to the
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applied field. This is a result of the higher perpendicular suseceptibility compared to the one
for fleld along the moments' direction. A few examples of Gd-based compounds displaying
meta.maé;net.ic transitions are GdCug (Takayanagi, 1989), GdCuy {Borembaev, 1987}, GdGas
(Ball, 1893).

As already mentioned in the case of Gd compounds, the susceptibility perpendicular to
the moments’ direction is larger than the one parallel to it in all rare carth antiferromagnetic
compounds. Thus there is a tendency of the moments o align perpendicular to the field -
direction, aven in the case of field initially applied parallel to them. However, for non-Gd based
compounds, this effect competes with the magnetocrystalline enisotropy, and, depending on

its relative magnitude compared to the exchange energy, two cases can be distinguished:

s for small anisotropy encrgy, and field parallel to the_ direction of the moments, when II
becomes higher than a crifical value the moments flop over to a configuration almost
perpendicular to the field. This results in a step in.the magnetization; as the field is
subsequently increased, the moments continuously rotate towards the direction of the

field until satm‘ation ia reached.

s in the case of strong anisotropy, for fields parallel to the antiferromagnetic direction,
magnetization remains in the same direction. As the field is increased beyond a critical
value, some of the magnetic moments antiparallel to the field flip over to becoming paral-
lel. Several such steps can be observed in the magnetization curves, until the field-induced
saturated state is reached after all momenis have been Sipped from their antiparallel 1;0

the parallel position.

When field is applied perpendicular to the direction of the moments, the magnetization
increases slowly with field towards the saturation value. However, small fields are necessary
to reach the saturated state in the case of small CEF anisotropy (and for cases where this is
the dominant anisotropy effect), whereas in the large CEF anisctropy limit, the saturation is
achieved for fields comparable to the CEF splitting.

Numerous extremely anisotropie systems displaying metamagnetic transitions are currently
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known; we can enumerate a few where only two metamagnetic transitions have been cbserved
{DyCos8iy [Twata, 1990], ErGas [Doukourd, 1982], CeZns [Gignoux, 1987]). More recently a
number compounds have been shown to have several more complex metamagnetic transition,

and they are discussed in some detail in the next section.

2.2.3 Metamagnetic transitions in tetragonal compounds with magnetic moments

in tetragonal point symmetry

Oune simple case of an extremely anisotropic antiferromagnetic compound is that of ThNisGes
(Bud'ko, 1999), a tetragonal compound with Tb ions in tetragonal peint symmetry. At low
temperatures, the crystalline electric field {CEF) anisotropy confines the local moments along
the ¢ ([001]) erystallographic axis (Ising-like system). Up to six metamagnetic transitions are
observed, with the critical field values H,;; having a 1/ cos dependence on the angle between
the applied field H and the c-axis. It is also shown that the locally saturated magnetization val-.
ues vary like M; sqe + cos 0, and from the M; a0 values, the net distribution of moments for each
metamagnetic state can be inferred. Both of these angular dependencies are a consequence of
the extremely axial nature of the CEF splitting of the ThNiaGeq ground state.

" A more complex situation is encountered when the magnetic moments are allowed more
degrees of freedom , 4.e. when the CEF anisotropy constrains them to an easy plane. This
is the case in the tetragonal compounds RNigBsC (Cho, 1996b; Canficld, 1997a,b), with R =
Tb - Er, and RAgSby (Myers, 1999a) for R = Dy. The R ions are again in tetragonal point
symmetry and the local moments are confined to four equivalent [110] or [L00] crystallographic
" directions; thus the angular dependent magnetization measurements, when the field is applied
in the basal plane, reveal the four-fold anisotropy of the longitudinal magnetization that reflects
the symmetry of the unit cell. The angular dependencies of the locally saturated magnetiza-
tions M sor and the critical fields H; could he treated by simple analysis, and plausible net
distribution of moments could be inferred for each metamagnetic phase {Canfield, 1997a,b).
As an example, Fig. 2.10a shows a subset of the M(H} T == 2 K isotherms, for various orienta-

tions of the applied field within the basal plane. Up to three matamagnetic transitions can be
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Figure 2.10 (a) HoNipB2C M(H) different field orientations within the
ab-plane; (b) H - theta phase diagram, with measured data
(symbols) and theoretical calculations (lines) based on the
four-position clock model. (Canfield, 1997b)

observed, and their corresponding critical field values H j are shown as symbols in Fig. 2.10b
as a function of the angle ¢ (with @ being measured from the closest [110] easy direction).
Kalatsky and Pokrovsky (1998) elaborated the four-position clock model, which arises di-
rectly from the fact that strong CEF anisotropy confines the magnetic mornents to four non-
collinear directions {i.e.,to T —» | «— positions). The sngular dependencies of M; ;n: and
Hg; calculated based on the above model are described by cos(6 £ ), and 1 / cos(8 == ;)
respectively, with ¢; = 0%, 45° or 90°. These values are integer or half-integer multiples of
360% / n, where n = 4 in our tetragonal system. As cen be seen in Fig. 2.10b for Hej, these
caleulations agree well with the experimentally determined critical field values in HoNigBeC;
DyAgSbs (Myers, 1999a) is another extremely planar tetragonal system with the rare earth

ions in tetragonal point symmetry, which is well-deseribed by the same model.



33

2.3 Heavy fermion compounds

2.3.1 Single ion Kondo effect

Before discussing the heavy fermion systems and their physical properties, it is appropriate
to introduce the Kondo problem of a single-magnetic impurity embedded in a non-magnetic
host. The extension of this model to the dense Konda system (i.e., a Kondo lattice) will lead
to additional features, especially at low temperatures, but at intermediate temperatures the
properties of the Kondo lattices are well-deseribed within the single-ion picture. |

A lecal minimum in the temperature-dependent resistivity of a dilute magnetic alloy (e.g.,
of Cu, Ag, Au with Cr, Mn or Fe immpurities) has been observed experimentally since 1930
{Meissner, 1930). The first theoretical explanation of this minimum (Kondo, 1964) was based
on the magnetic impurities which act as scattering centers, hybridizing with the conduction
electrons, and leading to the sereening of the local moments. Kondo's analysis gives a loga-
rithmic divergence of the low-T resistivity due to magnetic scattering, which competes with
the monotonically decreasing phonon contribution as the temperature is lowered. Whereas
this picture vields the experimentally cbserved minimum in resistivity, 'experiment-ally the
resistivity showed finite values at the lowest temperature, unlike the predicted logarithmic
divergency. This constitutes the Kondo prohlem, and varicus mcdels have been developed
as attempts to account for the observed features down to very low temperatures. One solu-
tion to the aforementicned Konde problem (Yoshimori, 1976; Mihély 1978) yields a quadratic
temperature-dependence of the resistivity at very low temperatures, quelitatively illustrated
in Fig. 2.1la: the logarithmic increase as the temperature decreases is observed down to a
characteristic Kondo temperature T, emphasized by the vertical dashed line. Below Tg,
.1;he resistivity shows a quadratic saturation as T — 0. The Kondo temperature Tx separates
the local moment regime (T 3 Tg) from the compensated magnetic moment regime at low
temperatures.

The calculated susceptibility for a diluted Kondo system (Wilson, 1975) yields a cross-over

from a quasi-free behavior of the magnetic moments at T 3» Tr, to a bound state for T <
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Figure 2,11 Low-temperature hehavior of (a) resistivity, (b) susceptibility
and (c) specific heat of a diluted Kondo system

Tx (Fig. 2.11b). A full quenching of the magnetic moment in the low temperature regime
manifests as a weakly T-dependent susceptibility below T'x.

Rajan (1983) caleulated the specific heat of a single-impurity system, and the result is
sketched in Fig. 2.1lc: a maximum occurs in Cp around a characteristic temperature T,

whicli is typically slightly higher than Ty . For diluted systems, the low-temperature specific
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heat was shown to be linear in T (Desgranges, 1982). The entropy associated with the impurity

contribution tends, for very high temperatures, to R In 2.

2.3.2 Physical properties of beavy fermions

The heavy fermion materials are a subset of the felectron intermetallic compounds, asso-
ciated with multivalent (e.g., capable of hybridizing) rare earth ions, like Ce, ¥Yb and U, and
to lesser extent Sm and Fu, and they can be described in terms of a Kondo lattice model.
At high temperatures (T > Tg), their observed properties may be described based on the
single-impurity picture. The relevant physics for the heavy fermions occcur at low terﬁper—
atures, where the local moment is partially or totaly compensated. Their electronic specifie
heat cocfficicnt -y is anomalously large in the low temperature limit, with correspondingly large
Pauli paramagnetic susceptibility x. The ratio of the magnetic susceptibility to the electronic
specific heat coefficient in the limit T — 0 K, the so-called Wilson-Sommerfeld ratioc B =
(m2k% /12 ) (x(0)/4(0)), is unity in the case of non-interacting electrons; for heavy fermion
systems this ratio is typically closer to 2.

At high temperatures, these compounds exhibit local moment behavior, as indicated by
Curie-Weiss susceptibility with Curie constant corresponding to that of the Hund’s rule ground
state of the f element. The resistivity at high temperature is typical of metallic compounds
{~ 100 wSd em), but often less temperature dependent than for their non-hybridizing neighbors
{i.e., for R = Tm or Lu in the case of Yb-based compounds). A prominent sign of a Kondo
lattice state is the fact that, at low temperatures (T < Tg), p(T') rapidly decreases with
temperature, and for very low temperafures (i.e., below a ”coherence temperature” T}, it
becomes quadratic in T, characteristic of Fermi-liguid like F1L behavior.

As the temperature is lowered, in local moment systems the Eln 2 entropy (for a CEF dou-
blet ground state) is being remaved by magnetic ordering; in the limit of strongly correlated,
- heavy fermion systems (with no magnetic order), the Rln 2 entropy is released c_ontinuously be-
low the Kondo temperature (where the magnetic moment is quenched). An interesting behavior

is anticipated in-between these extreme cases: around a critical value (J N(Ep)})eit of the J
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N(Er) parameter, there is a competition between the long-range magnetic order of the uncom-
pensated moments and the low-temperature compensated state (Doniach, 1977a), as llustrated
in Fig. 2.12. The exchange interaction between the magnetic moments is characterized by the
RKKY temperature Trixy o« J2N(Ep); the Kondo temperature Tx e~ WWIN(EFY ip.
creases faster than Tryky, resulting in a local maximum in the ordering temperature Tpy
(Fig. 2.12), followed by a drop in Ty around J N(Eg)}crip. This may lead to a quantum phase
transition at T = 0, with the possibility of tuning the pa.ramefer J N(Ep) via a number of
control parameters (substitution, pressure, magnetic field). Whereas substitution is a discon-
tinuous tuning parameter (pressure being essentially discontinuous as well), the magnetic field

offers the advantage that it can be varied continucusly.
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Figure 2.12 Doniach’s phase diagram.

2.3.3 Quantum critical phase transitions in heavy fermians

As already mentioned, it is believed that the Kondo lattice picture describes the non-

magnetic ground state, large quasiparticle effective mass {manifested through enhanced «y val-
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ues) and curious temperature dependence of the résistivity of heavy fermion compounds {Hew-
gon, 1997). This model describes how the local moment is screened out or partially compen-
sated as the temperature falls below a characteristic Kondo temperature Ty = D e/ IN(EF )*D,
where D is the conduction electrons band width, N(Er) is the density of states at the Fermi
level, and I is the local spin-conduction electron coupling. A competition between the low-
temperature compensated state and the magnetically ordered state of the uncompensated
moments is obvicus and points toward the possibility of quantuin critical phese fransitions.

In contrast to a classical phase transition at finite temperatures, driven by temperature
as a control parameter with thermal fluctuations, a quantum phase transition is driven by a
control parameter C other than temperature {e.g., C = pressure, doping or magnetic ficld)
at T = 0, with quantum mechanical fluctuations. Such a control parameter tunes the system
from a magnetically ordered state towards a (magnstically) disordered state, at zero temper-
ature, crossing a quantum critical point. Due to the hybridization of the 4f electrons and the
conduction electrons in heavy fermion HF s'ystcms, which can be modified by any one of the
aforementioned control parameters, the HF compounds are very sunitable to study quantum
critical behavior. Moreover, close to the critical value Cgy which drives the ordering temper-
ature close to zero, pronounced deviations from the Fermi liquid-like FL behavior can oceur.
This has been cbserved in a large munber of HEF systems where C = doping or pressure, and
only a few doped systems have been field-tuned through a QCP (Stewart 2001). YbRhsSi,
(Trovarelli, 2000; Gegenwart, 2002; Ishida, 2002; Paschen, 2003; Paschen, 2004) was the first
stoichiometric Ybh-based HF compound in which a field-induced quantum critical point QCP
has been observed, with only two more such compounds {subject of this study), YbAgGe [Bey-
ermann, 1998; Katoh, 2004; Morosan, 2004; Bud’ko, 2004; Bud’ko 2005} and YhPtIn [Morosan
2005a], known to date.

Non-Fermi liquid like NFL behavior can often be observed in HF systems undergeing a
quantum phase transition. Experimentally, such NFL behavior involves logarithmic diver-
gence of the specific heat C/T ~ —InT, and linear temperatura dependence of the resistivity

Ap ~ T at the lowest temperatures, and for intermediate field values (i.e., just above the
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critical field of the QCP). For higher fields, the Fermi-liquid state is typically recovered, as the

low-T resistivity becomes quadratic in T.
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CHAPTER. 3. Hexagonal intermetallic compounds

3.1 Search for hexagonal RE—tompounds with planar metamagnetism

Initially thought to be improbable, angular dependent meta.ma.gﬁetism in extremely planar
systems is now an accepted dnd understandable event in tetragonal compounds (Canfield,
1997a,b; Budko, 1999; Myers, 1999a); but this has not yet been well studied in hexagonal
compounds. This was the motivation for the extensive search for hexagonal compounds suitable
for a similar study of angular dependént metamagnetism. We embarked on & search for single
crystals of compounds with unique crystﬁl]ographic site for the rare earth ions and ardered
lipand sites. In addition, the compound needed to have extremely planar magnetization with
distinet in-plane metamagnetic transitions.

Qur numerous atternpis to prow single crystals of such systems had mixed results, and they
are summarized in Table 3.1. These are only a ﬁact?on of the hexagonal compounds which
could potentially meet the criteria for our proposed study. As it is readily apparent from the
table, we succeeded in growing single crystals of the right phase for a limited nmnber of series
we tried, of which very few met our criteria: the RaZnyy, RTSn (T = Ag, Au}, RGay did not
show extreme planar anisotropy or anisotropy within the basal plane; ThAuln was extremely
planar, with high T'x (~ 35 K), but we could not optimize the growth to completely eliminate
the growth of a second phese (TbAus).

The growths of RPtIn and RAgGe produced well-formed single crystals. Since all of the
existing reports on these two series were based on polycrystalline samples {Baran, 1998; Gibson,
1996; Watson, 1995; Zaremba, 2001), we have expanded the symthesis of single crystels to
include most of their heavy rare earth members, R =Y, Gd - Lu for RPtIn, and R = Tb - Lu

for the RAgGe series. The heavy RAzGe and RPtIn compounds are stoichiometric materials,
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© crystallizing in the hexagonal ZrNiAl structure, space group P 6 2 m, # 189. This represents
an ordered variant of the FeoP family, having three rare earth ions in the unit ccll positioned at
unique sites with orthorhomEiC point symmetry (m 2 m). Anisotropic physical properties and
the existence of metamagnetic transitions in many of these compounds rendered the two series
as very interesting for a study of local moment physics. Moreover, the ¥Yb members of both
RAgGe and RPtIn series appeared to be promising hesvy fermion compounds for studying the
preperties of strongly correlated electron systems.

Table 3.1 Summary of attempted growths of hexagonal compounds with
unique R site having different point symmetries.

Compound | Archetype Point Results
Symmetry
RCuSn AlB» Hezagonal Unidentified phases
RNizAlg ErNizAlg Trigonal No crystals; unidentified phase
. RsXqr ThsNiyz/ o/ reported phases, one with 2 R sites
(X = ZnFe, | ThoZngy Heazagonal in unit cell;
Co) ferromagnetic ground state for X = Fe, Co
RInZn Calng Hexagonal RoZni7 or Ring (cubic)
RGas | LiGaGe Trigonal No/Reduced in-plane anisotropy
RTSn Hexagonal plates, no in-plane anisotropy
(T = Ag, Au) ‘
i RCuSi InNi, Trigonal Unidentificd phases
RPtaln YPizIn Hezagonal RPt (orthorhombic); dendritic crystals
(unidentified)
BALGe; LagQg Triganal RAlIGe (orthorhombic)
RAINi Mgidng Trigonal No erystals; unidentified phase
RTIn T == Pi: ThPtln
(T = Au,Cu, T = Au: two phases (RAuln and RAug)
Ni,Pd,Pt,Rh) FeP Orthorhombic T = Cu,Ni,Pd,Rh: Cubic crystals
RAgX {ZrNiAl) X =Ge: TmAgGe
(X = Ge,Mg, X = Mg: RyAgsMgs; RAgs
Pb) X = Pb: RsPby; unidentificd phases

. Two isostructural compounds, TbhPtln and TmAgQ(e, met the requirements for our de-
sired study of angular depefldenf metamagnetism: unique rare earth site, ordered ligands,
extremely planar magnetization, and in-plane anisotropy snd metamagnetism. These obser-

vations, combined with our experience with the four position clock medel that was developed
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for the tetragonal compounds with rarc carths in tetragonal symmetry, lead us to propose a
similar model for these FesP-type compounds: the three co-planar Ising-like systems model,
which consists of three Ising-like moments per unit cell, with their Ising exes within the basal

plane and rotated by 60° with respect to each other.

3.2 .FegP-type hexagonal compaounds

3.2.1 RAgGe

The RAgGe compounds (R = Y, Sm, Gd - Lu) have been reported by Gibson et al.
(Gibson, 1996) to crystallize in the hexagonal ZrNiAl-type structure. We were able to grow
most of these compounds in single crystalline form, with the exception of YAgGe, SniAgGe
and GdAg.Ge. Attempts to grow the former two compounds out of solution failed to yield
any crystals, whereas trying to grow the Gd member of this series, we obtained GdzAg,Gey
(Morosan, 2004).

{b)

® o » °
@ °9
@ .3 s

¥ @

VN 2 @09 @

Figure 3.1 (a) Crystal structure of RMX compounds, with R = rare carth,

: M = Ge, Pt and X = Ag, In; (b} projection along the c-axis,
with R-large purple and M-medium green circles, from the z=0
RsM layers, and M-small green and X-small orange cireles from
the z=0.5 MyX3 layers.

The crystal structure {Fig. 3.1) of the RAgGe compounds can be viewed as alternating

RaGe and AgyGes layers stacked along the c axis, shown as & c-axis projection in Fig. 3.1b.
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The atomic positions are given in Table 3.2 for DyAgGe.

- Table 3.2 Atomic positions of DyAgGe (Gibson, 1996)

Wyckoff site X v z

R 3f 0.5827 0 0
Ge(1) 2d 1/3 2/3 1/2

Ge(2) 1o 0 0 ¢
Ag 3g 0.2493 0 1/2

In Fig. 3.2, the volume and the dimensions of the unit cell across the series are shown
" a5 a function of the R3* ionic radii. Both the a and the ¢ lattice parameters decrease as the
series progresses towards heavier rare earths, resulting in the expected lalnthanide contraction
[Shannon, 1976], indicated by the dotted line on Fig. 3.2a. Throughout the series the afc
ratio is nearly a constant 1.7. YbAgQe falls close to the monotonic decrease of the unit cell
parameters, consistent with the Yb ion being essentially trivalent at room temperature in this

compound. In Table 3.3 the values of the lattice parameters and the unit cell volume are

explicitly given.

Table 3.3 Lattice parameters, the a/c ratio and cell volumes of the RAgGe

series of compounds. (Morosan, 2004)

R a(A) c(A} ajc Vol (A%)
Th 7.13 4.29 1.691 185.75
Dy 7.09 4.20 1.690 182.93
Ho 7.08 4.18 1.603 181.39
Er 707 4.17 1,694 180.55
Pm 7.08 4.15 1.702 178.77
Yh 7.06 4.15 1.701 178.92
Lu 7.03 4.13 1.703 176.46
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Figure 3.2 Unit cell volumes and lattice parameters for RAgGe, R = Tb -
Lu as a function of R+ ionic radius (bottom axis) or rare earth
(upper axis).

3.2.2 RPtIn

All members of the RPtIn series have been reported to form with the aforementioned
ZrNiAl-type structure (Ferro, 1674; Galadzhun, 2000; Zaremba, 2001), with the exception
of EuPtIn. These cryst.allographic reports were based on measurements on polyerystalline

samples. We succeeded in growing stoichiometric single crystals of the R =Y, Gd - Tm, Lu
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members of this series using the flux growth method. In the case of Yb, the solution-grown
_ crystals had to be grown from a different initial stoichiometry, and this yielded erystals with a
small Pt-deficiency; hut sin gle crystals of the stoichiometric YbPtIn system were finally grown

using an on-line melt technique, as described in the ”Crystal growth” section.

Table 3.4 Atomic positions of ThPtIn (Galadzhun, 2000)

. Wyckoff site x v A
R 3f 0.4070(2) 0 0
Pt(1) 2d 1/3 2/3 1/2
Pt(2) la ] 0 0

In 3g 0.7413(2) | © 1/2

Table 3.4 gives the atomic positions of the ThPtIn member of this series (Galadzhun 2000).
. Fig. 3.3 shows the lattice parameters and the unit cell volumes for the RPtIn compounds. Sim-
ilar to the case of RAgGe, the unit cell volume of the RPtIn compounds (Fig. 3.32) gencrally
follows the expected lanthanide contraction {as shown by the dotted line), as does {to a lesser
extent) the ¢ latti-:;.e parameter (Fig. 3.3b). However an apparent non—ﬁonotonic change of
the ¢ parameter is noticeable in Iig. .3.3c, and thers is also considerable scattering of the a
and ¢ values determined from the Rictveld refinement using Rietica software. Consequently
the error bars for the lattice parameters and the unit cell volume are also shown.

Table 8.6 Lattice parameters and cell volumes of the flux-grown RPtIn

compounds, R = Gd - Lu {Morosan, 2005b) ({* the on-line grown
YbPtln compound).

R a{4) c(4) ol (A®%)

Gd 7.558 + 0.018 3.922 + 0.018 194. 01 + 1.809
Th 7.556 £+ 0.018 3.870 + 0.020 101.33 + 1.779
Dy 7.550 + 0.020 3.845 + 0.025 189.82 + 2.240
Ho 7.525 + 0.025 3.825 £ 0.025 187.50 + 2.472
Er 7.406 + 0.026 3.806 + 0.016 185.22 + 2.068
Tm 7.535 4 0.0156 3.790 £ 0.010 186.37 -+ 1.248
Yh 7.535 + 0.025 3.768 £+ 0.012 185.28 + 1,180
Yb*) 7.548 £+ 0.012 3.762 + 0.010 185.71 + 1.015
Lu 7.405 + 0.015 3.760 £ 0.010 182.91 <+ 1.231

In addition, the B. = Tm and Yb volumes appear to deviate slightly from the monotonic
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Figure 3.3 Unit cell volumes and lattice parameters for RPtln, R = Gd -
Lu as a function of R®** ionic radius (bottom axis) or rarc carth
(upper axis).

decrease across the series; whereas this could indicate, at least for B = Yb, a trend toward va-
lence 2+ for the rare earth ions, the magnetic measurements were consistent with the presence
of magpetism in the respective compounds, associated with trivalent R jons. Even though a
plausible explanation could lie in the site-disorder observed for the flux-grown YhPtIn system,

it is invalidated first by the fact that the values shown in Fig, 3.3 with the respective error bars
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also encompass the values determined for the ordered YbPtln compound; secondly, no site-
deficiency could be detected for the other compound that shaws comparable deviation from the
lanthanide contraction, namely the TmPtIn system. The values of the lattice parameters and

unit cell volumes are given in Table 3.5, including the ones for the two types of Yb compounds.
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CHAPTER 4. Experimental methods

4.1 Crystal growth

. Although polycrystalline sa.mi)]es may be used for preliminary characterization of the physi-
cal properties of new materials, high-purity single erystals are essential for detailed analysis. In
particular, compounds with rare earths in non-cubic point symmetry frequently possess strong
anisotropies of the magnetic properties and electronic structure. In a polycrystalline sample,
the random orientation of the microscopic grains can average out any such anisotropies. In ad-
dition, many measurements require large samples with crystallographically well-ordered, such
as neutron or magnctic ¥-ray diffraction. The quality of single crystal samples is generally
Superi-or to polycrystalline samples, sinece single crystals do ﬁot possess grain boundaries. The
amount of impurities, which are often present between the grains of polycrystalline materials,
are substantially reduced, due the much smaller surface area to volume ratio of single grain
crystals. In addition, due to rapid cooling and crystallites growing against each other, it is
possible that great amounts of siress and strain are present in polycrystalline materials, and
these are typically reduced in well-formed single crystals.

Numerous techniques are presently employed in order to grow single crystal samples, and
the utility of each varies greatly. Thorough reviews of meny of these methods may be found in
Pamplin (1975) and the references therein. Some examples of crystal growth methods include
the Bridgeman, Czochralski and zone refining methods, which are essentiel to the semicon-
ductor industry since they can produce large, very high purity silicon, germanium and gallium
arsenide single crystals. Unfortunately, most of these methods require the composition of the
melt to be the same or very close to that of the desired product, constraining these methods

to the synthesis of congruently (or near-congruently) melting compounds. Furthermore, the
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. starting components must be heated above the melting temperature of the target compound,
which may easily be above the working range of available furnaces and crucibles. Finally,
the vapor pressures of the constituent elements may become appreciable at these very high
temperatures. For instance, the vapor pressures of some of the rare earth elements, such as
samarium, europium and ytterbium, become large at temperatures above 900°C, leading to

chemical reactions with the crucibles as well as a loss of steichiometry.

One of the most versatile methods which allows for some of the above problems to be

avoided is growth from high-temperature solutions. An extensive averview of many of the
‘metheds of erystal growth from high-temperature solutions may be found in Elwell and Scheel
(1975). The solvent in this high-temperature solution is fregquently called a flux, since it
produces lower melting temperatures than those of the starting components. At high temper-
atures, all of the constituent elements are dissolved in the flux. As the temperature of the melt
decreases, the soluhlility of the target compound decreases, forcing the desired compound to
precipitate out of the solution. For low enough cooling rates, the growth process oceurs via a
series of quasi-thermodynamically stable stages, which typically yields crystals relatively free

of strains (Fisk, 1989; Canfield, 1992; Canfisld 2001).

4.1.1} Growth of ternary compounds from self-flux

Among the key factors to be considered for an.initial flux growth are: an appropriate
solvent for the desired compound, optimal initial concentrations and minimum temperature
for a fully-liguid phase to be rcached, as well as the lowest temperatures for which the selvent
is still liquid, after the crystal growth has occurred. The last requirement is mandatory in
order to be able to isolate the grown crystals out of the flux via centrifugal force: spinning off
the flux. Other methods for removing the crystals from the flux would be chemical etch {which
often carries the risk of the etchant attacking the crystals) or mechalﬂcal removal of the flux.

Tt is almost always preferahle to use as flux for solution growth excess of one ar mare of the
constituent elements of the desired compound. One important reason is that, by introducing

no additional elements to the melt, the number of potentially undesired phases that may result
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is reduced. However, it is not always practical to employ the self-Aux growth method, because
of too high melting temperatures, or lack of exposed liquidus-solidus surfaces. A number
of elements have been reported to lower the temperature of certain liquid solutions (Canfield,
1992), each of them being a preferred flux when they do not form high-temperature compounds
with elements of the target material.

Numerous binary phase diagrams have been experimentally constructed for many elemental
pairs, and theoretically proposed for others. They provide an initial map of the composition
and temperature space for ternary (or higher) growths, allowing one to estimate the optimal
profile for growing a given material. A much smaller number of ternary phase diagrams, snd
only a limited subset of their isothermal cuts, are currently available. When they do exist,
these are also useful tools both for growing binary compounds out of & third elemental flux, or
for self-flux ternary solution growths.

" In cases where the ternary phase diagram is not available, the three binary phase disgrains,
pairing each two of the three elements of the desired compound, are often very useful. Such an
example is the growth of DyvAgGe out of excess Ag-Ge. Thé Dy-Ag-Ge ternary phase diagram
is not known, but detailed binary phase diagrams (Dy-Ag, Dy-Ge and Ag-Ge) are available
(Fig. 4.1a-c). No other ternary compounds with Dy, Ag and Ge are reported to date (or with
any other rare earth), but the DyAgGe phase. The lack of ternary phases other the desired
one is advantageous for growing this compound (i.e., there are fewer potential second phases).
In the Ag-Ge diagram (Fig. 4.1c¢) there is a broad eutectic with composition Agp.sGeo.2s
at a temperature around 650°C. This was used as the concentration of the flux for several
attempts, as well as a slightly more Ge-rich concentration (around Agg spGeg.40). Based on the
qualitative (erystal size, morphology, amount of residual flux on the surface) and quantitative
(powder x-ray diffraction, resistivity, magnetization) analysis of the resulting crystals, it was
concluded that the eutectic concentration was the optimal initial dilution for growing DyAgGe.
A solution with initial composition of Dyg.oe( Apo.75Gep.25)0.91 Was used to obtain well-formed
hexagonal rods of DyAgGe. |

Pig. 4.1d 1epresents a schematic Dy-Ag-Ge ternary phase diagram, showing the reported
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. binary compounds (small crosses) and the desired DyAgGe system (black star). The bottom
arrow points to the Ag-Ge eutectic concentration, whercas the starting ternary composition

which was used for the optimal growth is indicated by the large dot.

4.1.2 Experimental Technique for Flux Growth

In most cases, the starting materials were placed inside a 2 ml or 5 ml alumina crucible,
called the "growth crucible” [Fig. 4.2]. Another crucible, called the "catch crucible”, is filled
two-thirds full with quartz wool and placed inverted on top ef the growth erucible. The
crucibles were subsequently sealed in a quartz ampoule, under partial argon pressure, which

limited the maxirmmm temperature of the growth to 1200° C (when quartz starts to soften).

1200 i
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— i 1 tube
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Figure 4.2 (a) Temperature profile for the growth of single crystals of
DyAgGe from an Ag-Ge flux. At about 110 hours, the am-
poule is removed from the furnace and the remaining flux is
decanted from the desired crystals. (b) diagram of the ampoule
used for crystal growth (see text).

After allowing the liquid solution to homogenize for a couple of hours at the high tem-
perature, the ampoule is slowly cooled to the desired temperature, at which the flux must be
decanted from the growth crucible. This is done effectively by quickly removing the ampoule

from the furnace and inserting it inverted into & centrifuge. During the spin, the quartz wool
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in the catch crucible acts 2s a strainer which allows the excess flux to flow to the beottom where
it solidifies, and holds any crystals that may have detached from the growth crucible.

Fig. 4.2 also illustrates the growth profile used for growing most of the RAgGe single
crystals (R = Dy - Tm, Lu). After initially heating the ampoules to ~ 1200 C, they were
slowly cooled to 850" - 825° C. After decanting the excess flux, thin hexagonal rods with the
c-axis elong the sxis of the rod were obtained. T'wo noteworthy modifications to this growth
procedure were (i) YbAgGe which was coocled to 750° C before decanting, and (ii) TbAgGe for
which an initial melt stoichiometry of Thy.os(Ago.s5Geo.15)0.01 Was necessary for better quality

crystals. A typical hexagonjal rod is shown in Fig. 4.3.

Figure 4.3 Single crystal of YbAgQe, with approximate dimensions
0.4 x 0.4 % 3.0 mm®. Hexagonal rod geometry evident (three of
the six possible facets are visible here); a few AgGe flux droplets
can be seen on the surface of the erystal.

Similar procedures were used for growing most of the RPtIn single crystals (R =Y, Gd -
Tr, Lu). Initial concentrations were typically RyPt Inj_g;, with & = 0.06 — 0.10, making
use of the low-melting In as a self-flux. In most cases the ampoules were initially heated up fo
~ 1200° C, and then slowly cooled down to ~ 800° C, over 50 to 100 hours. Subsequently,
the excess liquid sclution was decanted, and the resulting hexagonal rods were, if necessary,

quickly etched in concentrated HCI to remove residual flux from the surface. Higher decanting
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temperatures (i.e., above 1000° C) were necessary for R = Y, Gd and Er, whereas in the case
of TmPtIn the temperature interval for which best crystals were obtained was lower (between
1100% C to 750% C). In some cases, thé hexagonal rods had hollow channels in the center,
sometimes with flux inclusions. We succeeded in optimigzing the grawth of ThPtin by using
faster cooling rates (i.e., 400° C / 50h); this yielded only well-formed, full, hexagonal rods,
whereas when slowing down the cooling process hollow crystals were obtained together with
full, smaller ones. Slight modifications of the initial concentrations and/or growth profiles for
- Dy, Ho or Er didn't totally eliminate the formation of hollow rods, but 100 % dense samples
could easily be found; however, the cooling rates that gave the best crystals were 400° C /
100h for R = Dy and Ho, and 200° C / 100h for R = Er.

4,1.3 Growth of YbPtygsIn and YbPiIn compounds

A drastic modification of the above growth procedure needed to be made in order to grow
the R = Yb member of the RPtIn series out of liquid solution. The best resulis were obtained
by starting with & YbgsPtg1lngs initial composition. Such a large amount of rare earth is
likely to react with the alumina crucible at high temperatures, and f:ontaminate or alter the
stoichiometry of the melt. Therefore the growth and the catch crucible were replaced in this
case by a tantalum ampoule: one end of a Ta tube was sealed with a cap of the same material.
After placing the constituent clement in the Ta crucible, a Ta strainer {a second Ta cap in
which small holes have been drilled) is placed approximately in the middle of the tube. A
third Ta cap is welded on the upper end of this ampoule, resulting in the so-called 3-cap Ta
crucible (Canfleld, 2001). This is then sealed in quartz under partiél argon atmosphere, to
prevent the oxidation of the Ta tube at high temperatures. The ampoule is heated up to 1190°
C, and then slow-cooled to 1000° C over ~ 100 hours. When the inverted ampoule is pla;::ed
in the centrifuge, the empty side of the Ta tube acts as the catch crucible, whereas the strainer
separates the crystals detached from the growth side from the spun flux.

The resulting erystals had & smell Pt-deficiency on one of the two Pt sites in the unit cell,

leading to a stoichiometry closest to YbPtggeln (see Chapter 9 for details).
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Another growth procedure, on-line melt, was also used to preduce YhPtIn crystals (Trovarelli,
2000). Polycrystalline samples were prepared By placing stoichiometric amounts of Yb, Pt and
In in a Ta crucible, which was than sealed under Ar atmosphere. The ampoule wes than
briefly heated up to 1650° C; after allowing the mixture to homogenize for a few minutes, it
was quickly cooled to room temperature. Subsequently the Ta ampoule was sealed in a quartz
tube, and heated up to 700° C; the samples were then annealed at this temperature for 120

- hours. Numerous small single crystals of YbPtIn {with the exact 1:1:1 stoichiometry in this
case} were visible in the polycrystalline melt, highly intergrown, and mostly embedded in the
. solidified matrix. However, a few small rods viere extracted from the surface of the matrix.
These samples were shown to be stoichiometric YbPtIn.

This difference in Pt-occupancy between the flux and on-line grown samples is consistent
with YbPtIn having a small width of formation extending towards the Pt-deficient side; given
that the initial melt composition is very Pt-poor (i.e., Yby4Ptg1Ings), it would be senlsitive

to such a small width of formation.

4.2 Measurement methods

4.2.1 Magnetization measurements

Mapnetic measurements were performed in a Quantum Design Magnetic Properties Mea-
surement System (MPMS) SQUID magnetometer (T = 1.8 - 35¢ K, H,,. = 55 or 70 kG).
Since for these measurements, the samples were manually sligned with respect to as-grown
facets or edges, it was important to have well-formed, clean single crystals. This required large
crystals to be used, whereas the upper limit of the calibrated range of the MPMS instrument
(i.e., 1.25 emu) restricted us to using magnetic samples with masses of 20 mg or less. For
the non-magnetic compounds, samples with masses up to 100 mg were used ta optimize the
acquired signal in such low magnetization materials. For magnetic compounds, the use of
the largest possihle sample masses within the limitations of the measuring instrument slso
offered the advantage of smaller relative weighing errors; in turn, this minimized the errors of

the absolute magnetization values which were often crucial in the interpretation of our data.
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Qccasionally, residual flux was removed from the surface of the crystals, either mechanically
by scraping with a metal scalpel (which was often enough for the RAgGe compounds), or
chemically, by etching in acid solution (as was necessary for some RPtIn ﬁrystals).

Given the rod-like geometry of both the RAgGe and RPtln crystals, for H || {0 0 1]
measurements, the samples were mounted between two straws, with the rod axis parallel to
the straw axis. For measurements with the field parallsl ta the hexagonal plane, one facet of
the rod was typically glued to a plastic disk; subsequently, the disc was inserted horizontally
inic the straw, in which case the measurements would be performed for field perpendicular to
the as-grown facet. In addition, the sample mount allowed us to measure anisotropic in-plane
magnetization, by rotating the disk 90° inside the straw, with respect to the (horizontal) axis of
the rod. Because of the hexagonal symmetry, this effectively rotated the crystal by 30° { = 909
= 600) with respect to the direction of the field. The plastic disks were measured separately,
and their (small) centribution was subtracted from the overall signal whenever a disk was
used for sample measurements. Typically we refrained from using disks for measurements
on non-magnetic samples, In order to avoid additional erro-rs introduced by subtracting their
corresponding two small signals.

Additional measurements of the high field DC magnetization of ThAgGe were carried out
with a vibrating sample magnetometer in a 180 kG superconducting magnet (National High
Magnetic Pield Laboratory - Los Alamos Focility), whereas for measurements up to 140 kG
performed on a number of samples we used the extraction magnetometer in a Quantum Design
Physical Properties Measurement System (PPMS). For the former experiments the samples
| were glued to a thin quartz rod, similar to the previously described disk and straﬁr mount which
was used to align the samples in the latter case; occasionally, a longitudinal hole was drilled
through the disk, which allowed us to mount the rods inside, for H || ¢ measurements. This
was particularly useful in cases where, in this field orientation, the samples were susceptible
to large torques at the highest fields.

Angular dependent magnetization measurements have been performed on the TmAgQe,

TbPtIn and Ho,Y;_Ptln {(x = 0.04) compounds. For these measurements, the angular
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position of the samples was controlled by 2 specially modified MPMS sample holder which
allowed for the rotation of the sample so that either the [001], {100] or [120]-axis stayed per-
pendicular to the applied magnetic ficld. In order to avoid torque on the rotator due to the
extreme anisotropy of the samples , small mass samples (i.e. m = [0.40 £ 0.05] mgin
the case of ThPtIn, m = [0.54 + 0.05] mg for TmAgGe, and m = [2.40 + 0.05] mg for
Ho, Y1 ,Ptin) were used for the angular dependent measurements. To correct for the larger
relative weighing errors that result from such small masses, we used a 13.55 mg ThPiIn sample,
2 2.40 mg TmAgQe sample, and 2 35.0 mg HozYl_.thIn sample respectively, to measure M{H)
curves for field along the primary crystallographic directions; the small-mass rotator data was
nermalized to the larger-mass data sets for the key directions. Whereas some errors are still in-
troduced by this norﬁlalization due to the manual orientation of the large samples, the angular
' accuracy with which we are able to arient them is probably within 10°, The various M(H, 8)
measurements on the smaller samples were than calibrated using the data for the larger mass
pieces; this is believed to be very accurate given that the angular uncertainty in the rotator is
less than 19. There is additional uncertainty introduced by possible misalignment of the small
piece with the c-axis exactly perpendicular or perpendicular to the applied field {due fo the

construction of the sample holder, this misalignment shouldn’t be more than 10%).

4.2.2 Resistivity measurements

The electrical resistance in zero and applied field was measured using a standard AC four-
probe technique. These measurements were performéd gither in the QD PPMS-9 or 14 instru-
ment using the ACT option, or using a Lincar Research LR-700 AC resistance bridge (f = 16
Hz,1=10.3- 3mA) in the magnetic field -temperature environment of the QD MPMS system.,
The He-3 aption of the QD PPMS-14 allowed us, when necessary, to extend cur transport
measurements down fo T = 0.4 K, whereas the minimum temperatures reached in all other
instruments was close to 2 K, and the maximum used temperature was 300 K. Platinum wires
were attached to the samples with Epotek H20E silver epoxy, and cured at 120° C for ~ 30

minutes. Typical contact resistances were hetween I and 2 0. Hince most samples were thin
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hexagonal rods, the current was always flowing parallel. to the c—axis;. we therefore measured
transverse (H | ) magnetoresistance when the fleld was applied within the basal plane, or
longitudinal (H || {) for field along the c-axis. '

Hall resistivity measurements were performed on single crystals of YbAgGe, TmAgGe, Lu-
AgQGe and YbPtIn. The samples were polished down to a plate-like shape, and four Platinum
leads were attached with silver epoxy. Except for the case of YbAgGe, the. sample geometry
also restricted the Hall resistivity measurements only to the field applied within the hexagoﬁal
crystallographic plane (# || eb). The Hall resistivity sz (H,T) was measured for field perpen-
dicular to both the current and the Hall voltage directions. In order to minimize the inherent
(small) misalignment of the voltage contacts, these measurements were taken for two opposite
directions of the applied field, H and -H, and the odd component, {pg(H) - pg(-H))/2 was

taken as the Hall resistivity.

4.2.3 Specific heat measurements .

Specific heat measurements were made using the heat capacity opticn of the Quantum
Design PPMS-9 or 14; as for the transport measurements, specific heat data was often collected
for temperatures down to 2 K, but in some cases we used the He-3 option of the QD PPMS-14
system to reach tefnperatures down to 0.4 K. A relaxation technique was used for the specific
heat measurcments, in which the sample is briefly heated and then allowed to ceol. The
thermal response of the sample is then fit over the entire temperature response using a model
that accounts for the thermal relaxation of both the sample and the sample platiorm. The
samples were attached to the heat capacity platform with Apiezon N grease. The thermal
response of the platform and grease was measured separately for the appropriate field and
temperature ranges, to allow for the subtraction of this component from the final measurement.
. To achieve maximum accuracy within reascnable time copstraints, the system was typically
allowed to cool for two time constants. Thermal contact with the environment was minimized

by evacuating the sample chamber to approximately 0.01 mTorr.



4.2.4 X-ray diffraction measurements
4.2.4.1 Room-temperature powder X-ray diffraction measurements

- X-ray diffraction patterns were taken at room temperature on pulverized single crystals to
verify whether any impurity phases were present in the samples and to determine/confirm the
unit cell dimensions. A conventional tube source was uscd to obtain the patterns in flat plate
geometry using CuKe (1.5406 A) radiation. Ty;pical measurements consisted of scans with 2
8 between 20° and 90°, data being recorded every 0.02°. The collected data was subsequently

analyzed using the Rietica Rietveld refinement program.

4.2.4.2 Single Crystal X-ray Diffraction

Single crystal X-ray diffraction measurements were performed on fux grown samples of
RPtlu, R = Tb, Tm and Yb, and an on-line grown YbPtln single crystal. Small single crystals
{with typical sizes around 2 x 5 x 10 um®) were extracted from the flux and on-line grown
samples. Room—temperéture X-ray diffraction data were collected on a STOE I[PDSIIL image
plate diffractometer with MoKe radiation, and were recorded by taking 1° scans in 4 in the full
reciprocal sphere. The range of 2 8 extended from 6° to 63°. Numerical absorption corrections
for both crystals were based on crystal face indexing, followed by a erystal shape optimization.

Structure solution and refinement were done using the SHELXTL program.
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CHAPTER 5. Thermodynamic and transport properties of the RAgGe
(R = Th - Lu) single crystals*

5.1 Introduction

Ternary intermetallic compounds R-T-M, with R = rare earth metals, T = transition
metals, M = metals of the p block, have raised a lot of interest in the past years, given their
structural complexity and their greatly varying physical properties. Studies of the anisotropic
properties of such materials, with the R in tetragonal point symmetry, revealed anisotropy {in
some cases extreme) in members of the RAgSbs {Myers, 1999b) and RNiaGes (Bud’ke, 1999)
series, as well as in the well known quaternary RNipBoC compounds, for R=THEr {Canfield,
1997b; Cho, 1995; Cho, 1996a,b; Canfield, 1998). The sirong crysta!line' electric field (CEF)
anisotropy confines the moments either along the c-axis of the tetragonal unit cell (i.e., in
TbNipGea, ErAgSba, TmAgShy), or to the basal plane ab (in ErNisGes, DyAgSbs and the
aforementioned RNipBoC compounds), and metamagnetic transitions occur in the majority of
these malterials.. |

In addition to metamagnetism, hybridization of the 4 moments oceurs in some compounds,
making thcéc tetragonal series even mﬁre interesting: YbNigByC (Yatskar, 1936), CeNiaGep
{Bud’ko, 1993; Knopp, 1888), YbNizGes (Bud'ko, 1999) are reported to have significant hy-
bridization between the 4f and the conduction electrons,

Having achieved a basic understanding of the physical properties of these tetragonal com-
pounds, in which the R*" ions are positioned in crystallographically unique tetragonal point

symnrnetry sites, we anticipate that materials with different crystal structure would be of further

*after "Thermodynamic and transporl properties of RAgGe (R = Th - Lu) single crystals®, E. Morosan, S.
L. Bud’ke, P. C. Canfield, M. 8. Torikachvili and A. H. Lacerds, J. Magn. Magn. Mater. 277 298 (2004).
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interest. Crystals with hexagonal unit cells preserve the axdal versus basal plane anisotropy
while allowing for three R point symmetries: orthorhombie, trigonal or hexagonal. A represen-
tative of the first class of materials {7.¢., orthorhombic point symmetry) is the RAgGe series,
that crystallizes in the ZrNiAl structure, an ordered variant of the FesP structure.

In this chapter we will present detailed experimental results of magnetization, magneto-
transport and specific heat measurements for each compound. We will start with LuAzGe as
the non-magnetic member of the series, and then progress from R = Th through Yb, The
experimental section is foll;awed by a brief discussion, where we will emphasize the observed
trends in the magnetic properties within the seriés, as well as a few outstanding guestions we

are presently trying to address.

5.2 Resulis and analysis

5.2.1 TLuAgGe

LuAgGe has electronic and magnetic properties consistent with a weakly diamagnetic in-

termetallic compound with no magnetic order.
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Figure 5.1 (a) Anisotropic temperature-dependent susceptibility and (b)
anisotropic magnatization isotherms at T=2K of LuAgGe,.



61

The magnetization as a function of temperature (Fig. 5.1a) is almost constant, with a
very small, average, high temperature values around -2.3x 10~ emu/mol (H || ab), end
-5x 1075 emu/mol (H | ¢) respectively. At low temperatures, an upturn in the susceptibility
data occurs, which could be a oonsequenc.e of some magnetic impurities heing present in the
original materials (e.¢., the tail indicates a magnetic impurity conta;nﬂna,tion equivalent to
0.2% Gd). Field dependent magnetization curves for the two orientations of the ficld are
shown in Fig. 5.1b; as expected for a non-magnetic compound with some magnetic impurities,
the magnetization is a superposition of Brillouin saturation of the impurities with applied field,

and a weak diamagnetic signal.

- b 0 20 3¢ 40 S50 60 o

0 o, o, oy MBS
0 50 100 150 200 250 300

T (K)

Figure 5.2 Zero-field resistivity and transverse magncteresistance (lower
right inset) of LuAgGe.

The temperature dependent resistivity of LuAgGe (Fig. 5.2) demonstrates the metallic
character of this compound. Below ~50K, the impurity scattering becomes dominant, with

a relatively large residual resistivity p(1.8K) =~ 45 uQ em, resulting in a relatively poor
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RRR of about 2, far smaller than the RRR values found in the rest of the series. The upper
inset to Fig. 5.2 shows that there is no clear resistance minimum found in LuAgGe at 16w
température. This is important to note given that for the R = Th - Tm members of the RAgGe
series do manifest a minimum in the temperature dependent resistivity for temperatures well
above their respective Néel temperatures. The lower inset to Fig. 5.2 presents the trans;ferse

magnetoresistance, which varies approximately as H?, as expected for normal metals.
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Figure 5.3 (a) Heat capacity of LuAgGe; (b) Gp/T versus T2 for LuAgGe;
insert: low temperature part, line in the inset is a linear fit at
low temperatures.

Finally, we have measured the specific heat Cp as a function of temperature (Fig. 5.3a).
These data will be used as an estimate of the non-magnetic contribution to the specific heat
in all RAgGe, R = Tb - ¥b. As calculated from the linear ftting of the low-temperature
Cp / T(T?) date (Fig. 5.3b), the electronic specific heat coefficient for the non-magnetic
LuAgGe compound is: v = (1.37 & 0.02) mJ / mol*K? whereas GD = 300 K.
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5.2.2 TbAgGe

The anisotropic, inverse susceptibility as a function of temperature for ThAgGe is shown
in Fig. 3.4, together with the calculated polyerystalline average. The inset presents the low
temperature region of the susceptibility for the applied field H = 1 kG parallel and perpen-
dicular to the c-axis. The inverse susceptibility above ~ 50 K is consistent with Curie-Weiss
behavior of the magnetization: x(T) = C /(T + ©w), where O is the paramagnetic
Weiss temperature. The values of @y for the two orientations of. the fleld, as well as for the

polyerystalline average, are listed in Table 5.1 in the discussion section. A linear fitting of the
average inverse susoeptibi'ljty in the paramagnetic state gives a value of the effective moment

fepr = 9.7 up, which is close to the theoretical value for Th3t of 9.72 UE.

60 E y 1
L+ ThAgGe
so Li H=1kG
—O— Hilab

H/M (mol/emu)

O 50 100 150 200 250 300 350
T (K)

Figure 5.4 Anisotropic inverse susceptibilities of ThbAgGe and calculated
average (line); inset: low-temperature anisotropic susceptibili-
ties.

The low temperature susceptibility for H = 1 kG (shown as an inset in Fig. 5.4) indicates
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as determined from (a).
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antiferromagnetic ordering below the Néel temperature Ty = 28.4 K. This transition temper-
ature, as well as two others are seen more clearly for H || ¢ and can also be identified in
d(x T) / dT" (around 28.5 K, 24.7 K and 19.8 K respectively) and dp / 47" (at 28.4 K, 248 K
and 19.8 K) (Fig. 5.5a and c; in Cp(T") (Fig. 5.5b) only the higher two transitions are visible,
around 28.3 K and 24.7 K respectively. Another possible change in slope in M(T') / H occurs
arcund 18 K, but it is obscured in all other measurements, and is therefore unclear if it. can be
associated with another magnetic transition. However, in the H (T phase diagram for H | e
(shown below), we can follow a phass boundary indicative of such a transition.

Specific heat data was also used to estimate the magnetic entropy S, {T), shown in Fig.5.5b,
inset. From these data it can be inferred that the ordered state in ThAgGe is emerging out
of triplet ground state, or there are at least & combination of a singlet and a doublet, or three

singlet states closely spaced.

U 1 1 L 1 i 1 1 1 1 | 1 ]
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Figwe 5.6 Zero-filed resistivity of ThAgGe (inset: enlarzed

low-temperature part).
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At high temperatures, the resistivity measurements (Fig. 5.6) indicate the metallic charac-
ter of ThAgGe as p monotonically decreases with decreasing T. The residual resistivity ratio
RRR, calculated as p(300K) / p(2K) and equal to 6.5, indicates fair crystal quality. The low
temperature region of the resistivity measurements features slope changes associated with the
magnetic transitions discuased above. On the other hand, there is a clear minimum of the p(T7)
curve around T' = 50 K. This minimum in resistivity occurs far above the Néel temperature
(around 2*T), which rules out the possibility of a superzone gap cﬁusing this feature, and,
as will be seen below, oceurs for all other local moment-bearing members of the series. This
feature could be explained by magnetic ﬂuqtuatiuns or some other, as of yet to be identified,
mechanis.

Basged on all the measurements performed on single erystals of ThAgGe, we can identify at
least three transitions, at T = (28-.4 + 0.1} K, {24.65 + 0.06) K and (19.8 £ 0.1) K; the lowest
two temperatures are very close to those reported in Baran (Baran, 1998) for the polyerystalline
samples (from magnetization and neutron diffraction measurements) as the only transitions.

‘We are thus led to believe that the highest (antiferromagnetic) transition temperature, as well

ag any other possible ordering temperatures, was not defected by the measurements made on

polycrystalline samples.

Both resistivity (Fig. 5.7a) and magnetization measurements (Fig.5.7b) as function of
applied ficld provide evidence for a series of metamegnetic transitions in TbhAgQGe, Initial
field dependent magnetization and resistivity .measurements up to H = 70 kG reveal at least
two metamagnetic tfansitions for critical fields H, = 20 kG, and 48 kG respectively, when
field is applied aleng the c-axis. Qiven that the system seemed to be far below saturation
(M(70kG) = 2.77 up/Tb < 9up/Tb), further magnetization measurements were performed
for fields up to 180 kG and several other metamagnetic transitions were observed. (It should
be noted that there is clear indication of hysteresis as manifested by the difference in M(H) for
inereasing and decreasing field measurements [inset, Fig. 5.7b]). The value of the magnetiza-
tion at 180 kG is M = 7.78 pp/Th, still below the calculated value for g (TH3) = 9.0 up.

This somewhat suppressed value of M could be consistent with more metamagnetic states
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Figure 5.7 {a) Transverse magnetoresistance for TbAgGe; (b) Anisotropic
' M(H) curves for fields up ta 70 kG (inset: axial magnetization
up to 180 kG).

beyond 180 kG, or with moments alignment at some angle ¢ % 0 with respect to the c-axis,
or may simply be & caliper of the uncertainty in the absolute value of M in this high field
measursment.

In order to better determine the number and extent of metamagnetic phases that exist for
TbAgGe when H | ¢, more measurements were done (Fig. 5.8a,b), which allowed us to plot a

tentative H,(1") phase diegram shown in Fig. 5.9. Local maxima of d(x T) / df or dM / dH
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Figure 5.8 x{T) curves for various (1, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25, 30,
35, 45, 55 k) fields (&) and several M(H) (T' = 2, 3, 4, 6, 10,
20, 25, 27, 50 K) isotherms (b); (c} - enlarged derivatives of
M(H) (for T = 10 K and 15 K) as an example of how the lower
line in the phase diagram was obtained.

were used to estimate the H, and T. values, as illustrated in Fig. 5.8¢c. Numerous phases
can be observed. Whereas Fig. 5.9 clearly shows the three, H = 0, tr;'a,nsition temperaturcs
discussed above, it also shows a lower field and temperature phase line existing for finite applied
fields. Figure 5.8¢c illustrates that this lowest phase line is clearly detected in our M (T, H)

~ data. A remeaining question associated with this phase diagram is whether this lowest phase
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Figure 5.9 H; — T’ phase diagram as determined from the magnetization
curves in Fig. 5.8.

line intersects the H = 0 axis at any finite temperature or flattens out at very low fields such

that it intersects H = 0 at T = 20 K, where another transition already exists.

5.2.3 DyAgGe

Although DyAgGe in the paramagnetic state is more isotropic than ThAgQGe, with slightly
larger susceptibility for H || ¢ than for H || ab (Fig. 5.10), it has an extremely anisotropic
ordered state (as seen in Fig. 5.10a inset, for H = 1 kG); this low temperature anisotropy is
further enhanced for lower (0.1 k&) applied fields (Fig. 5.10b). Two transition temperatures
are detected by d(x T') / dT (at 14.4 and 12.0 K}, dp / dT {(at 144 K, and 12.0 K} and Cp(T')
(at 14.6 K and 12.1 X) (Fig. 5.11). These are in agresment with the temperatures determined
by earlier measurements on polycrystalline samples {Gibson, 1996; Baran, 1998). There is one

more, broader, lower temperature peak in Fig. 5.11a, not visible in any other measurament.
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But comparison of d{x T} / dT plots for two different applied fields (Fig. 6.11a, H = 0.1 kG
and H = 1 kG) seems to indicate that the low temperature peak is moving dewn in T' rapidly

as the applied field increases, whercas the other two are unaffected by the chaﬁge in H.
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Figure 5.10 (a} Anisotropic inverse susceptibilitics of DyAgGe and cal-
culated average (line) at H=1kG; inset: low-temperature
anisotropic susceptibilities; (b) low-temperature anisotropic
susceptibilities for H=0.1kG,

In order to examine the low temperature state of Dy AgGe more carefully 0.1 kG zero-fleld-
cooled-warming {ZFC} and field-cooled warming (FC) data sets were taken and are plotted

in Fig. 5.12. These data are consistent with an ordered state below 12.0 K that has a net
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ferromagnetic component along the c-axis. The broadness and the field sensitivity of the lowest
temperature peak in Fig. 5.11a, as well as the difference between the ZFC and FC data sets
shown in Fig. 5.12 are consistent ﬁrith the rotation of domains in small applied fields. It should
also bhe noted that the magnetization associated with the lowest temperature point of the FC
curve shown in I¥ ig. 5.12 corresponds to M ~ 0.66 g /Dy, the value associated with the low
field plateau of the M{H) plot shown in Fig. 5.13. This further supports the idca that below
T ~ 12 K the magnetically ordered statc of DyAgGe has a net ferromagnetic component along

the ~-axis.
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Figure 5.12 ZFC-FC magnctization of DyAgGe, H=0.1kG (Hljc).

The linear behavior of the inverse susceptibility above ~ 50 K (Fig. 5.10a) is indicative
of Curie-Weiss like susceptibility, the effective magnetic moment determined from the linear
region being pery = 10.3 up (in good agreement with the theoretical value for Dy®t, which

is 10.6 up). Paramagnetic Weiss températures Ow are listed in Teble 5.1.
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Figurc 5.13  Anisotropic magnetization curves shown for three orientations
of the applicd field.

The resistance of DyAgGe increases linearly with temperature above 50 K (Fig. 5.14a). At
low temperatures, the resistivity has a local minirmm around 30 K, foliowed by a sharp drop
arcund the transition temperature; this indicates loss of spin disorder scattering as the system
enters the ordered state, The residual resistivity ratioc RRR is approximately 5.2,

Field dependent magnetization measurements indicate a cornplex metamagnetism in Dy AgGe
as shown in Fig. 5.13: transitions can be seen in all three orientations of the applied field
(H || [001), H || [120} and H || [010]), which probably means that, in the saturated
state, the magnetic moments are inclined at some angle 0° < ¢ < 90° with respect
to the c-axis. This could justify the low magnetization values (below the theoretical value
taat(Dy**) = 10 pp) in all three directions even at the highest applied field, as we explain
in more detail in the discussion section.

'The critical flelds for the metamagnetic transitions are H, = 14 kG, 31 kG, 45 kG for
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Figure 5.14 (a) Zero-filed resistivity of DyAgGe (inset: enlarged

low-temperature part); (b) Anisotropic magnetoresistance at
T=2K.

H || [120], 13 XG, 31 kG, 60 kG for H | [010}, and 3 k3, 12 kG, 46 kG, 50 kG, 71 kG for
H || ercspectively where it should be noted that for H || ¢ ~ 3 k@G the transition is thought
to be associated with domain rotation (as discussed above). These values can also be seen in
the R{H) curves, shown in Fig. 5.14bfor H || cand H L ¢, except for the ones beyond 55 kG,
which was the upper field limnit for this megnetoresistance measurement. Once metamagnetism
of planar moments is better understood (see discussicn section on metamagnetism in TmAgGe
below) the study of the angular dependence of metamagnetism in DyAgGe, 2 system with
highly anisotropic but non-plaﬁa.r, non-axial moments, should be intercsting and hopefully

tractable.

5.2.4 HoAgGe

- The susceptibility of HoAgGe in the paramagnetic state is almost isotropic, as can be seen
in Fig. 5.15. For temperatures higher than 50 K the susceptibility follows the Curie-Weiss
law x(T) = C /(T + Ow); the corresponding paramsgnetic temperatures Oy are given in

Table 5.1. From the linear fit of the inverse susceptibility (for the polycrystalline average) we
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get an effective moment s = 10.0up, close to the theoretical value jiogp(Ho't) = 10.6up.
The compound orders antiferromagnetically below Nécl temperature Tiy=11.0K, whereas &
spin reorientation transition occurs around T=7.4K. Although T shows up as a sharp, well-
defined peak in all three plots in Fig. 5.16, the lower transition temperature is indicated by
broader peaks in d{x T) / dT around 7.4K (Fig. 5.16a), and in dp/dT around 8.0K (Fig.
5.16¢); specific heat plot shown in Fig. 5.16b seems to have an even broader feature closs to
these temperatures. It should be noted that, as in the case of TbAgGe, the measurements on
polycrystalline samples (Baran, 1998) missed a transition (e.g., the lower one for HoAgGe),

whereas the reported temperature of the upper transition falls close to our measured value.
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Figure 5.15 Anisotropic inverse susceptibilitics of HoAgGe and caleulated
average (line); inset: low-temperature anisotropic susceptibil-
ities.

The temperature dependent resistivity measurement (Fig. 5.17) demonstrates the metallic

character of this compound and the residual resistivity ratio for HoAgGe is RRR=4.0. At a
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Figure 5.16 (a) Low-temperature d(xT)/dT of HoAgQGe; (b) Specific
heat C,(T) with the magnetic entropy Sp, in the inset; (¢)
low-temperature dp/dT; dotted lines mark the peak positions
as determined from (a).

temperature of about 19K a broad minimum in p(7T’) is observed, and a drop in resistivity due
to the loss of spin disorder scattering in the magnetically ordered phase.

From the specific heat measurements shown in Fig. 5.16b we calculated the magnetic
entropy S, of this compound (shown in the inset); the value of the entropy, S, =~ Rlund, at

the change in slope that occurs around the ordering temperature suggests that the magnetic



‘T

100 e
- HoAgGe .
w| FRRR=40 &9°

) 0 20 20 a0

0 i i L 1 i 1 I 1 L | i 1
0 50 100 150 200 260 300
T(K)

Figure 5.17 Zero-fleld resistivity of HoAgGe (inset: enlarged
low-temperature part).

order in HoAgGe emerges out of state with a degencracy of 4.

The magnetization curves as a funetion of applied field {(Fig. 5.18a) reveal a series of
metamagnetic transitions for H applied in the ab-plane, with critical field values of around
11.0kG, 22.0kG and 35.0kG for H || {010], and 12.0kG, 23.0kG and 28.0kG respectively for
H || [120}, whereas when H is applied along the c-axis the magnetization curve can either be
a broad metamagnetic transition or a continuous spin-flop transition. The theoretical value of
the saturated magnetization expected for Ho®% (s = 10p5) is not reached by fields up to
140kG in any of the three orientations; as mentioned before, this can be due to the moments
being along an inclined axis with respect to the c-axis of the crystals, or further support the
idea of the spin-flop transition, especially given the continuous increase in magnetization as I

is being increased. Another possible explanation, which we detail for TmAgGe, is related to
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Figure 5.18 (a} Anisotropic magnetization curves in HoAgGe, showrn for
three orientations of the applied fleld at T=2K; (b) Transverse
magnetoresistance and M{H) for H[[[120} at T=2K.

the crystal strueture of these compounds and will be discussed below.

We have also measured maguetoresistance for H | ab (Fig. 5.18b), and it is consistent
with the various metamagnetic states seen in M(H). Given the geometry of the crystals,
there was more uncertainty in orienting the resistance pieces than the ones for magnetization
measurements; consequently, we can infer the approximate orientation of the ficld in the mag-

netoresistance mcasurement by comparison of these data with the M(H) curves for H || ab:
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since various features in Ap(H)/p{0) occur close to the critical fields in M {[120]} (Fig. 5.18b},

it seems that H was almoest parallel to the [120] direction.

525 ErApGe

So far in the RAgQGe series, we have seen a progression from axial anisotropy in ThAgGe
toward M., ~ M, for HoAgGe. ErAgGe continucs this trend with the local Er moments
becoming far more planar in nature (Fig. 5.19). This is analogous to the trend scen in many
tetragonal systems (Myers, 1999b; Bud’ks, 1999), in which the change in sign of the Byg CEF
parameter causes & switch from planar to exial moments between Ho and Er (Wang 1971;

Boutron 1973).
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Figure 5.19 Anisotropic inverse susceptibilities of ErAgGe and calculated
average (line); inset: low-temperature anisotropic susceptibil-
ities.

The inverse susceptibility of ErAgGe is linear above 75K, with p.¢p = 9.3up, fairly close
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to the theoretical value of 9.6up for Er®t. The anisotropic Weiss temperatures @y are given
in Table 5.1. For a 1 k& field applied parallel to the ab-plane, magnetic ordering is observed

below 3 K (inset, Fig. 5.19); a smaller feature seems to indicate the same ordering temperature

for field applied parallel to the c-axis.

C {I/mal*K)

d(MH*TYT

Figure 520 (a) Specific heat C,(T") with the magnetic eniropy 5, in
the inset; (b) low-temperature d{xT)/dT of ErAgGe; (c)

low-temperature dp/dT; dotted line mark the peak position
as determined from {b).

The temperature dependent resistivity is consistent with local moment ordering and man-
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ifests a local maximum in dp / dT at 3 K (Fig. 5.20c). Below the ordering tempcrature a
decrease in resistivity (Fig. 5.21) corresponds to the loss of spin-disorder scattering, as the
magnetic moments become antiferromagnetically ordered. The high temperature resistivity is
typical of intermetallic cempeounds, inereasing up to ~ 100 pf) em at T = 300 K, and leading
to a RRR value of ~ 3.0. The increasingly ubiquitous local minimwn in the resistivity can
still be observed above Ty, centered near T' ~ & K. In Fig. 5.20a the specific heat shows a
well-defined peak at T = 3.2 K, very close to the temperature of the maximum in d(x T') / dT
{Fig. 5.20b). The inset is a plot of the magnetic entropy of ErAgGe, where the break in slope

around S, ~ R In2 indicates that the ground state of this compound Is a Kramers doublet.
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Figure 5.21 Zero-field resistivity of ErAgGe (inset: enlarged

low-temperature part).

In the M (H) plots (Fig. 5.22a) we again scc clear anisotropy, with the moments somewhat
constrained to the basal plane. For field applied along the ¢ direction, magnetization Lincarly
increases with field, up to H = 50 kG, right before the maximum applied field H = 55 kG,

an upturn in the M(H) curve is apparent, possibly indicating a subsequent metamagnetic
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transition. When field is applied parallel to the ab-plane, we see a broad, poorly defined
metamagnetic transition, as our measurements are heing taken at T' = 2 K, close to Ty of this
compound. The magnetoresistance for H || ab (Fig. 5.22b) shows a local maximum around
H = 11 kG, which further indicates the presence of a metamagnetic transition for this critical

field.
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Figure 5.22 (a) Anisotropic field-dependent magnetization for ErAgGe at
T = 2 K; (b) transverse magnetoresistance at T = 2 K.
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5.2.6 TmAgGe

Magnetization measurements with field applied perpendicular and parallel to the c-axis
(Fig. 5.23) indicate extreme anisotropy in TmAgGe: ¥u / xc = 30 at T' = 5.0 K. This
temperature was chosen just above the antiferromagnetic ordering temperature Ty = 4.2 K.

Above ~ 100 K, inverse susceptibilities are linear with p.r; = 7.9 g, close to the theoretical

value of perp(Tm?*t) = 7.6 up.
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Figure 5.23 Anisotropic inverse susceptibilities of TmAgGe and calculated
average (line); inset: low-temperature anisotropic susceptibil-

ities.

Figure 5.24 shows a sharp peak in Cp(T) as well as d(x T} / T for 4.2 + 0.1 K. The

zero-field resistivity data shown in Fig. 5.25, supperts the ordering temperature inferred from

the thermodynamic data. The plot of dp / dT (Fig. 5.24c) has a clear peak between 4.0

and 4.8 K. In the inset of Fig. 5.24a, the calculated magnetic entropy S (T) has a break in

slope close the transition temperature T, for an entropy value of ~ R In2, indicative of a



84

C (JimolK)

d{MAHTYAT

dpa/ 0T (03 ciniK)

Figure 5.24 (a) Specific heat C;(T) with the magnetic entropy S, in the
inset; (b) Low-temperature d(M/H + T)/dT for TmAgGe; (c}
low-temperature dp/dT; dotted line marks the peak position
a5 determined from (a).

doublet ground state or two closely spaced singlets. Below Ty, loss of spin discrder scatticring
is apparent from the sudden drop iﬁ resistivity, due to the antiferromagnetic ordering of the
Tm3* moments. Above the ordered state, the resistance goes through a broad local minimum
around 15 K (far higher than T}, after which it starts increasing; for temperatures higher than

~ 100 X it becomes approximately linear. The residual resistivity ratic RRR & 4.0 refiects
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acceptable quality of these crystals.
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Figure 5.25 Zero-field resistivity of TmApgGe (inset: enlarged
low-temperature part).

Clear metamagnetiam is seen in the M {H) plot in Fig. 5.26a for In-planc field orientation, as
well as in magnetoresistance measurements shown in Fig. 5.26b. Below H = 70 kG, the in-plane
.magnetization curves in Fig. 5.26a show two metamagnetic transitions for H | [120], with
critical field values H.; = 4.25 k@G and Ho ~ 9.25 kG, for the other orientation, H | [010],
they merge inte a single transition with a critical ficld around H; = 6.0 kG. A very complex
angular dependence of the critical fields, as well as of ihe locally saturated magnetization
values, can thus he anticipated,and this will be presented in detail in Chapter 6.

Similar to the case of HoAgGe, we compare the position of any features revealed by the
magnetoresistance measurement in Fig. 5.26b to the eritical feld values that we get from
M{H | ab) curves. Below 10 kG, there is one obvious peak, and another possible change of

slope in the plot in Fig. 5.26b; therefore we could probably assume that the field was close to
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the {120] direction, for which two metamagnetic transitions can be scen in M(H). However,
thers is another broad peak in the magnetoresistance that can not be correlated with any

feature in magnetization, and which requires further investigation.
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Figure 5.26 (a) Anisotropic magnetization curves in TmAgGe, shown for
three orientations of the applied field; {b) Transverse magne-
toresistance and M{H) curves for H|ab, at T=2K.

5.2.7 YbAgGe

YbAgGe is a compound with some distinctly different properties compared to all previous
members of the series. Fig. 5.27 shows the inverse anisotropic susceptibility in an applied field

H =1%kQ. It is linear above ~ 20 K, indicating Curie-Weiss behavior at high temperatures with
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Figure 5.27 Anisotropic inverse susceptibilities of YhAgGe and calculated
average {line); inset: low-temperature anisotropic susceptibil-
ities,

an effective moment of ~ 4.4 up/Yb; however, below this temperature, as can be seen in the
in.set from low temperature susceptibility, there is no sign of magnetic ordering down to 1.85 K.
Instead there is an apparent loss of local moment behavior, manifesting itself as a levelling off of
the susceptibility. Also, no distinet features appear in the M (H) or magnetoresistance data at
T=2K (Fig. 5.28a,b): for H | ¢ magnetization linearly increases with 2 up to H = 140kG,
wheress the in-plane data show that the compound is probably approaching saturation {the
fact that the high field magnetization is lower than calculated g (Yb*F) = 4.0 up is possibly
& result of the erystal structure and CEF anisotropy of the RAgGe series, see the discussion
Lelow); megnetoresistance at this temperature is consistent with what one wounld expect for
anisotropic, paramagnetic metal.

Katch et al. (2004) have already reported the heavy fermion character of YbAgGe based
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Figure 5.28 (a) Anisotropic field-dependent magnetization and (b) magne-
toresistance for YhAgGe at T = 2 K.

on zero-fleld specific heat and resistivity measurements down to 2 K. Although these authors
did not go te low enough temperatures to detect the ordering below 1 K, their other data is
in good agreement with what we have presented here and elsewhere (Beyermann, 1998).

As can be seen in Fig. 5.29a, no significant change occurred after annealing (600°C for 1
week}, and the RRR increase (from 2.8 up to 3.1) was slight. The annealing temperature was
limited by the possibility of melting the smell amount of residual flux on the seanple (note the
Ag-Ge entectic at ~ 650°C). The temperature dependencies of the resistivity, and the specific

heat (shown below) were almost identical before and after the heat treatment of the crystals.
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Figure 5.20 (a) Zero-field resistivity of as grown and annealed YbAgGe,
{inset: enlarged low-temperature part); (b} anisotropic
transverse resistivity for annealed YbAgGe in applied field
H=140kG (small symbols) and for I = 0 (line}.

On the other hand the temperature dependent electrical resisiivity can be changed signifi-
cantly by the application of magnetic field. When large field is applied (Fig. 5.28b), there is
an increase in the RRR value: for H || ab, the RRR value increases drawmatically to RRR ~

10. This indicates that crystal purity is quite high and apparently the large residual resistivity
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fa for H = 0 is due to sensitivity of hybridized Yb state to relatively miner disorder.
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Figure 5.30 Low temperature part of {a) resistivity; (b) specific heat (in-
set: Cp(T) on warming and cooling); {c} dp/dT". Lines mark
magnetic transitions.

In order to characterize this compound at lower temperatures we have to rely on the
resistivity (Figs. 5.29 and 5.30) and specific heat (Figs. 5.30 and 5.31) measurements which
were taken down to 0.4 K. (Due to the limitations imposed by our measurcment systems

magnetization data only go down to 1.85 K.} As the sample is cooled below 1.8 K there are
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two features visible in both the resistivity and specific heat. At 1.0 K there is a slight but clear
change in slope of the resistivity and there is a relatively broad maximum in the specific heat.
At 0.65 K there is an extremely sharp drop in resistivity and as well as a sharp peak in the
specific heat. Specific heat data were taken upon heating as well as cooling of the sample (Fig.

5.30b, inset) indicating that if there is any hysteresis associated with the 0.65 K transition it

is smaller than the peak width.
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- Figure 5.31  Cp(T?)/T for YbAgGe {open circles) with a high temperatures
linear fit (dotted line) giving -y value of ~ 150 mJ/mol K?; line:
Cp(T%)/T for non-magnetic LuAgGe. Inset: low temperature

part.

The calculated magnetic entropy S, (Fig. 5.32) at T = 1.0 K is significantly less than
R In2. Based on this we can assume that the transition corresponds to small magnetic moment
ordering. This is in agrecment with the enhanced electronic specific heat coefficient v > 154

mJ/mol K? that we get from extrapolation of the high temperature pert of the Cp / T ws. T
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(Fig. 5.31) to T2 = 0.
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Figure 5.32 Magnetic entropy for YbAgGe. Insct: low temperature part.

Low temperature small magnetic moment ordering is not the only feature indicating that
YhAgGe is probably a heavy fermion eompound: deviations from the Curie-Weiss behavior in
Xave (for which CEF effects are cancelled to the first order) below ~ 20 K, and quite large Weiss
temperature (@, ~ — 30 K) suggest that Yh 4f levels may be significantly hybridized. If
this is true, an estimate of the Kondo temperature is given by @/10 < Tx < © (Daybell,
1973), i.e., 3K £ Tx < 80 K. Specific heat data plotted as Cp / T' vs. T2 (Fig. 5.31) reveal
a distinct enhancement of the electronic specific heat coefficient {compared with the data for
LuAgGe on the éame plot). This ¥ ~ 150 mJ/mol K? value, already being signiﬁcantly.
enhanced by itself, is apparently a lower limit of +v since & significant upturn in Cp / T
vs. T? is observed below approximately 10 X, similar to that seen in many heavy fermion

compounds (Hewson, 1997), including for example YbNiaBoC (Yatskar, 1896) and YbRhaSis
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(Trovarelli, 2000). Keeping in mind that YbAgGe has a low temperature magnetic ordering,
and that therefore an ambiguity in the evaluation of low temperature electronic specific heat
coefficient is present, Fig. 5.31 suggests that low temperature -y is within the range of ~ 150
mJ /mol K2 to 1 J/mol K2, This crude estimate allows us ta classify YbAgGe as a new Yb
heavy fermion compound, with low temperature reducéd moment magnetic ordering, which
we already reported in (Beyermann, 1998). Using the single impurity relation (Hewson, 1997),
we can estimate the Kondo temperature as Txy = wy 7R / 6 «y, where wy = 0.4107 is -
the Wilson number and R is the gas constant. Using the aforementioned range of the value
of v, the Kondo temperature can be evaluated as 15 K < Ty < 120 K. Additionally, we
con estimete the Wilson ratio, R = 4 x w2 kg / 3 v ;ugﬁ (Hewson, 1997) for YbAgGe
using x and -y determined at T = 1.8 ¥, and the high temperature effective moment pq¢¢, 83
R =22 1.8, which is close to ® = 2 expected for heavy fermion compounds, and much higher
than R = 1, the Wilson ratio for non-interacting ¢lectrons (Hewson, 1997).

Having & Néel temperature, apparently associated with small moment ordering, so close
to T = 0 K makes YbAgGe an interesting system for the study of the compei;itioﬁ between
magnetically ordered and correlated ground state. It is anticipated that pressure should be a

possible parameter for stabilizing the antiferromagnetic ground state.

5.3 Discussion

Among many properties that we see in the RAgGe series, anisotropy and metamagnetism
are particularly interesting, specifically in light of the crystal structure of these compounds: a
hexagonal unit cell with a single rare earth site of orthorhombic point symmetry. Across the
series, the magnetization is anisotropic, going from exial (in TbAgGe) to extreme planar (in
TmAgGe). The magnetic and transport properties throughout the RAgGe series proved to
be anisatiapic, due primarily to the CEF splitting of the Hunds rule ground state multiplet.
In Table 5.1 the Weiss paramagnetic temperatures arc given, for the two orientations of the
field, as well as for the polycrystalline average. Negative values for G4, for all R suggest

antiferromagnetic interactions between magnetic moments, although Dy may be an excepticn,
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Table 5.1 Magnetic ordering temperatures, T, effective magnetic mo-
ments and anisotropic paramagnetic Weiss temperatures Oy,

Th Dy Ho Er Tm Yh

284 £01, | 145+ 0.1, | 11.0 £ 0.2, 0.95 + 0.05,

Tn(K) |246£01,[1215+£01 | 7.7+01 |{31+£01 {41501 | 0.65%0.05

19.8 £ 0.1

tess (g /R) 9.7 10.4 10.0 9.3 7.9 4.4
O (K) -53.8 -25.5 -10.1 -3.6 7.5 -15.1
B8.(K) 1.0 7.4 -1.9 -36.4 763 [ -835
Oave(K) -28.3 -10.5 7.1 -10.9 -14.4 -30.1

given the presence of the small ferromagnetic component of the magnetization. ThAgGe has
an easy axis parzllel to ¢ in the paramagnetic state. This is followed by a progression towards
a more isotropic case (R = Ho) while having &, < 8., wheress for R = Er - Yb the easy
axis lies in the eb-plane and ©, > @,. The analysis of this ani.sotropy should allow for
the determination of the leading term in the crystal field Hamiltonian, similar-to the case of
tetragonal systems. But a more complex calculation is needed for our hexagonal compounds,
where the R ions are located at sites with orthorhombic point symmetry, and this is beyond
the scope of this work.

The ordering temperatures in RAgGe (R = Tb - Tm) approximately scale with the de
Gennes factor dG = (g7 — D*J(J +1) (Fig. 5.33), where gy is the Landé g factor and J is
the total angular momentum of the R*+ ion Hunds rule ground state. This is consistent with
the coupling between the conduction electrons and the local magnetic moments giving rise to
the long range magnetic order via the RKKY interaction. However, significant deviations from
the linearity may be noticed, suggesting other factors may be involved (i.e. strong CEF effects
constraining the moments to either the b plane or the ¢ axis, as seen in the already mentioned
tetragonal compounds [Myers, 1995b; Bud’ko, 1999; Noakes, 1982]}.

Because the sirong CEF splitting confines the magnetic moments to the basal plane in
TmAgGe this compound is the simplest candidate in this series for a study of the metam-
agnetism. Tm3+ jons occupy 3g Wyckoff sites, with m 2 m (orthorhombic) point symmetry,

leading to a hexagonal structure with three R ions per unit cell (Fig. 3.1}. Consequently,
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Figure 5.33 Changes of the magnetic ordering temperatures T, for
R=Tb-Lu in the RAgQGe series, with the de Gennes scaling
parsmeter dG (the dotted line represents the expected linear
dependence).

referring to a single unit cell, we can assume that the magnetic mements of the three R ions
behave like Ising systems, rotated by 120° with respect to each other in the basal plane. The
saturated state is reached when the three magnetic moment vectors add constructively (Fig.
5.34).

As will be presented in detail in Chapter 6, the complex metamagnetism observed in
TmAgGe is well described by the three co-planar Ising-like systerns model {2 model in which we
assume three Ising systems 1207 apart in the ab-plane of a hexagonal unit cell); furthermore,
the same model can be used to describe at least one more compound, isostructural to TmAgGe
(i.e., ToPtIn).

If we release the restriction that the three Ising systems be piana.r, while still imposing that

their in-plane projections be 120% apart to agree with the symmetry of the crystals, we find this
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Figure 5.34 Hexagonal unit cell with the magnetic moments (short arrows)
in the saturated state of TmAgQGe; long arrows indicate the
ficld along the two high-symmetry divections of the crystal.

modified madel can describe the case of DyAgGe quite well. From the crystal structure of this
compound, and the orthorhombic symmetry of the rare earth sites, we can assume that the
three R magnetic moments of the unit cell align themselves along three non-planar equivalent
directions. We notice that for H=140kG (Fig. 5.13), the ratic of the magnetizations for the

- two in-plane orientations {when H is parallel to the two independent high symmetry axes) is:

M(H|[120))| _ 402

M(H|[010]),,, 451 0.89

This is close to the previcusly calculated value of fer the planar model assumed for TmAgGe.
In the case of DyAgGe, given that the three M (H) curves in Fig. 5.13 seem to indicate that the
moments are tilted outside the ab-plane, a model similar to that used for TmAgGe, enhanced
to 3 dimensions, may be a.ppropriate.lLet us assume that the three Dy*t magnetic moments
lie on a cone around the c-axis, with the projections in the eb planc 120° apart from each other.

These in-plane projections will then behave similarly to the full moments in the case of Tm3t,
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and thus M (H | [010]) represents % of the total ab magnetization My, (if we assume saturation
at H=140kG): M{H]|[010]) = 2M_y. Then Mo = SM(H|[010]) = 3 x 4.51up = 6.77pz. To-
gether with the axial component M.{= M (H}[001])) = 6.85up, We can now estimate the total

mognetization at H=140kG: M(140kG) = +/[6.77up)? + (6.85u5)2 = 0.63up, close enough
to the caleulated va.iue Moat (Dy3+) = 10pg. We conclude that the model we assumed for the
magnetic moments is consistent with the experiment. Moreover, one can estimate the angle
"¢ of the saturated magnetization with 1espect to the c-axis: from the in-plane magnetization
being along the [010] direction, we can conclude that, in the saturated state, the total mag-
netization vector lies along a [0kl} axis. The angle ¢ with the c-axis can be calculated as:
tang = _"‘&h = %g% ~ 0.9 and thus ¢ = 45°. -

The lattice parameters of the hexagonal unit cell in DyAgGe are given in Fig. 3.2 to be
& = 7.094 and ¢ = 4.204; in the orthogonal system of coordinates that we use in defining
the crystalline directions, these correspond to @’ = @ = 7.084, ¥ = a = 32@ = 6.144 and
¢ = =4.204. We can now write the direction given by the angle ¢ in terms of Miller indices

h, k and I, where A =0, and & and ! are such that

kb’ Ek
tangp =099 = o 1.46? = 7= 0.68

The closest integer values for k& and I are thus 2 and 3 respectively, which means that in
DyAgGe the saturated magnetization vector M is parallel to the [023] direction.

HoApGe resembles DyAgGe in that both these compounds show metamsagnetic transitions
for both high-symmetry directions in the ab-plane. However attempts to apply the Dy model
to Ho failed because the in-plane magnetization is almost isotropic in HoAgGe (Fig. 5.18a).

Another important observation is that in DyAgQCe, the last seen metamagnetic transition
is followed by an almost constant magnetization (wide plateaus in all three orientations of the
field), supportive of the idea of a stable saturated state above ~ 80 kG, in HoAgGe however,
magnetization keeps increasing with the applied filed, possibly indicating a continuous spin-
Hiop transition, as already mentioned. If this is true, than with fields arcund 100 kG this

compound is already in a regime of weak CEF, thersfore any variant of the previous model is
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inappropriate. It is worth noting though that HoAgGe is rather curious given its anisotropy
(clear metamagnetism in the two in-plane directions and no clear transition for H || c). At

some future date it would be interesting to study the angular dependence of metamagnetism in

- DyAgGe and HoAgGe, to see how the phase diagrams vary as the anisotropy is being relaxed.

Insufficient data on ErAgGe (4.e., two in-planc orientations, higher ficlds) as well as the
low T and the single, rather broad feature in M (H) prevent us from checking how the model
applies to this compound. |

All RAgGe deseribed here scem to be good metals, as shown by the monotonic increase of
the resistivity at high temperatures; the residual resistivity ratic RRR ranges from 2.0 to 6.5,
and it did not seem to improve considerably by annealing in- the case of YbAgGe. However it
should be noted that YbApgGe has a RRR of about 10 in a 140 kG applied field, significantly
larger than that without field, indiclating that a lot of the scattering in this compound is
magnetic in origin.

All of the magnetically ordered compounds in this study? except for YbAgGe, have a rather
unusual, pronounced minimum in the temperature dependent resistivity above the magnetic
transition. It is similar te the p(T") behavior recently found in a different family, RCuAsy (for
R = Sm, Gd, Tb, Dy} (Sampathkumaran, 2003). It has to be seen if this type of behavior
indeed requires, as suggested by Sampathknmar;'-m {Sampathkumaran, 2003), novel ideas for
electrical transport phenomena in the paramagnetic state of relatively simple magnetic metals,
but the mere facrt that similar, atypical, temperature dependence is cbserved in resistivity
of the members of two unrelated families, RCuAs, and RAgGe, in the latter case in single
crystals, certainly asks for some theoretical input as well as search for other examples.

YbAgGe appears to be a very promising example of a Yh-based intermetallic compound
with clear hybridization. Whereas it does not order magnetically within our M {7") measure-
ment range (above 1.85 K), it does have a clear small moment ordering below 1.0 K and also
has an enhanced electronic specific heat coefficient value (v > 150 mJ/mol*K?). Based on
these data we can conclude that YbAgGe is a heavy fermion, with small moment ordering at

very low temperature. Consequently, there 1s a possibility of approaching a quantum critical
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point by experiments under applied magnetic field, variable pressure, or with changing lattice
parameters with doping, or with variable eoncentration of the magnetic moments (i.e. of the
Yb** ions). While in an isotropic case, application of pressure in Yb compounds close to
quantum eritical point is expected to increase the ordering temperature (Thompson 1994),
crystallographically and electronically anisatropic materials like YhAgGe may have non-trivial
respense to pressure. A detailed investigation of the nature of the ordering in YbAgGe is

presented in Chapter 8.
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CHAPTER. 6. Angular dependent planar metamagrietism in the

hexagonal compounds TbPtIn and TmAgGe*

8.1 Introduction

The effects of crystalline electric field {(CEF) anisotropy on metamagnetism in intermetallic
compounds have been of ini’.erast for a long time (Gignoux, 1995; Gignoux, 1997), and numer-
ous studies of engulor dependent local moment metemagnetism show that simple geometric
relationships exist hetween the critical fields of the metamagnetic phase transitions, and the
angle that the applied field makes with the corresponding easy axis. One simple case is that of
TbNiyGes (Bud’ko, 1999), a tetrégonal compound with Th jons in tetragonal point symmetry,
where, at low temperatures, the crystalline electric field (CEF) anisotropy confines the local
moments along the ¢ ([001]} crystallographic axis {Ising-like system). Consequently, several
metamagnetic transitions are observed, with the critical field values H, having a 1/ co=f de-
pendence on the angle between the applied ficld H and the c-axis. A more complex situation
is encountered when the magnetic moments are allowed more degrees of freedom , i.c., when
the CEF anisotropy constrains them to an easy plane. This is the case in the tetragonal
compounds RNisBsC (Cho, 1996b; Canfield, 1997a,b), with R = Tb - Er, and RAgShy {My-
ers, 1999a,b} for R = Dy. The R ions are again in tetragonal point symmetry and the local
moments are confined to four equivalent [110] or [100] crystallographic directions; thus the
angular depa.;endent magnetization measurements, when the fleld is applied in the basal plane,
revaal the four-fold anisotropy of the longitudinal magnetization that reflects the symmetry of

the unit cell. The angular dependencies of the locally saturated magnetizations M, and the

“after " Angular dependent planar metamagnetism in Lthe hexagonal compounds ThPtIn and TmAgGe", E.
Morosan, 8. L. Bud'ko and P. C. Canfield, Phys Rev B 71 014445 (2005).
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critical fields H, could be treated by simple analysis, and plausible ﬁet distribution of moments
could be inferred for each metamagnetic phase (Canfield, 1997b; Myers, 1999a). Kalatsky and
Pokrovsky (Kalatsky, 1998) elaborated the four-position clock model, which agrees well with
the observed metamagnetism in HoNigBaC and DyAgShy.

Initially thought to be improbable, a.ng_ular dependent metamagnetism in extremely planar
systems is noﬁr an accepted and understandable event in tetragonal compounds; but this has
not yet been well studied in hexagonal compounds, and this is the motivation for the present
a,nélysis. Recently we reported the presence of metamagnetism in a hexagonal class of ma-
terials, i.e. the RAgGe compounds, for R = Tb - Tm (Chapter 5). They crystallize in the
ZeNiAl-type structure, an ordered variant of the hexagonal FegP family. In this structure,
there is & unique rare earth site in the unit cell, with the rare earth ions cceupying equivalent
3g positions with orthorhombic point symmetry (Fig. 3.1). The anisotropic susceptibility was
found to be axial for TbAgGe and progressed towards extremely planar for TmAgGe. The
physical properties of the TmAgGe compound (antiferromagnetic ordering in the ground state,
extremely planar anisotropy, metamagnetism when the applied field was perpendicular to the
c-axis) arc very similar to those of the isostructural ThPtIn system, previously only known
in polycrystalline form (Galadzhun, 2000; Watson, 1995), making both compounds good can-
didates for a study of the angular dependent metamagretism in hexagonal systems. In both
TmAgGe and ThbPtIn the R ions occupy the same site, whersas both ligands are different.
Having two such systems will allow us to show that the behavior we find is not specific to
one compound, but a more general result assoclated with this structure, or perhaps with the
orthorhombic point symmetry in a hexagonal unit cell. As we shall see, the Néel temperature
is much higher for TthIn {46.0 K) than for TmAgGe (4.2 K), with the former also showing a
possible spin recrientation transition at a fairly high temperature (73, = 27.4 K). This latter
transition in ThPtIn was missed by the measurements on polycrystalline samples (Watson
1995), where even the nature of the magnetically ordered state below ~ 50 K was not iden-
tifled. Thus we can once sgain emphasize the advantage of analysis on single crystals rather

than on polyerystalline samples.
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This chapter is organized as follows: first we will present the M(T,H) data on ThPtIn, em-
phasizing the complexity of its ordered state, for ficld oricntations along the two in-plane, high
symimnetry directions; this wi.ll be followed by the M(H,f) measurements at low temperature,
from which the values of the locally saturated magnetizations and critical fields as a function
of & were extracted. Next, we will introduce a model for the net distribution of moments,
which we subsequently use o calculate the expected, locally saturated magnctizations M; and

the critical fields (for the transition from state i to state ) H;j as functions of §. This will

. be followed by a comparison of how the calculated and experimental M; and H ; values vary

with the angle between the applied field H and the easy axis for this compound.

Similar measurements performed on TmAgGe will then be shown, leading to the corre-
sponding experimental M;(¢) and H; ;(¢) phase diagrams, which we will again map onto the
appropriate model calculation.

We will also analyze similar M(H,8) data of TbPtln for T = 20 K, and .use the same
model in order to characterize a magnetic phase present only at higher temperaturcs.

Finally, we will summarize our key results and also indicate how our model can be gener-

alized to a variety of possible point symmetries in tetragonal and hexagonal systems.

6.2 TbhPtIn

Fig. 6.1 shows the inverse magnetic susceptibility for TbPtIn, as well as the low-temperature
magnetization in the inset. This compound appears to order antiferromsagnetically below
Tn = 46.0 K, with what is probably éspin-reorientation of a cammensurate-to-incommensurate
transition around 73, = 27.4 K, as indicated by the peaks in the d(M +T/H)/dT plot (Fisher
1962) in Fig. 6.2a. In the defermination of these temperature values, M /H represents the
polycrystalline average susceptibility ¥gpe, calculated as

Xave = 3 Xe+ 5 Xab
or, when measurements have been done along all three salient directions,

Xeve = 3 (xqoo1y + X[ro0) + X[1200)-

The abave temperatures are further confirmed by the C,(T) and p(T} (i[|ad) data, also
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shown in Fig. 6.2h and ¢.

HM (molfemu)

—o—Hjjab
-—+—Hllo
average

0 " I a 1 L ! " 1 i i a
0 50 100 150 200 250 300

Figure 6.1 Anisotropic inverse susceptibility of ThPtln (symbols) and the
calculated average (line); inset: low-temperature anisotropic
susceptibilities.

In the ordered state, as well as in the paramagnetic state up to ~ 100 K, the susceptibility is
gxtl‘emely anisotropic, with the local Th moments confined to the eb-plane at low temperatures.
To check the origin of the anisotropy in the paramagnetic state, single crystals of YPtIn
were grown, with a small number of non-magnetic Y2+ ions substituted with magnetic Th3*
ions. The extremely anisotropic susceptibility and magnetization of the diluted compound
demonstrate that this is single-ion anisotropy associated with the CEF splitting of the Hund’s
rule ground state J multiplet. From the Curie-Weiss effective moment, as determined from
the average inverse susceptibility (Fig. 6.3), the concentration x of the diluted compound
(Toy¥1..c)PtIn is # = 0.024, whereas the high field magnetization equals ~ 5.6 up/Th%*".
(If we assume the high field magnetization to be ~ 6.25u5/Tb%*, as cxpected based on the

model described below, the resulting concentration will he z = 0.019).
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(a) Low-temperature d{Xa.. * T)/dT, with vertical dotted lines
marking the peaks positions; (b) specific heat Cp(T); inset:
magnetic entropy Sm(T); (¢} low-temperature resistivity o(T'),
for current fowing in the basal plane (i || ab).
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Figure 6.3 Anisotropic inverse susceptibility (gymbels) and calculated av-
erage (line) for H = 1 kG, for Th,Y;_.PtIn (x = 0.025); upper
inset: low- temperature anisotropic susceptibility; lower inset:
field-dependent anisotropic magnetization, for T = 2 K.

For temperatures hisher than 150 K, Curie-Weiss behavior of the pure TbPtIn compound
can be inferred (Fig. 6.1) from the Lnear inverse susceptibilities, resulting in anisotropic Weiss
temperatures @,;, = 39.0 K and ©, = 23.3 K. The polverystalline average susceptibility
Yave yielded an eﬁecﬂvé moment pory = 9.74pp ‘/Tb3+, very close to the theoretical value
9.72 pp; the corresponding Weiss temperature is em,; = 333 K.

The field dependeﬁt magnetization measurements shown in Fig. 6.4a not only confirm the
in-plane/out-of-plane anisotropy observed in the ordered state, but also indicete anisotropic
magnetization within the hasal plane. Moreover, several metamagnetic transitions can be seen
for the field parallel to the eb-plane, for fields up to 140 kG in the M (H) data, and for the
magnetoresistance measurcments up to 90 kG in Fig. 6.4b. The geometry of the crystals

led to more uncertainty in orienting the resistance pieces than the ones for magnetization
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measurements; therefore we can infer the approximate crientation of the magnetoresistance
sample with respect to the applied field, by comparing the Ap(H)/p(0) data (Fig. 6.4b)
with the M(H) curves for Hi|eb {Fig. 6.4a): since various features in the magnetoresistance
measurements occux closer to the eritical fields in M([120]}, we can assume that the field was
almost parallel to the [120] direction. (The sharp drop in p(H) below ~ 1 kG (Fig. 6.4b) is
very likely due to superconductivity of residual In flux on the surface: of our resistance bar).
For H along the c-axis, the magnetization increases almost linearly with increasing field {Fig.

6.4a), while staying far smaller than M.

7@ ¢ iThPtin! cLspy  HIM20]
613 i | ;

M(p,/Tb)

Ap(H)p(0)

0.0 -

60 80 100 120 . 140
H(kG)

Figure 6.4 (a) Anisotropic field-dependent magnetization {increasing and
decreasing field data indicated by arrows) and (b} transverse
magnetoresistance, for increasing (symbols) and decreasing

(line) field.
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At the highest a.i)plied field (H = 140 kG), the magnetization values for the three shown
orientations are M{[110]) = 5.86 pg/Tb, M([120]) = 6.45 up/Tb and M([001}) = 0.92 up/Th.
Whereas the extreme planar anisotropy of ThPtln and the anisotropy within the gb-plane rec-
ommended this compound for a study of the angular dependant metsmagnetism, the fact that
the magnetization values were smaller in all three directions than the calculated psee = Sup
for THT ions is somewhat intriguing. One plausible explanation for the low magnetization
values would be the existence of more metamaguetic transitions for fields unaccessible with
our measurement systems (i.e. above 140 k). Another possibility is that an additional energy
scale (such as CEF splitting) exists, that confines the three local moments to three distinct,

non-collinear, in-plane crientations. As shall be shown below, we believe the latter to be the

more likely scenario,
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-0—Th, Y, Ptin ; -
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Figure 6.5 M(8) of TbPtIn {full circles) and Thoo2s Y0 orsPtIn {open cir-
cles}) for T = 2 K and H = 855 kG, Hlc. Solid line represents

‘the calculated Myyqy * cos(6 — n*ﬁl]o), n-integer. Note: § = 0°
is defined at the [120] direction.
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In order to determine the easy axes of the system, we continucusly rotated a small piece of

the diluted sample (Tb,Y1—z)Ptln (z = 0.02) in an epplied ficld # = 55 kG (perpendicular
to ¢); for consiant tempera.tufe T = 2 K, the corresponding magnetization measurement,
shown as open symbols in Fig, 6.5, roughly follows a cos ¢ dependence (solid line) araund the
closest [120]-equivalent directions (i.e. § = 60°%n, n = integer), where the maxima occur.
As we have seen before, the concentration of the diluted sample is x = (0.0215 == 0.00285);
given this uncertainty, the absolute value of the magnetization M(#) in Fig. 6.5 could not be
determined, and thus we scaled the data to the maximum value, M(# = | 0°%). Similar behavior
appears in the pure ThPtIn compound (full symbols in Fig. 6.5), where the measured data
have also been scaled to their corresponding maximum value at § = 0% We can conclude
th‘at the easy axes of the ThPilIn system ere the [120] directions. However dramatic departures
from the cos# angular dependence can be noticed. The magnetization for ThPtIn, indicative
of strong interactions between the local moments, is also consistent with various metamagnatic
states crossing the H = 56 kG line at different angles. Based on the above data, we -will
consider the easy axes to be the [120]-equivalent directions, and the angle § will be ineasured
from the closest easy axis.

In order to get an idea about the various metamagnetic states in this compound, we first
cxplored changes of the critical fields and temperatures for two fixed orientations. The cor-
responding M(T') |gs and M(H) |74 measurements shown in Fig. 6.6-6.7 have been used to
determine the I — T phase diagrams for the two in-plane high symmetry directions, H1][120]
‘and H||[110] respectively.

As ilustrated in the insets in these figures, the poinis in these phase diagrams have been
determined from local maxima in d{M « T)/dT (full circles in Fig. 6.8} for fixed fields, and
in dM/dH (open circles in Fig. 6.8) for various M(H) isotherms. Even though in Fisher et
el. {Fisher 1962) the maxima in d(M % T} /dT criterion is described ouly for antiferromagnetic
gystems, we apply it here not only for the AT state, but also for high-field states, where the
magnetization has a net ferromsagnetic component. We are confident that small errors are

thus introduced, given the consistency of the critical field and temperature values obtained
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M(T) data for varicus fields for two in-plane orientations of the
applied field: (a) H||[120] for H = 1, 2, 7.5, 15, 20, 25, 30,
40, 45, 50 and 55 kG, and (b) H|j{110} for H = 1, 2.5, 3.5, 5,
7.5, 10, 15, 20, 26, 30, 37.5, 40, 42.5, 45, 50 and 55 kG. Insets
show enlerged M({T)*T derivatives {dotted lines) for H = 20 kG,
together with the Lorentzian fits of the maxima (solid lines), to
exemplify how the points represented by full symbols on the
H-T phase diagrams were determined.
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M(H) isotherms for twe in-planc orlentations of the applied
field: (2) H||[120] for T = 3, §, 10, 15, 17.5, 20, 25, 30, 35, 37.5,
40 and 45 X, and (b) Hj|[110] for T = 2, 5, 10, 15, 20, 25, 30, 35,
40, 42.5, 45 and 47.5 K. Insets show enlarged M(H) derivatives
(dotted lines) for T = 20 K and 30 K, for the corresponding
field directions, together with the Lorentzian fits of the max-
ima (solid lines), to excrmplify how the points represented by
open symbols on the H-T' phase diagrams were determined.
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Figure 6.8 H-T phase diagrams for (a) B||[120] and (¢} H||[110], as deter-
mined from the magnetization data in Fig. 6.6-6.7, with an

intermediate field orientation phase diagram (see text) shown
in {b).

from hoth d(M * T)/dT and dM/dH derivatives (full and open symbols respectively in Fig.
6.8). Given that the transition peaks were broad for some field and tempcrature values, we
used Lorentzian fits of the corresponding derivatives (thick lines in Fig. 6.6 and 6.7, insets) to
determine the critical values H; and 7.

The resulting H — T" phase diagrams for H||[120] (Fig. 6.8a) and H]|[110] (Fig. 6.8¢)
are qualitatively similar, at low temperatures and low fields showing the metamagnetic states
already seen in the M(H) data in Fig. 6.4. For H||[120], Fig. 6.8a shows that the antiferro-
magnatic pround state persists up to about 20 kG, followed by a small intermediate state M
(between ~ 20 kG and 28 kG) and a higher field state M, up to ~ 54 kG; as ficld is being
further increased, the paramagnetic PM state is reached, as already indicated in Fig. 6.4a by
the horizontal plateaux measured up to 140 kG. (At low temperatures, this is a crystal-field
limited saturated paramagnetic CL-SPM state, in which, as discussed below, all moments are

assutmned to be in their *up’ positions, while still confined by the strong CEF energy to three
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distinct, non-collinear directions within the basal plane.) When moving up in temperature
at low fields, we find the antiferromagnetic ground state to extend up to ~ 27.4 K, whereas
the magnetic ordered state persists up ta ~ 46.0 K; both transition temperatures have been
already observed (Fig. 6.1 and 3). The M) phase exists below ~ 5.0 X, after which, for a
limited temperature range (6.0 K <« T <« 15.0 K}, there is a direct transition from the AF
to the Ms state. Between 15.0 K and 27.4 K, or 18.4 kG and 2.0 kG respectively, ancther
intermediate phase, My, forms. The inset in Fig. 6.7a represents an example of two isothermal
cuts of the [120] phase diagram in Fig. 6.8a: the phase boundaries of the bubble-like phase
M) are very close in field et constant ‘T, and so the lower peak in the T' = 20.0 K isothermal
derivative dM/dH is poorly defined; the two higher peaks are fairly sharp, similar to the one
defining the M» to PAM transition in the T = 30.0 K isotherm. However, as we move down
in field along the latter isotherm, one broad peak around 15.4 X may indicate the crossing
of another almost horizontal phase boundary (leading into the My state), and thus hard to
identify in d{AM + T)/dT. One more peak at H, ~ 3.4 kG is indicative of possibly another
phase AF' existing helow this field, between 28 ¥ and 46.0 K. This is consistent with an anti-
ferromagnetic ordered state below 46.0 K, with an incommensurate-commensurate transition
around 28 K which frequently occurs in intermetatlic compounds.

For H||[110] (Fiz. 8.8¢c) the H—T phase diagram is fairly similar, with only a few differences:
a far less distinet M; phase and a lower upper-boundary for the Af; region. However, the most
notable difference is a new high field phase, M3, whose upper boundary is determined by the
points indicated with small arrows in Fig. 6.6b. (As the field is being increased towards 140 kG,
this line becomes almost vertical, making it difficult to identify also in M{H)|p measurements.}

In order to see how the H — T phase diagram evolves from H|j[120] to H||[110], we col-
lected comparable M(T)|y and M{H)|r data for an intermediate orientation of the applied
field (approximately 12° from the easy axis [120]}. Fig. 6.9a shows these M(T) curves for
H = 1-70kG, with the small arrows indicating the highest-T transition at each field value,
as determined from the d(M % T')/dT maxima. Thus, the upper-most phase boundary in Fig.

6.8b, representing the phase diagram for this intermediate position, can be followed in field
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Figure 6.9 (a} M(T) data for various fields: H = 1 kG and 5-70 kG (AH =
5 k@) for the intermediate fleld direction (see text). The small
arrows indicate the highest-field transitions at the correspond-
ing temperature. (b} M(H) for T = 10 K, and the corresponding
derivative, as an example of how the open symbols on the up-
per-most phase line in Fig. 6.8b have been determined.

up to H = 65 kG (full symbols}. For this orientation, we can also identify this line in the
M(H) data, and an example is shown in Fig. 6.9b for the T = 10 K M{H) isotherm and
its dM/dH derivative. Overall, the features common to both Fig. 6.82 and ¢ are also present

in Fig. 6.8b; moreover, in going from the [110] to the [120] direction, the M3 phase is being
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compressed, such that in the intermediate position the phase boundary separating it from PM
is fully delineated below 70 k(. |

Given the clear iﬁ—plane anisotropy of the magnetization (Fig. 6.4-6.9), it becomes desirable
to systematically determine the angular dependence of the critical fields Hy; ;(8) and locally

saturated magnetizations A;(8) of the H 1 e metamagnetic transitions at T = 2 K.

10 20 a0 40 50
H(KG)

Figure 6.1 M(H) isotherms at T = 2.0 K for (2) 0° < 6 < 12% and (b)
12° € 8 < 307 (A8 = 19); inset: enlarged high field, T =
1.85 K (see text) isotherms. Arrows indicate the direction of
increasing 6. '
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Fig. 8.10 shows a series of magnetization isotherms (T = 2 K) measured at various angles
relative to the easy axis. The critical fields Hey j, for the transition between states i and j,
were determined rom maxima in ZM/dH, as exemplified in Fig. 6.11, and are shown as full
symbols in Fig. 6.12a. In most cases, Lorentzian {its of the derivative peaks were used {solid
line in Fig. 6.11) to more accurately determine the critical field values. The open symbols in
Fig. 6.12 represent reflections of the measured data across the # = 00 direction: whenever the
measured points extend beyond the 0°..30° region, they almost coincide with the calculated

reflections, as expected for a symmetry direction.
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Figure 6.11 Enlarged M(H;0 = 129} plot, and the corresponding deriva-
tive, illustrating the criteria used in determining the points in
Fig. 6.12: large dot on the dM/dH plot indicates the critical
field value, determined by the maximum of the Lorentzian fit
(solid line) of the peak; straight lines on the M{H) plot are
fits to the magnetization plateau (thin), extrapolated down 1o
intersect the maximum-slope line {thick), giving the My value
(large dot). Note: the quality of the Lorentzian fit is represen-
tative of some of the poorer fits.

For & < 129 the antiferromagnetic AF ground state exists for fields up to about 20 kG,
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after which two closely spaced metamagnetic transitions occur, with critical fields, at 8 = 09,
H_sr1 = 20.5 kG (for the AF to M trensition) and Hgy 9 = 27.7 kG {corresponding to the
transition from the M to the Mj state). A third transition from My to CL — SPM, around a
critical field Heo or—gspa = 53.7 kG, changes very little with angle up to 8 ~ 8% for highér
augles, another metamagnetic state M3 forms, being delineated by two distinet critical fields,
Has and Heor—spar- As the former decreases with the angle, the latter soon reaches values
around the maximum field of 55 kG available in the SQUID magnetometer used for these
ﬁmasurements. In order to follow this 1a,test transition in higher magnetic fields, additional
measurements were taken in a different magnetometer, for fields up to 70 kG, and a slightly
different temperature (T = 1.85 K); these data arc shown in the inset in Fig. 6.10a, but by
8 = 129, Hes cr—spar becomes larger than 70 kG, therefore we can only anticipate that this
transition still exists for larger angles. (The H — T phase diagrams {Fig. 6.8b and c) seem to
indicate that this critical field valuc increases from ~ 68 kG for 0 = 129, to more than 140 kG
at @ = 30°). Slight differences can be noticed between the data scts taken in the twa machines,
very likely due to the different temperatures at which they were taken. A linear scaling of the
two data sets by a factor of ~ 1.07 was necessary, for both the magnetization values and the
critical Relds; the scaling of the magnetization values can be explained by an assumption of
slightly different anzles between the applied field and the rotator axis in cach magnetometer,
while the field values may have changed with T according to the phase diagrams in Fig. 6.8.
After the scaling of the two data sets, and after additional calibration to the measurements
on the large mass 13.55 mg piece, the locally saturated magnctization values were determined.
The criterium used for determining the magnetization for each state (M), was the onset M(H)
value {Fig. 6.11), i.e., the intersection of the linear fit of the M5 magnetization plateau and
the highest-slope lincar fit of the M(H) curve during the M}, to M, transition. More attention
was given to determining the magnetization for the first state (M;), due to the limited field
range over which this state exists. Several criteria tried in this case (onset value, midpoint
between transitions, minimum in M /dH or midpoint on the appropriate linear region on the

M(H) curves) resulted in almost identical angular dependencies of M;; moreover, using any
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of the aforementioned criteria, we were still unable to follow this state in the M{H) curves for
angles beyond 25°.

For # > 120, the similar two sets of measurements are shown in F1g 6.10b. The same
criteria were used for the determination of M;(#) and Hg ;(9). The two lower metamagnetic
transitions cen also be seen in this region, while of the higher two, only H.g 3 is within our field
range; as the angle increases, the first two transitions move closer in field (Hcap; increases,
while Hy o doesn’t vary significantly with @), such that the My state becomes very narrow,
making its determination very difficult. My and Mz however appear as well defined plateaus,
continuously decreasing, and increasing respectively, from the local extremum values seen at
f = 0% Hep gz has a minimum of 38.9 kG around § = 30°

The magnetization curves revealed four metamagnetic states, and their angular dependence
is presented in Fig. 6.12b: M, M> and JMCL_-SP}W, which have local maxima at § = 0°
around 1.08 pg/Th, 3.00 p5/Th, and 6.25 up/Th respectively, and M; which exists only
beyond 8 = 8° el 163 s sassetuanine @2 GG pa/That 8§ = 30° Similar to the Hy;,; in Fig.
6.12a, the open symbols in Fig. 6.12b represent reflections of the measured data across the
8 = 0 (easy axis) direction.’

The dotted lines in Fig. 6.12a and b are fits to He; j(¢) and M;(8) respectively, as caleulated
- based on the model that will be discussed below. Their angular dependencies are described
by 1/ cos(d £ w;), and cos(d £ ;) respectively, with ; = 0, 300 or 60°. These values
are integer or half-integer multiples of 360° / n, where » = 6 in our hexagonal system.
Considering the six-fold symmetry of the this cornpound, these simple geometrical relationships
render ThP'tIn as very similar to BNigBsC (Canﬁeld; 1997a.b) or DyAgShy {Myers, 1999a),
tetragonal compounds where the analogues ; values were 0, 459 or 90 {integer or half-integer
multiples of 360° / n, where n = 4).

As seen earlier in the cases of the tetragonal compounds HoNigByC (Canﬁeldl, 1997b) .or
DyAgSbe (Myers, 1999z), simple angular dependencies of the critical fields, as well as of the
locally saturated magnetizations exist in the hexagonal compound ThPtIn; this will be further

confirmed by similar geometrical relé.tionships that appesr to exist in TmAgQe.
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6.3 Data analysis

The fleld and temperature dependent maguetization measurements on ThPtIn (Fig. 6.1
and 6.4) have shown that this compound is extremely anisotropic, with the magnetic moments
corfined to the hexegonal basal plane. Moreover, when the direction of the applied field is
varied within the basal plane, six fold anisotropy of the saturated magnetization is revealed
in both TbPtln and its dilution (Th,Y;_.)PtIn (Fig. 6.5). Consecquently, detailed magne-
tization measurements with 7 1¢ were performed, allowing us to quantitatively describe the
angular dependencies of the critical fields He; ; and locally saturated magnetizations M; (Fig.
6.12). By analogy to the four-position clock model (Cenfield, 1997b; Myers, 1999a; Kalatsky,
1998) for tetragonal systems, we .a.re now proposing a simple model for the net distribution of
moments in the hexagonal compound ThPtIn: three co-planar Ising-like systems, 60° apart in
the basal plane. Such a hypothesis was first suggested by the high field magnetization values
observed in the pure compoﬁnd TbPtln, es well as in the highly diluted {Th,Y)_.)Ptln. As
the maximum measured magnetization for ThPiln was around 6 up/Tht (far smaller than
the calculated 9 up value), it is reasonable to assume the existence of more metamagnetic
transitions beyond our maximumn applicd field H = 140 kG. However, in the highly diluted
compound, where, within our field and temperature ranges, we are only probing the para-
magnetic state, the magnetization also reaches only ~ 6 ug/Tb** at the highest H. This is
consistent with the i = 6 up/Tb* corresponding to a crystal-field limited saturated para-
magnetic (CL-SPM) state. Cbnaequently we chose our model baﬁed on thres Ising-systems
such that -it described the hexagonal symmetry of the compound having three magnetic ions
in ortherhombic point symmetry, with the above value corresponding to saturation (in the
limit of high CEF energy). In order to verify this hypothesis, the expected angular depen-
dencies of possible moment configurations résulting from such a model will be compared with
our measurements. Furthermore, we will use our experimental results to refine the model,
by considering multiples of the three Ising-like systems, resulting in more complex angular
dependencies of the calculated magnetization and critical field values.

In the P62m space group, ThPtIn assumes a hexagonal crystal structure, with 3 Th%+
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Figure 6.13 Schematic representation of the three co-planar Ising-like sys-
tems model with three distinct R in the unit cell, sitting in
unique orthorhombic sites) in (a) the antiferromagnetic and
(b) the CL-SPM state. Solid arrows: "up” and dotted arrows:

"down" orientations of the magnetic moments along the easy
axes.

ions at equivaleﬁt 3g (orthorhombic) sites. The {act that a strong CEF anisotropy confines
the local moments to the basal plane calls for a two dimensional model, greatly simplifying
the analysis, (A schematic description of an eguivalent three-dimensional model has been
introduced for DyAgGe (Morosan, 2004)). Having three equivalent magnetic moments in
orthorhombie point symmetry, one possible way to achieve the overall hexagonal symmetry is
by restricting the moments to three of the six-fold symmctry axes, 60° apart, while allowing
for both the *up’ (solid arrows) and *down’ (dotted arrows) paositions for a given direction
(Fig. 6.13). Any specific Th-site would, at low temperatures, behave like an Ising system,

with each third of the sites having parallel Ising directions. Thus, each metamagnetic state of
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ThPtIn can be described by a multiple S of three Ising-like systems along three {120] equivalent
directions {the easy axes for this system). We will use \ , T and /' symbols, to denote the
orientation of the three moments in their "up’ positions, and ~, , | and ~ symbols respectively,
for the corresponding ‘down’ positions. The order of the arrows is not meaningful for our
model; only the number of arrows for each orientation is significant for the net distribution of
moments. Moreover, we describe each metamagnetic state with the minimum-8 value moment
configuration consistent with the experimental data. However, higher 5 values are possible for
most of the states, and information about the wave vectors (e.g. from scattering experiments)
would be required to determine unique S values.

Since in our experiments we only measure the projection of the magnetic moment along the
field direction, the angular dependence of the magnetization M; per moment of an arbitrary 3
3-moments configuration is

Mi(0)/12sat(THH) = i | S5 myrcos(6—60°)+ 303, myrcos B + Y5 myscos(8-+607) ]
where # is a continuous variable representing the angle between the applied field and the closest
easy axis (—300 < ¢ < 30"}, and the three sums give the magnetization value due to each
of the three directions of the Ising-like systems; the m; parameters equal + 1, depending on
whether a certain moment is in the ‘up’ {(+ 1) or ‘dowm’ {— 1) position for the respective
direction. We restrict our model description to the 0° < 8 < 302 angular region, which, by
symmetry across the 8 = 09 direction, also describes the —30° < 8 < 0° region.

For § = 1, our model corresponds to one set of three such Ising-like systems. We assume
that in high applied ficlds, the three magnetic moments occupy the three allowed easy a.xés
closest to the direction of the field; as the ficld is lowered, the metamagnetic transitions occur

' such that the measured magnetization is being decreased with H. In this hypothesis, there are
three distinet moment configurations for the system: (N 1} for the CL-SPM state, (\,7.7)
for intermediate field values, and (\,1.”) for the AT ground state. The above formula yields
the following angular dependencies of the resulting longitudinal (measured) magnetizations:
2/3 % cos 8, 2/3 = cos{# — 60°) and O respectively, represented by open circles in Fig. 6.14.

Fig. 6.12b shows that such a model only describes the CL-SPM state:
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Figure 6.14 Calculated magnctizations as a function of #, based on the
three coplonar lsing medel: open circles - S = 1 and crosses-
8 = 2 (see text for details).

Mop—spu{0)/ sat(THT) = 2/3 % cosd
and the AF ground state M4p/psa:(Tb?*) = 0 of TbPtIn; aceording to the proposed model,
the local moment configurations from which the above angular dependencies follow are (\\1,7)
and ([T} respectively. It is worth nn‘ti'ng that the CL-SPM magnstization value, caloulated
based on the above moment configuration, is 6 up, smaller than the measurcd 6.25 g, One
possible explanation is that with increasing field, the system is slowly approaching the CEF
splitting energy. This is alzo consistent with the increasing plateaus in the high ficld magneti-
zation data in Fig. 6.4a; however, the extrapolation of these plateaus down to H = 0 results

in smaller values for the [120] direction (6.13 pp} and the [110] direction (5.35 p.:g), closer to
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the calculated values (8.0 up and v/3/2 %86 up = 5.2 pp respectively).

To characterize all the other observed metamagnetic states, larger S-values are needed,
i.e., the local moment configurations are described by an integer multiple S > 1 of sets aof
three Ising-like systems. Fig. 6.14 (crosses) also shows all possible angular dependencies of the
magnetizations resulting from such 2 generalized model when § = 2. By comparison with
the experimental data, it appears from Fig. 6.12b that two more metamagnetic states can now
be described with § = 2:

Mz(0)/ b2t (TH*F) = 24/3/6 * cos(f — 30°) (moment configuration (\"\11./.) ),

and '

Ma(8)/peat(TH¥) = 2/6 % cos 8 (moment configuration ("\T17.7.7) ) -

There is still one more metamagnetic state, My, which cannot be described within the
S = 2 model; however, for most of the angular range, its magnetization has an angular de-
pendence consistent with: Mj(0)/tisae{Tb*T) = 2/18 # cosd. The cosd dependence {i.e. cos
is an even funection) requires that the moment configuration be symmetric with respect to the
'® = 0° direction. The simplest possibility is (\.1 7}, for which the magnetization varies as
2/3+cos 8; to this, & number of sets of three moments needs to be added, with zero net magneti-
zation (e.g. multiples of (o) or (NNTLZ ), to get a resulting magnetization amplitude
| of 2/18. Consequently & minimum § = 6 configuration (\\N\\\\N\NITTTTT ' /)
or (NN A7) yields the desired caleulated magnetization 2/18+cos 8.

Assuming the above net distributions of moments for the observed metamagnetic states,
one can derive the expected sngular dependencies of the critical fields. Comparison between
the data in Fig. 6.12a and these calculated H; ;(6) values will further confirm or refute the
net distributions of moments proposed above.

Since the energy associated with a magnetic moment M in an apphied field HisM-H
(Myers, 1999a), the corresponding encrgy difference ALy; between metamagnetic states }T{:
and ﬂ_ef; is:

AE; = M; H-M,.°

If there is a critical energy B, = AEj; to be exceeded for a metamagnelic transition between



124

states i and j to oceur, thaen the critical fleld value is given by:

L E,
Heaj = 32 %50
where M; and M; are the measured (projections along the field) respective magnetizations. The
numerator in the above expression is angle and field independent, and the angular dependence

of H ; follows only from the denominator. In other words,

- 1
Hm i m‘-

Consequently, the expected critical field values, shown as dotted lines in Fig. 6.12s, are:

Heapa(8) ~ 1/cosd,

Hy10(6) ~ 1/cost,

Hep3(f) ~ 1/ cos(f — 80°),

Hgior-spm(6) ~ 1/ cos(6 + 60°%)

and Hy or-spm() ~ 1/cosd.

The reflections across the § = 0° direction result from the above formulas, when substi-
tuting @ with —8; moreover, since cos is an even function, this is equivalent to & change in sign
only for the ¢ in the above expressions written as 1/ cos(f — ).

As described above and similar to the analogous study in the tetragonal compound HoNisBaC

(Canfield, 1997h), in most cases we used maxima in dM/dH, and not the on-set criterion, to

determine the critical field values, hecause the magnetizations during the transition were not

always lincar; however, comparison with the calculated critical fields based on the above model
is still appropriate, given that only small departures from linearity were encountered, mostly
close to the bordering states (M; and M;). (The non-linear change of the magnetization with
increasing field indicates that other factors (i.e. the demagnetization factor of the sample
(Suzuki, 2002), coexistence of more than two phases, non-linear superposition of the various
states) may be respounsible for the broadening of the transition).

Comparison of the measured critical fields and locelly saturated magnetizations (Fig.
6.12a,b full and open symbols) with the calculated values as described above (Fig. 6.12a,b
dotted lines) confirms, in most cases, the assumed local distribution of moments. However, the

first metamagnetic state M; follows well the calculated 2/18 # z50:(Th3T) * cos(@) dependence
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up to & = 2_5”, after which it is difficult to determine it with reasonable accuracy. Despite the
fact that both Hcapm; and Hp 2 should depend on this mapgnetization value, the former fol-
lows tile expected angular dependence fairly well, whereas the latter falls under the caleulated
1/ cos curve. Even though at this point we don’t have & rigorous calculation to support our
assumption, we anticipate that the proximity of the two lowest transitions requires a calcu-
lation with more than two coexisting phases, which may render a better fit of the observed
experimental data in this region. On the other hand, the Hp 3 and Ha op-spas critical fields,
which have the most evident angular dependence, are well fitted by the calculated functions
based on the present model. It is thus reasonable to assume that, whereas possibilities for
reflining the model exist, in the simple form that we present here it describes our system fairly
well.

The polar plot in Fig. 6.15 helps in understanding how the hexagonal crystal structure of
this compound is reflected in the angular dependence of the metamagnetic phase transitions:
similar to the polar phase diagrams for tetragonal compounds HoNipB,C (Kalatsky, 1998) or
DyAgSbhy (Myers, 1999a), when we plot H,#sin8 vs. H, % cosf, the phase boundaries become
straight lines, ~-:‘v'ith slopes equal to either 4 1 /+/8 or co. These slopes correspond to directions
either parallel or perpendicular to the high symmetry axes (i.e. [110] or {120]} in the hexagonal
structure, just as within the four position clock model the corresponding phase lines were either
parallel or perpendicular to the tetragonal high symmetry axes ([110] or [010]). As described
in Myers et el (Myérs, 1899a), the equations of these straight lines in polar coordinates can
be used to verify the transiticns slready discussed: if we substitute the above slope values in
the general formula

R(6) = af(sin® —b+cosd),
for a line with slope b, we get:

H.(8) ~ l/cosbforb = 0

H(8) ~ 1/cos(@—80% forb = —1/v/3, 0r

He(9) ~ 1/ cos{f + 60°) for b = 1/+/3,

which are consistent with the angular dependencies of the transitions determined above,
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ThPtln
T=2K

H_* sin 0 (kG)

H_ * cos 0 (kG)

Figure 6.15 Polar plot of the critical flelds He; ;, with one possible moment
configuration shown for each observed metamagnetic state;
open symbols represent reflections of the measured data -full
symbols- across the § = 0° direction (see text).

For the most part, the experimental points fall onto the calculated straight lines, as ex-
pected. Some deviations from the straight lines can be noticed, with the most evident one for
Hey 2, for which we already emphasized the necessity of a more complex model. In a similar
manner {even though only for fewer angles), Hu 1 c.urves under the calculated straight line as
we move away from the [120] sasy axis, while some even smaller deviations from lincarity are
apparent in H.ap; this may indicate that special attention needs to be paid in determining
the anpular dependenoé of the critical fields, when rotating from the proximity of one easy axis

to another.
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6.4 TmAgGe

We already reported the basic magnetic properties of TmAgGe (Morosan 2004), which
strongly resemble those of TbhPtin: the magnetic susceptibility is extremely anisotropic {Fig.
5.23), indicating antiferromagnetic order below Ty = 4.2 K. The local magnetic moments are
confined by the strong CEF anisotropy to the basal plane, both below and above Ty, This can
also be seen in the field dependent magnetization measurements, shown in Fig. 5.26a, where
in-plane anisotropy of the ordered state is also apparent. Similar to the case of TbPtIn, several
metamagnetic transitions exist for both H||[110] and H|{[120]; these result in magnetization
val.ues of 4.92 up and 4.30 up respectively, at H = 70 kQ, far below pgee(Tm®) = 7.0 up,

whereas for the ¢ direction, the magnetization is linear and much smaller up to the maximum

M{[120

s = 0.87, close to the

applied field. The ratio of the two in-plane magnetizations is
05 30° value expected within the model deseribed before for ThPtIn for the CL-SPM state.
However, the two absolute values are larger than the corresponding ones, calculated from the
above model: M([110]) = 4.67up and M([120]) = 4.00 up, but the extrapclation of the
high-field plateaus down to H = 0 (solid lines in Fig.. 5.26a) yields magnetizations very close
to these caleulated values. As in the case of ThPtlIn, the slight inerease of the magnetization
plateaus after the supposed satur.ation may be caused by the slow approach of the CEF splitting
BIETEY.

In calculating the above expected magnetization values, we assumed the easy axes to be
along the [110)-equivalent directions, based on the directions where maximum magnetization
values at H = 70 kG were achieved {Fig. 5.26a). This is consistent with the angular
dependent magnetization measurement for H = 70 kG shown in Fig. 6.16, where angle 8
was measured from the [110] direction; thus the six-fold symmetric magnetization has maxima
occurring for the {110}-equivelent directions (i.e. for § = n* 60°, where n is an integer).
Consequently, for TmApgGe the angle # will be measured from the closest [110] easy axis. The
comparison of TmAgGe and TbhItIn indicates that, even though the easy axes in the two
compounds correspend to the two different sets of six-fold symmetry directions, as we shall

see, their physical properties are very similar.
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Figure 8.18 M(f) of TmAgGe (full symbols) at T = 2 K and H
= 70 kG, Hlc. Solid line: ecalculated magnetization
Mz #€05(8 —n +80Y), n-integer. Note: 8 = 0° is defined at
the [110] direction.

Around each easy axis, these magnetization measurements follow the cos¢ angular depen-
dence (the solid linc in Fig. 6.16), as expected within our proposed model. Some differences
between the the experimental data (filled cireles in Fig. 6.16) and the magnetization cc;uld be
caused by small misalignment of the sample (rendering slightly asymmetric measured peaks),
or by the strong interactions between the local moments. Similar to ThPtIn, this also indicates
that different metamagnetic states cross H = 70 kG at different angles.

From the M(T) ;o (Fig. 6.17) and M(H) |1 (Fig. 6.18) measurements, detailed H — T
phase diagrams for this compound can be determined. They are shown in Fig. 6.19a,c, for field
along the [110] or 6 = U';", and [120] or & = 30° directions respectively, with an intermediate-
position 8 =~ 24% phase diagram in Fig. 6.19b. In the same manner used for ThHPtIn, the

points in these phase diagrams have heen obtained from maxima in either d(M = T/H)/dT for
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Figure 6.17 (2) M(T) data for H = 1, 5 kG and 10 - 70 kG (A = 10
kG) for H[|[120}, with enlarged high-field data in the inset; (b)
M*T derivatives for I = 50, 60 and 70 kG, together with the
Lorentzian fits of the maxima (solid lines), illustrating how the
vertical line in Fig.22¢ was determined for high applied fields.

constant field (full symbols) or in dM/dH for fixed temperatures {open symbols).

For H|{[110] {Fig. 6.19a), at low temperatures the antiferromagnetic, AF, ground state
exists for H £ 3.1 kG, followed by a small intermediate phase My (up to ~ 4.4 kG)
and a larger state My above. This latest phase extends up to 8.9 kG, after which, at low
te.mperatures, the system reaches the crystal field-limited saturated paramagnetic, CL-5PM,

state. As temperature is increased, the M; phase disappears around 2.5 K , and a direct
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| (a}T=1.854.6K

HIT110]

Figure 6.18 M(H} isotherms for T = 1.85, 2 — 4 K (AT = 0.25 K},
4.2 and 4.6 K for (a) H||[120] and (b) H||[110]; insets show the
enlarged data around the metamagnetic transitions. {Arrows
indicate direction of increasing T'.)

transition from the AF to the Mj state oceurs at a decreasing critical field value. The upper
phase boundary (for the My to the PM state transition) also falls down in field as T increases,
such that at very low fields only one transition is observed close to Ty = 4.2 K.

As we rotate é,wa,y from the casy axis, the low-field phase diagram changes very little, with

a small enhancement of the critical field values towards low temperatures. As field is being
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Figure 6.19 H-T phase diagrams for TmAgGe, with (a} H|[110] and (c)
H|}[120], as determined from magnetization data in Fig.20-21;
(b) intermediate-position phase diagram {see text); the error
bar shown in inset of (b) represents the range of values for the
high-field line, as determined from Fig. 6.20.

increased, My is getting smaller as a new distinet phase My forms. Its upper bardering line
appears to have a strong angular dependence, as can be seen in Fig. 6.19b and ¢, similar to the
upper-most phase boundary seen in ThPtIn : for H||{120] (Fig. 6.19¢), this phese boundary
is an almost vertical line at T & 4.5K, up to our maximum applied field H = 70 kG.
As a consequence, the corresponding points on this line have been determined from d{M #
T/H)/dT da.tﬁ, as shown in Fig. 6.17c for high fields, and could not be identified in the field-
dependent. derivatives. At low temperatures, the H.apq and H. 5 values (3.62 kG and 4.86
kG respectively) are very close to the corresponding ones in the [110] direction, whereas the
Mgy to Mj transition occwrs around 7.0 kG. These three phase lines merge around T' = 3.0

K, such that for higher temperatures a single transition occurs et decreasing fields. This line
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appears to intersect the H = 0 axis around Ty = 4.2 X.
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Figure 6.20 M(H) for T' = 1.85 K (symbols), and the corresponding deriva-
tive (line). The inset shows an enlargement around the high
field transition, to exemplify the two criteria used for deter-
mining this critical field (see text). Note: the error bar shown
in the inset (determined from the position of the peaks in the
derivative) gives a caliper of the uncertainty in determining
this critical field value.

The intermediate-crientation phase diegram presented in Fig, 6.19b allowed us to observe
the upper-most phase line moving down in fleld at low temperatures, such that for § = 240,
it intersects the " = 0 axis close to 40.1 kG. In this orientation, this phase boundary can be
identified in the M(H) derivative, as shown in Fig. 6.19 for T = 1.85 K. However, the high
field peak in dM/dH is poorly defined, making the determination of the correspanding eritical
field value more difficult. For & more precise estimate, another criterium was used together
with the derivative maxima, as illustrated in the inset in Fig. 6.19: the mid-point (large dot)
| on the highest-slape linear fit {solid line} of the magnetization data around the transition. Also
shown is the error bar for this eritical field value, as determined from the two criteria used

here.
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The fact that this line is now apparent in both. M (T) and M (H) data. is further confirmation
that this phase boundary exists, whereas at lower fields, the only noticeable difference from the
H|[[120] direction is the pcrsisten-ce of the My state up to higher (i.e. ~ 3.5 K) temperatures.

A number of similarities between TbPtIn and TmAgGe have already been established: same
crystal structure, antiferromagnetic ground state, extremely anisofropic magnetization, in-
plane anisotropy and metamagnetisﬁl leading to crystal fleld-limited saturated magnetizatians
smaller than the calculated single ion s velues. As a consequence, we proceed to study the
angular dependence of the planar metamagnetism in TmApGe, and subsequently apply the
model developed for ThPtIn to the case of this compound.

When we fix the temperature at T = 2 K, the angular dependence of the metamagnetic
transitions can be studied based on the M{H) isotherms shown in Fig. 6.21. The critical
fields and the locally saturated magnetization values (full symbols in Fig. 6.22) heve been
determined as maxima in dM/dH, and from on-set values respectively (see the ThPtIn section).
An exception was made for Mor—spar above 10°, and the criterion used for determining this
state is described below. Moreover, because of the proximity of the first two transitions, the
My state is poorly defined; no precise saturated magnetization data could be extracted for this
state, but the phase diagrams in Fig. 6.19, as well as the angular dependent critical fields in
Fig. 6.22a, are consistent with the existence of this phase. As before, the open symbols in Fig.
6.22 represent reflections of the measured data across the 8 = Q direction. The TmAgGe
measurements allowed us to determine the critical field and locally saturated magnetization
values for the full angular range (—30° < 6 < 30%); the resulting somewhat asymmetric
data (most obvious in the case of the M» data) maybe duc to a small sample misalignment.
The experimental data (full symbols) together with the reflections {open symbols) in Fig. 6.22
give the caliper of the error bars for these measurements.

For BI < 10%, two closcly spaced metamagnetic transitions can be seen in Fig. 6.22a, with
critical fields Hoap1 = 3.0 kG and Hao = 4.37 kG respectively at § = 0°, followed by
a third transition Hp cr_spu at ~ 9.37 kG. It should be noted that these H,;; values are

slightly different from the corresponding ones (3.10 kG, 4.36 kG and 8.92 kG respectively at
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Figure 6.21 M(H) isotherms (T = 2.0K) for (a) 0° < 4 < 109,
A = 2° (enlarged M; state shown in the inset) and (b)
10° < 8 < 30% Ad = 29 inset in {b) shows the cxtrap-
olation of the two higher metamagnetic states down to lower
fields, such that the intersection with the maximum-slope line
gives the magnetization vaiues My and Mgy _spar- salid dots
(see text). Arrows indicate increasing 6.

T = 20K, ¢ = 0° in the H —T phase diagrams (Fig. 6.19a), as they have been determined
from two distinet measurements. Thus small errors in the angular position (% 1°) may convert

into small errors in the critical field values (< 3%).

Somewhat [arger diﬂ'erences betwesn the two data sefs are observéd for § > 107, specifically
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Figure 6.22 {a) Measured critical fields Hy j and (b) locally saturated mag-
netizations M; (fall symbols), as a function of angle & mea-
sured from the easy axis. Open symbols are reflections across
the @ = 0° direction (see text). Alsa shown are the calculated
angular dependencies of He ; and M; (dotted lines). The error
bars shown in the low part of (b) give the range of values that
we can infer for M) from the data shown in Fig. 6.21.
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for Hea ¢r—-spas, which varies more rapidly with the angle than any other critical field. In this
angular region, the two lower transitions cccur at almost the same critical fields as below 10,
“whereas the critical field for the third one slowly decreases with angle, as a fourth transition
appears and rapidly moves up in field. Consequently, the M; metamagnetic state changes little
with the angle, whereas the M; state narrows down as the bordering critical fields move closer
to each other. The fourth transition being very broad makes the determination of the Mz state
fairly difficult. Also, with H cr—spar broadening out and rapidly moving towards our field
limit (i.e. 70 kG), it was difficult to get a meaningful linear fit of the M{H) curves during
the M3 to CL — SPM transition; instead we used the intersection of the maximum slope line
corresponding to the Ma to My transition, and the best lincar fit of the highest magnetization
state, to determine My _spys for > 10° (Fig. 6.21b, inset).

The best fits to the experimentally measured angular dependent data are shown in Fig.
6.22 as dotted lines. We will use thesc fits to infer the net distribution of mements as multiples
S of three Ising-like systerns, similar to the case of ThPtIn. As mentioned before, we infer that
the M state should exist based on the angular dependent critical fields in Figl. 6.22a, and the
T = 20K métama.gnetic phases revealed by the phase diagrams in Fig. 6.19. Consequently,
in Fig. 6.22b we are only showing the expected angular dependence of such a phase, by analogy
with the TbPtIn case: M/ 0 (Tm?+) = 2/18xcosf, which appears to be the upper limit of
these magnetization values, as indicated by the error bars shown in Fig. 6.22b. As already scen
for ThPtIn, the moment confi guration that would result in such a My magnetizationisa§ = 6
state: (NNNNNNITITT V' A) or SONANANNUTITL 77 7). Ma(f) has
a maximum value at § = 0° equal to 2.37 pp/Tm®t, close to 2/6 * gea(Tm*+) = 2/6 +
7up/Tm3*, and a cos@ anguler dependence. This suggests that a possible net distribution
‘of moments for this state, realized with a minimum S = 2, could be (\N\17././7). If
one local moment is flipped from its  position to / in the previous state, the resulting
state could be described by the (\,\T1.".") configuration, whose magnetization varics as
24/3/6 % pger(Tm® ) # cos(@ — 30%); this fits well the measured My data, indicating that the

previously assumed local moment distribution may be appropriate for this metamagnetic state.
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When all the magnetic moments arve in their 'up’ positions, the CL-SPM ("\\11,/ /') state
is achieved, and the corresponding 'augular dependence is 4/6 * tigq:(Tm?+) * cos@. This best
describes the last observed metamagnetic state, which has a maximum of 4.68up,/Tm?*t arcund
B = 0° very close to 4/6 * pee(Tm*t) = 4/6 4 7up/Tm®". (As hefore, the order of the
arrows used to describe the net distribution of mdments has no physical meaning).

According to the calculation given in the ecase of TbPtln, for TmAgGe one would also
expect the critical fields to vary with the angle @ as

Hoy ~ wow;-

Using the net distributions of moments assumed above to best describe the locally saturated
magnetization states, we expect the following angular dependencies of the critical fields:

Heari{0) ~ 1/cosé,

Hyo(8) ~ 1/cost

Hepa(B) ~ 1/ cos(6— 600),

Hoaor-spu ~ 1/ cos(d+ 809)

and Hes or—spy(8) ~ 1/cosé.

The experimental data (full symbols in Fig. 6.22a) are in good agreement with these
caleulated critical fields, with H.a.cr_spar(§) present onky for # < 10°, while the Hp s and
He or—spae exist only for 8 > 109, This is consistent with the presence of the Mz state for
angles larger than 10%, even though experimentally we were only able to accurately determine
it for # > 16°. (The bordering transitions of this state are very close in field when # is
close to 10%, which made the determination of Mj in this angular region diffieult). It is worth
pointing out the excellent fit of the measured H 3 cr-.spa data with the celeulated angular
dependency, this transition showing the most dramatic change with the angle 8.

Apart from the absolute values of the critical fields and the locally saturated magnetiza-
tions, the H.(0) and M, (8) phase diagrams for TmAgGe (Fig. 6.22) are identical to the
TbPtln anslogues in Fig. 6.12: to the same number of critical fields with ideniical angular
dependencies correspond identical metamagnetic values (scaled o the saturated moment of

the respective R3t jon), which also vary similarly with the angle. This is consistent with our
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mode] being indeed a general description of the Fey P-type systems, or even more generally, of

hexagonal systems with the R in orthorhombic point symmetry.

TmAgGe

B2

[2h0]

H *sin 8 (kG)

Figure 6.23 Polar plot of the critical fields H,, with one of the possible
moment configurations shown for each chserved metamamnetic
state,

When the H.(#) phase diagram for TmAgGe is converted into a polar plot {Fig. 6.23),
similar to that for TbPtIn, we again notice that the phase boundaries are straight lines, with
+ 1/4/3 or oo slopes. From the equations of these straight lines, we can once more confirm the

transitions determined before:
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H(8) ~ 1/cosfford =
Ho(8) ~ 1/cos(8 —60%) for &

-1y V3, or

Hy(8) ~ 1/cos(d+60%) forb = 1/4/3.

As already noted, in the case of TmAgGe, we were able to determine the critical fields
from experimental data for § = —30° .. 30°, as seen in the phase diagrams in Fig. 6.22a,
as well as in Fig. 6.23. Slight differences between the cxpected straight lines in Fig. 6.23 and
measured critical fields can be noticed for Heqa for angles close to + 30°, or for Heaor-spM
also for Iaré,e angles; besides being a conssquence of small misorientation of the sample, tlﬁs
may indicate, similar to the TbhPtln case, that a more complex model needs to he used to

describe the regions around the *hard’ in-plane direction.

6.5 Angular dependent metamagnetism at T .= 20 K in TbPtIn

Whereas TmAgQGe has fairly simple H — T phase diagrams, with all metamsgnetic phases
present at low temperatures, the ThPtIn phase diagrams are somewhat more complex, man-
ifesting en additional intermediate-temperature phasc, My (Fig. 6.8). In order to pefform a
similar angular dependent study of this metamagnetic state, a set of M(H) |y data was taken
at T = 20 K. Assuming that all existing transitions have been identified and are shown in
Fig. 6.8 (at least below 20 K}, at this temperature the M{H) t;,urves should intersect the
same magnetic phases as in the low temperaturc casc, with the exception of Mj; instead, the
measurements at T = 20 K intersect the bubble-like phase M,, as seen in the three different
orientations phase diagrams in Fig. 6.8.

Fig. 6.24 shows the M(H) isotherms at T' = 20 K for various angles . The M;(8) and
H; ;(8) phese disgrams have been determined as described before for TbPtIn or TmAgGe
for T = 2K, and are shown in Fig. 6.25. Tt should be noted that, due to the enhanced
temperature, all transitions are broadened, and the locally saturated magnetization plateaus
are no longer horizontal. Both of these facts make the analysis of these data somewhat harder
and more ambiguous.

For # < 12° (Fig. 6.25a), the lowest transition changes very little with angle, having
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Figure 6.24 M(H) isotherms at T = 20K for (a) 0° < & < 120 and
(b) 12° < @ < 30° (A¢ = 19); inset: enlarged M, state.
Arrows indicate the direction of increasing 8.

a critical ﬁeld value Hoara = 8 kG. As field is being increased, two more transitions can
be observed for angles lower than 89, with local minima of the critical fields, at ¢ = 0% of
Hen = 16.2 kG and Hgcr—spym = 48.7 kG respectively. For larger angles, the highest

transition splits into two different ones, Heg 3, with decrcasing values as we rotate away from
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Figure 6.26 (a) Measured critical fields Hy ; and (b) locally saturated mag-
netizations Af; (full symbols), as a function of angle 8, for
T = 20 K. Open symbols are reflections across the # = 0°
direction. Also shown are the calculated angular dependencies
of Hy; and M; (dotted lines).
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the easy axis, and Hes cr—gpas, which rapidly increases above our field limit ({.e. 55 kG)
around # = 12° It should be noted that we are still referring to the high-feld state at
T = 20 K as the crystal ficld-limited saturated paramagnetic CL-SPM state, even though it
is possible that cross-over to the paramagnetic PM state has oceurred between 2 K and 20 K
at high H. (This would be a plau§ible explanation for the mesasured magnetization values for
this high field state being, as seen helow, lower than the calculated values.)

The locally saturated magnetization of the M; state is equal to ~ 0.25 pg/Th at § = 0°
and doesn't appear to change much with the angle. According to the # — T phase diagrams
in Fig. 6.8, all higher metamagnetic states are identical at low (I' = 2 K} temperature and
at T = 20 K; consequently, they seem to have similar angular dependencies (Fig. 6.25b): M,
and Mer_spar have local maxima around 3.3pp/Tb and 5.7ug/Th respectively, at § = 0°,
and slowly decrease with increasing angle in this region. Beyond ~ 8°, a third metamagnetic
state should exist, defined by the He s and Hyg or—spa critical fields; however, it is diffienlt
to identify it in this angular region, given the broadness of the bordering transitions and the
H 3 c1—spar proximity to oﬁr field limit.

As we move further away from the easy axis (i.e. # > 12° Fig. 6.25b), the lower two
metamagnetic states can again be observed, whereas the CL-SPM state may still exiut for fields
larger than 55 kG (also apparent from the /I — T phase diagram in Fig. 6.8b). Also, we can
now see the third state M3 slowly increasing with angle #, similar to the low temperature case.

The T = 20 K phase diagrams (Fig. 6.25) are very similar to tileir low temperature
snalogues (Fig. 6.12), except for the My state, and some evident differences between the
experimental data and the model calculations (dotted lincs). It was rather diffienlt fo determine
the angular dependencies of M, and Mj, therefore we had to infer the possible theoretical fits in
a more indirect way: as we already mentioned, the state described by My at T = 20 K should
be the same as the corresponding one at low temperature, since they characterize the same
metamagnetic phase. Therefore we expect it to vary with the angle like 2/6 # p2gqs(Th3F) % cos 0
(Fig. 8.12b). For large angles, this is vonsistent with the measured data in Fig. 6.25b, whereas

significant deviations can be noticed closer to 8 = 09. The lower magnetization state M; has
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much smaller values than any of the states characterized at T = 2 K, therefore we cannot fit
it accurately with a calculated angular dependence; however, Hos 2 can be fitted with 16.2 kG
%1/ cos# and should relate to My through
Haa(8) ~ 1/[Ma(6) — Ma(8)]
- or

1/cosé ~ 1/[ 2/6 % pugae(ThT) + cos § — My(8)).

Thus M4(8) should vary like Mat 4 * cos @, with a locally saturated magnetization Mgz 4 =
0.25 * (450 (TH>F), but, as already mentioned, it is difficult to determine it with reasonable
accuracy. However, the corresponding local moment configuration should be similar to the
low temperature one, in order to get the cost dependence, except that the number S of three
Ising-like systems which would yicld the appropriate My, 4 value is uncertain. _

All other locally saturated magnetizations and critical ficlds can be best fitted with the
same angular dependencies as for the low temperature case:

M3(8) = 2v/3/6 % sy (TH) % cos(@ — 300),

Mer-_spa(8) = 476 % pae(TH?F) % cosd,

and

Heapg ~ 1] cosé,

Hepg ~ 1/ cos(f — 60°),

Hocr-spm ~ 1/cosé,

Hacrseym ~ 1/ cos(d + 60°).

Apart from the already mentioned differences between the measured data and the caleu-
lated curves, small departures from the corresponding theoretical angular dependencies can be
noticed for Ma(8) and Hpys; 2 more significant difference appears for the saturated magneti-
zation state Mer_sppa(6), which seems to have the expected angular dependence, but with
smaller values thar the calculated enes. This may be a high-te.mperature effect (i.e. cross-over
from low-T CL-SPM state to high-T paramagnetic PM state), or it may be one more indication
that a more refined model is needed.

A polar plat analogues to the low temperature case {Fig. 6.26) shows that at T' = 20 K,
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H_* sin 6 (k@)

H_* cos 8 (kG)

Figure 6.26 Polar plot of the critical fields H; ;, with one possible moment
configuration shown for each observed metamagnetic state {ex-
cept for Mj, where the moment configuration is uncertain-
see text}; open symbols represent reflections of the measured
data-full symbols- across the # = 0 direction.

the critical fields are still well described by straight Lines, but with more pronounced differences
between experiment and the theoretical calculations. We attribute these to the thermal broad-
ening at this temperature, but, as already seen in the low temperature case, a requirement for

a more complex medel cannot be excluded.

6.6 Summary

Metivated by the extensive work done on highly anisotropic local moment systems with
tetragonal unit cells and unique rare earth sites of tetragonal point symmetry, we have per-

formed detailed studies on two highly anisotropic, local moment, hexsgonal compounds: ThPtIn
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and TmAgGe. Whereas both of these compounds are ternary members of the FeoP class of
materials, they have different hgands. In addition, whereas both of these compounds mani-
fest extreme planar anisotropy, they have different casy axes: [120] for TbPtIn and [110] for
TmAgGe. Ewven with these differences we have found that these two compounds have very
similar H — T as well as H — & phase diagrams. _

TbPtIn and TmAgGe have a single rare earth site with orthorhombic point symmetry (with
three rare earth sites per unit cell) and both cozﬁpounds have high ficld saturated moments well

“below the single ion values. These two observations, combined with cur experience with the
four position clock model that was developed for the tetragonal compounds with rare earths
in fetragonal symmetry, lead us to propose a similar model for these FesP-type compounds: a
triple coplanar Ising model, which consists of three Ising-like moments per unit cell, with their
Ising axes within the basal plane and rotated by 600 with respect to each other. This model
preserves the six-fold symmetry at high fields and also explains why the saturated moments
are significantly lower than the free ion values. By analyzing the magnitudes and angular de-
pendencies of the critical metamagnetic fields, as well as the locally saturated magnetizations
within the framework of this model, we can infer the net distribution of moments along the
six possible moment crientations. However, field-dependent neutron diffraction or magnetic
X-Tay measurements are needed to test these hypothetical net distributions of moments and to
obtain the propagation vectors for each magnetically crdered state. {(Some preliminary exper-
iments on ThPtIn are already reported (Garlea, 2004), confirming the two low-field ordering
temperatures that we observed in the magnetization measurements. Moreover, the neutron
data are consistent with our inferred direction of the moments.)

The successful extension of the four state clock model to the current triple coplanar Ising-
like modél implies that a wider set of local moment compounds with planar anisotropy can be
understood in a similarly simple manner. Clearly tetragonal unit cell compounds with the rare
earth in orthorhombic point symmetry could be expected to behave in a manner similar to
ThPtIn and TmAgGe, i.e. to form a class of double coplanar Ising model materials. In a similar

manner, hexagonal unit cell compounds with the rare earth in hexagonal peint symmetry could
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Plausible models for extremely anisolropic, planar compounds
(see text) with (a-b) tetragonal and (c-e) hexagonal unit cells.
The numbers are used to identify the different magnetic mo-
ments in the unit cell. (a) Four position clock model describ-
ing tetragonal systeras with one R in tetragonal point sym-
mctry; (b) Double coplenar Ising-like meodel: for orthorhom-
bic point symmnetry in tetragonal unit cell, two magnetic mo-
ments would be necessery (Ising-like systemns, 90° away from
each other in the basal plane). (¢} Siz position cleck model:
one magnetic moment with six possible orientations {arrows
along six high symmetry orientations in the hasal plane); (d)
Triple coplonar Ising-like model: three R ions in unique or-
thorhombic point symmetry are needed in a hexagonal com-
pound (three Ising-like systems, 60° away from each other in
the basal plane); (e) A double coplenar three position clock
rnodel can describe hexagonal systems with two magnetic mo-
ments in unique friponal point symmetry position, with three
possible orientations (120¢ away from each other in the basal
plane) for each. In all cases, the correspanding CL-SPM states
{described in text) are represented by full arrows (applied field
is assumed to be vertically up. '
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be expected to behave in 2 manner similar to HoNigBaC {Canfield, 1997b) or DyAgShy (Myers,
1990a), 4.e., to form a class of six position clock model materials. Hexagonal unit cell materials
may offer one other, potentially new class of mat:.erials: highly planar anisotropic compounds
with the rare earth in trigonal point symmetry. Iﬁ this case we anticipate a double coplanar
three position clock model. Such compounds would have two magnetic sites, each with three

possible positions 120° apart. Fig. 6.27 gives schematic representations of all expected five

models deseribed above.
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CHAPTER 7. Magnetic ordering and effects of crystal electric field

anisotropy in the hexagonal compounds RPiIn, R = Y, Gd - Lu*

7.1 Introduction

The RPtIn compounds (R =Y, La-Sm, Gd-Lu) have been Ieported to crystallize in the
ZrNiAl hexagonal structure (Ferro, 1973; Zaremba, 2001; Galadzhun, 2000}, space group F62m,
with the rare earth in orthorhombic point symmetry, whereas the R = Fu member of this series
forms in an orthorhombic TiNiSi-type structure (Péttgen, 1996, Miillmann, 1998} (s_pace aroup
Prma). Magnetic and transport measurements on some of these materials revealed a variety
of physical properties across the series: CePtIn {Fujita, 1988; Kurisu, 1999; Yameguchi, 1990;
Satoh, 1990} and YbPiIn (Trovarelli, 2000; Kaczorowski, 2000; Yoshii, 2004) appear to be de‘l'lSB
Kondo systems, with the clectronic specific heat coefficient - larger than 500 mJ/mol K2, and
430 mJ/mol K? respectively; no magnetic order was observed in the former compound down
to 60 mK (Satch, 1990), whereas the latter appears to order antiferromagnetica]ly. below 3.4
K (Trovarelli, 2000). In ThPtIn (Watson 1995) the antiferromagnetic nature of the magnetic'
order below 50 K wag indirectly suggested by the metemagnetic transitions observed in the
M{H) data below this temperature. Watson et al. {Watson 1995) have also reported that the
. R = (3d and Dy members of this series have ferromagnetic ground states, with Te = 89 K,
and 38 K respectively, with reduced values of both the effective and the saturated moments
of these two compounds. Whereas for the D}J' system, the disagreement with the respective
theoretical values could be attributed to crystal electric field CEF effects, it was unclear what

was causing it in GdPtln. CEF effects are also apparent in the magnetization measurements ,

*after "Magnetic ordering and effects of crystal alactric field anisotropy in the hexagonal compounds RPtIn,
R =Y, Gd - Lu*, E. Morosan, S. L. Bud’ko and P. C. Canfield, Phys. Rev. B (2005},
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on PrPtIn down to T = 1.7 K, which, together with the resistivity data (Zaremba, 2001)
suggest a possible ferromagnetic transition at lower temperatures. Similar data on SmPtIn are
indicative of ferromagnetic ordering in this compound below T = 25 K.

We recently presented detailed magnetization and transport measurements on gingle crys-
tals of ThPtIn {Morosan 2005), and these data are discussed in detail in Chapter 6: anisctropic
low-field susceptibility and specific heat measurements confirm the aﬁtiferromagnetic ground
state, with Ty = 46 K, slightly differcnt than the previously reported value {Watson 1995);
below the ordering temperature, complex metamagnetism is revealed by magnetization mea-
surements with applied field in the basal plane. Whergas from the high-temperature inverse
susceptibility we obtained an effective moment pie;y = 9.74 pp /Tb¥*, close to the theoreti-
cal value 9.72 up, the high-field magnetization data yielded values only up to ~ 6 ug/Tbt,
much smaller than the theoretical saturated moment of 9 pg. In order to explain the reduced
magnetization values, as well as the angular. dependence of the metamagnetic propertics, we
proposed a three co-planar Ising-like systems model, which took inta account the orthorhombie
point symmetry of the rare earth ions in the hexagonal unit cell of the RPtIn compounds
(Marosan 2005). Within such a model, for applied magnetic fields far smaller than the CEF
splitting energy, for ThPtIn one expects a cryst:-ﬂ field limited saturated paramagnetic CL-SPM
- state equal to 6 pp.

In view of these existing magnetization snd transport data, the magnetic ordering in the
heavy rare sarth members of the RPtIn series was somewhat intriguing: whereas for GdPtln
and DyPtln, ferromagnetic ground states were reported, the intermediate R = Th member ap-
pears to order antiferromagnetically, which is & rather unusual discontinuity for a magnetically
ordering local moment series.

In the present work we are trying to address this problem, and also extend the character-
ization of the physical properties to all the heavy RPtIn systems {s.e., for R =Y, Gd - Lu).
Having been able to grow single erystals for all of these compounds, we have the 'possibﬂit_y of
determining the effect of the CEF anisotropy on their magnetic propertics, more so than in the

previous studies on pelyerystalline samples. As we shall see, the hexagonal crystal structure
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of these compounds, with three R ions in the unit cell occupying unique. orthorho:l_nbic point
symmetry sites, is of crucial importance in explaining the moment configurations and magnetic
ordering in the RPtIn materials described here.

In presenting our data, we will start with the non-magnetic members of the RP4In series,
R =Y and Lu; then we will continue with the magnetic ones (R = Gd - T'm}, characterizing
each of the compounds by temperature- and field-dependent magnetization, as well as zero-
field specific heat measurements. A brief description of the previously reported (Trovarelli,
2000; Kaczorowski, 2000; Yoshii, 2004} heavy fermion compound YbPtln is also included, our
measurements being performed, as with all the other R compounds, on .solution-gtown singlc
crystals.

Next we will briefly present the model for the magnetic moment configuration, chara(;teriz-
ing the extremely planar TbPtIn compeound (which is described in detall in Chapter 6); a more
generalized version of this model, extended to three dimensions, will then be used to describe

the magnetism in the other magnetic RPtIn compounds except YbPtIn.

7.2 Results

We are characterizing each compound by anisotropic magnetization and specific heat mea-
surements, starting with the non-magnetic YPtIn and LuPtin members of the series. Next
the magnetic RPtIn will be introduced, for R = Gd to Tm. For each, we will emphasize the
nature of the ordered state together with the ordering temperatures, as well as the high field,
anisotropic magnetization data, as thesc provide key values in our discussion and analysis fol-
lowing the data presentation. Lastly, similar data on YbPtin is presented, with a note that
a more detajled analysis of the heavy fermion character of this compound is the subject of

Chapter 9.

7.2.1 YPtln and LuPtIn

The anisotropic susceptibilities of the two members of the RPtIn series with non-magnetic

Rion (R = Y and Lu) are very small and basically temperature-independent.
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Figure 7.1 S8pecific heat for YPtIn and LuPtln, with low-temperature
Cp / T vs. T? shown in lower inset (linear fits of the low-T
data, give ¥ in units of mJ / mol * K?); upper inset: entropy
difference AS (see text).

However, the dominant terms in the susceptibility data seemn quite different for the two
compounds, as-the average high-temperature values are positive in the case of YI'tIn (around
(6.6 +0.7) x 107° emu/mol for H || ab, and (4.6 + 1.1) x 10~ emu/mol for H || ¢), and neg-
ative for LuPtIn (around {—3.8 £ 0.2) x 10~% emu/mol for H || ab, and (~4.5 £+ 0.3) x 107
erau/mol for H || ¢). (The core diamagnetic suscepﬁibilities of Y and Lu (-12 x 107° ermu/mol,
and -17 x 10™° emu/mol respectively) ara far too small to fully accaount for the above suscep-
tibility values in YPtIn and LuPtln compounds.) The field-dependent magnetization values
for both compounds are extremely small, as expected for non-magnetic R compounds.

Heat capacity measurements in zero apphed field were perforrﬁed for the two systems, for

2 < T < 90 K. As scen in Fig. 7.1, they have similar temperature dependencies; the higher
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molecular weight for LuPtIn (and consequently the expected lower Debye temperature) could
explain the valuecs of the specific heat data being larger for this compeound than for YPtin.
However, this does not account for the big entropy difference for these two systems (upper
inset). This estimated entropy difference has a fairly large value A § & 0.9 * R In2 around
67 K, which, as we shall see, is the magnetic ordering temperature for GdPtIn. (The entropy
difference is still considerably large when the measured specific heas data are scaled by their _
molecular weights, according to the Dcbye model) Consequently, no meaningful magnetic
specific heat estimates can be made for the magnetic RPtIn compounds using either the R, ==

Y or Lu compounds as the non-magnetic analognes.

722 RPiln, R =Gd-Tm
7.2.2.1 GdPtIn

The anisotropic H / M data for GdPtIn, together with the polycrystalline average, are
shown in Fig. 7.2. The inset presents the low-temperature & / I data for low applied field
(H = 100 G), measured on v;?arming up after either zero-ficld cooling ZFC {symbols) or field
cooling ]:?‘C (sclid lines) of the sample. The paramagnetic susceptibility shows Curie-Weiss
behavior x(T) = C/(T + ©w) above ~ 100 K. ©y represents the Weiss temperature,
which can be determined from the linear fit of the high-temperature inverse susceptibility,
and the values corresponding to the two orientations of the field, as well as the one for the
polycrystalline average, are listed in. Table 1. The inverse susceptibility data appear slightly
anisoi:ropic, contrary to the expected isotropic paramegnetic state for a 3d compound. This
is possibly caused by the dominant anisotropic interaction in a pure S-state (ie., L = 0)
compound (Jensen, 1991), also consistent with the different anisotropic Weiss temperatures
for this Gd system (see Table 1). The effective moment value determined from the linear
region in the inverse average susceptibility is p.rr = 7.62 pp, comparable to the theoretical
value of 7.94 up for the Ga3+ ione.

The field dependent magnetization data (Fig. 7.3) appears to indicate ferromagnetic or-

dering along the c-axis. Measurements performed for both increasing and decreasing applied
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Figure 7.2 Anisotropic K / M data of GdPtIn and caleulated average (line)
at H = 1 kG, with the anisotropic ZFC - FC low-temperature
M / H data for H = 0.1 kG shown in the inset.

field reveal hysteresis loops for hoth H parallel and perpendicular to the c-axis. At H = 50
kG, the maguctization saturates in both directions around the expected 7 pgp/ Gd3t value.
As the increase of the axial magnetization with feld (i.e., for H || ¢) is much faster than for
H 1 ¢, we are led to believe that the ferromagnetic exchenge interaction favors moments’
alignment along the ¢-axis.

There is significant difference between the ZFC and the FC data in the ordered state for
both H || aband H || e with x > xu in the low-temperature paramagnetic state
(inset Fig. 7.2). This is consistent with the m'agnetic moments ordering ferromagnetically
along the c-axis below the irreversibility temperature T}, = 63.8 & 1.9 K, as it has already
been reported on polycrystalline samples by Watson et al. (Watson 1995). The irreversibility
temperature for H | &b is slightly different (~ 65.2 K). Specific heat data is needed to

determine the magnetic ordering temperature, and using an on-set criterion (Fig. 7.4), the
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Figure 7.3 Anisotropic field-dependent magnetization loops for GdPtln, at
T=2K.

Curie temperature was determined to be T = 87.5 & 0.5 K, larger than the anisctropic
Tirr values. In turn, this value is significantly lower than the previously reported ordering
temperature for the polyerystalline samples (Watson 1995). 'We believe that the discrepancies
in the ordering temperature cstimates are due to the different criteria used for determining Tc,
as well as to the different types of samples used in the measurements, with the single erystal

data possibly being more accurate.

7.2.2.2 TbPtin

We have already looked in detail at the magnetic and transport properiies of ThPtIn
(Chapter 6): in contrast to the neighboring I = Gd member of the series, ThPtIn has an
antiferromagnetic ground state beiow Tn = 46.0 K, with an extremely anisotropic, planar

susceptibility even in the paramagnetic state (Fig. 6.1). At higher temperatures, the inverse
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Figure 7.4 Specific heat Cp(T) of GdPtIn; small arrow indicates Te de-
termined from on-set (see text).

average susceptibility becomes linear, indicating Curie-Weiss like behavior. Extrapolation
of the polycrystalline linear fit down to low temperatures yields an effective moment value
less = 9.74 up, in good agreement with the theoretical value 9.72 sz for Th®" ions. The
anisotropic Weiss temperatures were also determined, and the corresponding values are given in
Table 1. Another phase transition is apparent around Ty, = 27.4 K, possibly associated with a
spin reorientation. This phase transition was obscured in the messurements on polyerystalline
samplés (Watson 1995), whereas the Ty value that we determined based on measurements on
single crystals is fairly close to the previously reported one.

As already seen by Morosan et al. (Morosan, 20052}, the TbPtIn specific heat shown in
Fig. 6.2b confirms the Néel temperature and the lower temperature transition at 75, (marked

by the vertical dotted lines). These fransition temperatures are also consistent with those



156

revealed by the d{Mu,./H * T)/dT (Fig. 6.2a) and p(T) data (Fig. 6.2c), as cxpected for
antiferromagnetic compounds (Fisher, 1962).

Anisotropic field-dependent measurements at T = 2 K (Fig. 6.4) reveal the presence
of several metamagnetic transitions for field applied perpendicular to the hexagonal c-axis,
whereas for field along the ¢-axis an almost linear increase of the magnetizatioﬁ with field is
observed up to ~ 140 kG. As emphasized by Morosan et al. (Morosan 2005), apert from
the extreme in-planc/out-of-plane anisotropy, there is also a complex angular dependence of

the observed metamagnetism for H L c¢. The full and open circles in Fig. 6.4a represent

the measurements corresponding to the two high symmnetry in-plene directions of the applied

field (4.e., the [120] and [110] directions respectively), for increasing and decreasing fields. The
high-ficld magnetization values reach 6.45 ug / Tb% and 5.86 ug/ Th3* for the two in-plane
directions, and, within the three coplanor Ising-like model (Morosan, 2005a), correspond to
the crystal field limited saturated paramagnetic CI-SPM state. Also cousistent with this
model in the low energy limit is the low value of the axial component of the magnetization
M([001]) = 0.92 gg / Tb**. However, 2 slow increase of the high-field magnetization plateaus
is apparent for H L ¢; this, as well a.s. the slow increase of M, with the applied field, may be
due to the fact that the system is approaching the CEF splitting energy scale. Extrapolation
of the i:l.igh—ﬁeld magnetization data (solid lines in Fig. 6.4a) down to H = 0 leads to smaller
values (.e., 6.13 up, 5.86 wp and O for M([120]), M([110]}, and M([C01]) respectively), even

closer to the theoretical ones {Morosan, 2005a).

7.2.2.3 DyPtIn

So far we have seen that GdPtln has a ferromagnetic ground state, with x, > xe in
the low-temperature paramagnetic state, whereas ThPtln orders antiferromagnetically and is
extremely planar, even for a limited temperature range above Ty.

As we move towards the heavier R members of the series, DyPtIn resembles more the R
=QGd comp;)und rather than the neighboring R = Th one: from the anisotropic H / M data

data shown in Fig. 7.5, it appears that DyPtIn has a linear inverse average susceptibility, from



157

DyPtin
20 _ H=1kG
| £
) s
5151%
T |
E
= 10|
T
—0— Hllab
S —+=Hlle
average

150 200 250 300
T(K)

0 50 100

Fignre 7.5 Anisotropic H / M data for DyPtIn and the calculated average
(line) at H = 1 kG; inset: ZFC-FC low-temperature anisotropic
M / H data for H = 0.1 kG.

which an effective moment p.r; = 10.7 g can be determined, consistent with the theoretical
value of 10.6 ug. The anisotropic inverse susceptibilities can alsc be used to determine the
Weiss temperatures, listed in Table.l for both erientations of the field, as well as for the
polycrystalline average. Below ~ 30 X, DyPtIn orders magnetically (the Curie temperature
T¢ will be determined from the specific heat data, shown below). The ordered-state M / H
data indicates a possihle net ferromagnetic component along the c-axis. Moreover, ZFC and FC
data for IJ = 100 G (inset, Fig. 7.5) further confirm this hypothesis, given the irreversibility
of the . data below ~ 25 K, and no visible irreversibility for the yqp data.

Asg previously seen for GdPtIn, a rather broad peak in the specific heat data (Fig. 7.6)
indicates the magnetic ordering of the DyPtin. Using the on-set criterion, the Curie temper-

ature is determined to be T = {26.56 + 0.5} X, indicated by the small vertical arrow. The
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Figure 7.6 Specific heat Cp(T) of DyPtIn; small arrow indicates Tg de-
termined from on-set (see text).

substantial difference between our estimates and those of Watson et al. (Watson, 1995) for the
ordering temperature, which appears to persist for all RPtIn members (R = Gd - Dy) described
so far, could be a consequence of the two sets of data having been collected on single crystal
or polycrystalline samples, respectively. However, for the ferromagnetic compounds, different
criteria used for determining the ordering temperature may also he causing the aforcmentioned
differences.

The field-dependent magnetization loops (— 55 kG < H < 55 k@) are shown in Fig,
7.7, for both H || cand H L c. For the applied field along the c-axis {crosses), a small
hysteresis can be observed, whereas the magnetization rapidly increases towards a saturated-
Iike value around ~ 6.88 up / Dy*t. This is consistent with a ferromagnetic component of
the magnetization along the e-axis, which is well below the expected 10 pp saturated value

for Dy** ions. For H 1 ¢, » metamagnetic transition occurs around ~ 37 kG, leading to
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Figure 7.7 Anisotropic field-dependent magnetization leops for DyPtln, at
T=2K.

a state with the magnetization value around 4.98 up, even smaller than the axial component.
As we shall see for the rest of the iocal-moment members of the series (R = Ho, Er, Tm),
the measured values of the magnetization at the highest applied field are far smaller than the
theoretical saturated values for the respective jons, for both I || cand H L e. Starting from
the two-dimensional model already developed for ThPtIn (Morosan, 2005a), we will attempt
to generalize it to three dimensions such as to explain the nature of the ordered state across.

the whole RPtIn series (R = Gd - Tm).

7.2.2.4 HoPtIn

HoPtIn has similar physical properties to GdPtIn and DyPtIn, and appears to conform to
some general characteristics of the RPtIn series, with the Th member as an apparent exception:

axial ferromagnetic component of the ordered state magnetization, less than the theorctical
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Figure 7.8 Anisotropic H / M data for HoPtIn and the calculated average
(line) at H = 1 kG; inset: low-temperature anisotropic M / H
data. '

saturated values above ~ 50 kG for both the axial and the planar magnetizations.

As can be seen in Fig. 7.8, the anisotropic inverse susceptibilities are linear at high tem-
peratures; from the polycrystalline average, we get an éffective moment of 10.5 pg, close Lo
the theorstical value pesr(Ho3t) = 10.6 pg. The presence of the ferromagnetic component
of the ordered state is evidenced by the anisotropic M / H data featuring o large, broad peak
at low temperatures for H || ¢ (ihaet Fig. 7.8), with xc > X in the low-temperature
paramagnetic state. Tn the specific heat data (Fig. 7.8), magnetic ordering is apparent helow
Te = 23.5 4 0.5 K, as indicated by the small arrow.

The idea of a ferromagnetic compoenent of the magnetization is further confirmed by the
field dependent data in Fig. 7.10, where for the field applied in the ¢ direction (crosses), the
magnetization rapidly increases with H. The maximum value reached within cur field limits is
~ 7.81 pg, less than the caleulated saturated moment for Ho®* ions. As the magnetic field is

applied parallel to the basal plane, the resulting magnetization curve is consistent with either



161

40 Y T — T T T —
. HoPtin me
30 : .
o A
I 20 L #@%l f i
_g 5‘!.5"‘ LMD" ’
A : '
Q10 i
0 1 1 1 L
0 10 20 30 40
T(K)

Figure 7.9 Specific heat Cp(T) of HoPtIn; small arrow indicates T de-
termined from on-set (see text).

a broad metamagnetic transition or with a continuous spin-fop transition. Around H = 55
k@, the in-plane component of the magnetization is 4.3 g, even smaller than the axial one

and less than half of g (Ho®t).

7.2.2,5 ErPtIn

As TbPtln appears to be an exception, the R = Er member of the RPtIn series follows
the already observed trends for the other heavy R compounds. The H / M average data
seen in Fig. 7.11a is linear towards high temperatures, indicative of Curie-Weiss behavior of
magnctization. However, crossing of the planar and axial inverse susceptibilities accurs around
150 K, possibly & result of strong crystal field effects at high temperatures in this compound.

Similar crossing of the anisotropic inverse susceptibilities was also observed for the R =
Er member of the RNipgBoC series (Cho 1995). The effective moment value extracted from
the high-T linear region of the inverse average susceptibility is wepr = 10.1 ug, close the

thearetical 9.6 g value (within the accuracy of our data and fit).
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Figure 7.1¢ Anisotropic field-dependent magnetization curves for HoPtIn
(symbols), and Ho.Y_.PtIn, x ~ 0.04 (lines), at T = 2 K.

The low temperature anisctropic H / M data shown in the inset is consistent with ferromag-
netic ground state, with ¥, > x.3 in the low-T paramagnctic state. The Curie temperature,
as determined from the specific heat date in Fig. 7.11b, is Tz = 8.5 + 0.5 K, as the small
arrow indicates.

From the field-dependent measurements in Fig. 7.12 we also infer that the magnetization
has a ferromagnetic component along the c-axis, as the corresponding data {crosses) rapidly
increase with field. Abﬁe ~ 10 kG, the axial magnetization has an almost constant value
around 7.50 pp, wherens the theoretical saturated moment for Er3t ions is 9 #p. When
H Le (oi)en cireles), the magnetization data is almost linear in field, with a weak hint of un
upward curvature around 20 kG, possibly indicating a metamagnetic transition. Towards 50
kG, the magnetization almost levels off around a 2.77 xp value, much lower than the expected

saturated moment.
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Figure 7.11 (a) Anisotropic H / M data for ' ErPtIn and the calculated
average {line) at H = 1 k(3 inset: low-temperature anisotropic
M / H data; {b) Specific heat Cp(T} of ErPtln; small arrow

indicates Ty determined from on-set (see text).

7.2.2.6 TmPtin

Having an antiferrcmagnetic ground state and a planar magnetization component larger
than the axial one, ThPtIn differs from the rest of the RPtIn compounds mentioned so far,
whereas below we show that it resembles the R = Tm member of this series.

The high temperature inverse susceptibility of TmPtIn (Fig. T.lé} is linear, vielding an
effective magnetic moment around 7.7 jug, close to the theoretical value caleulated for Tm3+
ions, pesr = 7.6 pp. However, unlike the aforementioned members of the series (except
Tb), below ~ 4 K this compound appcars to order antiferromagnetically, as suggested by the
low-tempersture susceptibility data in the inset. Sharp peaks in the susceptibility data around
Ty are typically indicative of antiferromagnetic ordered state, as is the case with the H || ¢
data (crosses) shown in the inset in Fig. 7.13. The similar peak for the in-plane susceptibility
(open circles) is somewhat broader, possibly due to spin fiuctuations or CEF effects, which
result in reduced susceptibility values around the ordering temperature.

A peak in the specifie heat (Fig. 7.14a) suggests that the magnetic arder occurs at
Ty = 3.0 £ 0.5 ¥, and, as expected for antiferromagnetic compounds (Fisher 1962), is
consistent with the d(Mgye/H # T /dT data in Fig. 7.14b.
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Figure 7.12 Anisotropic field-dependent magnetization curves for ErPtln,
at T=2 K.

The T = 2 K magnctization isotherms (Fig. 7.15) indicate one (for H || ¢} or more (for
H || ab) metamagnetic transitions. Following these fairly broad transitions (due to the high
temperature, compared to Ty, for which these data were taken), the magnetization curves
seem to approach some horizontal plateaus around 2.26 pg for the field along the c-axis, and
4.42 pp for the field within the eb-plane respectively. As for the other R?T.In (except for R =
Gd), both these values are much smaller than the calculated effective moment of 7 ug for the

Tm*t jons.

7.2.3 YDbPtln

YbPtln stands out from the rest of the RPtIn compounds through a number of distinctly
different properties. Fig. 7.16a shows the inverse anisotropic susceptibilities {symbols), to-
gether with the ealculated palycrystalline average {solid line}. The latter data is incar above

~ 50 K, despite a pronounced departure from linearity of the axial inverse H / M data
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Figure 7.13 Anisotropic H / M data for TmPtIn and the calculated av-
crage (line) at H = 1 kG; inset: low-temperature anisotropic
M [/ H data.

(crosses) below ~ | 200 K, probably due to CEF effects. From the fit of the linear part of
the average H / M data, an effective moment of 4.3 pg/ Yb** can be determined, close to
the theoretical 4.5 pp/ valuc. For lower temperatures, no distinguishable features associated
with magnetic order are visible in the M / H data data down to 1.8 K (inset, Fig. 7.16a),
for field values of 0.1 and 20 k(. This observations are consistent with the susceptibility data
reported by Kaczorowski et al. (Kaczorowski 2000). However, the specific heat data (Fig.
7.16b) shows a sharp peak arcund 2.1 K, and the feature associated with this transition could
have been missed in the M / H measurements because of the limited temperature range below
the transition.

Trovarelli et al. (Trovarelli 2000) presented magnetization measurements that, for low ap-
plied fields (H = 0.1 k3), suggest antiferromagnetic ordering below Ty = 3.4 K, a value
that is different from the possible transition temperature indicated by our measurements. In

trying to understand the possible canse of such differences, single crystal x-ray measurcments
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TmPtIn; dotted line marks the peak position, corresponding
to Thr.

were performed. They indicate that our flux-grown YbItIn single crystals have a partial (ie.,
~ 94 %) accupancy for one of the two Pt sites in the unit cell, such that the stoichiometry
of these crystals is closest to YbPtpesln. This is not entirely surprising, given the differ-
ent flux growth process (a low Pt-concentration used in the initial Ybg 4Pte. Ings solution).
Consequently the R = Yh compound is excluded from the following discussion. A mere vom-
plete analysis of the thermodynamic and transport properties of this material is the subject of

Chapter 77.
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Figure 7.15 Anisotropic field-dependent magnetization eurves for TmPtIn,
at T=2K.

7.3 Data analysis

The magnetic RPtIn compounds that we investigate here appesr to order magnetically
below ~ 70 K. As can be seen in Fig. 7.17, their ordering temperatures 7, {also given in
Teble 7.1) scele fairly well with the de Gennes factor dG = {9y — 1)2 J (J + 1), where g5 is
the Landé g-factor, and J is the total angular momentum of the R*¥ jon Hund’s rule ground
state. Whereas this suggests that the RKKY interaction between the conduction clectrons
and the local magnetic moments gives rise to the long-range magnetic order, slight departures
from linearity, similar to those seen for other rare earth-serics (Myers, 1999b; Bud’ko, 1999;
Morosan, 2004), are due to the extremely simplified assumptions associated with the de Gennes
scaling., The scaling is apparently unaffected by the curious switching from ferromagnetic to
antiferromagnetic ordering across the RPtln series, which appears to be correlated with a
change in the anisotropy, such that, in the low-T paramagnetic state, x. > Xas for the
ferromagnetic compounds, and xqs > ¥, for the antiferromagnetic ones. At first, this may

seetn inconsistent with de Gennes scaling, which would indicate similar ordering mechanisms



168

a YhPtin
2001 ( ‘g e H=1KG
En.z J
180 ¥ o1 .
= B, T
5120- N I .
£
§ BO[
—o—Hijab
——Hlle
40} q
0 n 1 n 1 n L n L n L n L a .
0 £0 100 50 200 250 300 o 2 4 8 |3 10 12 14
TH) T{)

Figure 7.18 (a) Anisotropic H / M data for YhPtIn and the calculated
average {line) at B = 1 kG; inset: low-temperature anisotropic
M / H data; (b) Specific heat Cp(T}) of YbPtIn; small arrow
indicates T,.

for all RPtIn compounds, Il = Gd - Tm. As we shall ses, we believe that, because of their
FeaP-type hexagonal structure, with three R ions sitting at orthorhombic point symmetry
sites, strong CEF effects constrain the local magnetic moments in R = Tb - Tm to equivalent
non-collinear easy-axes. This results in (i) anisotropic paramagnetic magnetization, and (i)
crystal field limited saturated paramagnetic CL-SPM states with magnetization values well
below the corresponding free ion saturated moments.

We have already modelled the cffects of strong crystal electric fields on the FepP-type
crystal structure, for the case of the extremely planar R = Thb member of the RPtIn series
and the similar R = Tm member of the RAg(ie series, using the three co-planar Ising-like
systems mode! (Morosan 2005): having three rare earths in orthorhombic point symmetry,
the hexagonal symmetry of the unit cell was achieved by constraining the local moments to
three equivalent co-planar directions, 80° away from each other. In allowing both the "up”
and "down” positions {i.e., Ising-like) for sach of the three magnetic moments, the antiferro-
magnetic ground state was, in the simplest case, realized by a (\,1,”) moment configuration
(Fig. 6.13a); upon increasing the applied magnetic fleld within the basal plane, a number of

metamagnetic states occurred, showing simple dependencies of the critical fields H,; and the
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Figure 7.17 Changes of the magnetic ordering temperatures Tora for RPtIn
(R = Gd - Tm) with the deGennes scaling factor 4G (the
dotted line represents the expected linear dependence). Open
symbol (for R = Th) represents the low temperature transition
from ths higher-T to lower-T antiferromagnetic state.

Jocally saturated magnetizations Mg on the angle £ between the direction of the field and the
easy axis (see Fig.13 and related discussion by Morosan ¢t al. (Morosan, 20052)). When all
the moments are in their "up” positions (\T,7), a crystal field Iimited saturated paramagnetic
CL-8PM state is reached (Fig. 6.13b); the expected magnetization value is

1/3 = proae (TH¥) # (L + 2% c0s60%) = 2/8 % jgae(Th3) or 2/3+9 ug = 6 upy,
consistent with the casy-axis measured data (full circles) shown in Fig. 6.4a.

We thus see that the aforementioned three co-planar fsing—éz‘ke systemns madel explains how
the measured rﬁagnetiza,tion values can be much smaller than the theoretical saturated value
of 9 g for the Th3+ jons.

DBy contrast, the GdPtIn doesn't exhibit such reduccd values of the magnetization for high

applied fields (Fig. 7.3), given that the Gd®*" jons are in a symmetric 887, state, and thus the
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CEF effects are minimal: for H || ¢ (crosses), the magnetization rapidly increases, reaching
tsat(Gd®) = 7 up for H > 10 kG. This is typical of a ferromagnetic magnetization for field
applied along the direction of the moments {easy axis). Furthermore, the H L ¢ data (open
circles) represent classical hard axis data, and are consistent with axial ferromagnetic ordering
in this compound, .as the saturated state is also rcached, however at a slower rate (i.e., for
H = 40 kG).

For the other neighboring ThPtIn compeound, the DyPtIn magnetization resembles the
similar data for GdPtIn, even though the presence of CEF effects in the former system results
in reduced magnetization values at our maximum applied ficld: as can be seen in Fig. 7.7,
the # || ¢ magnetization (crosses) rapidly increases with field, as expected for a ferromagnet
with moments along ¢, but at H = 55 kG its valve isonly ~ 0.7 of the theoretical saturated
moment of 10 ug. For field applied within the basal plane {open circles), only 0.5 of the
saturated moment is reached following a metamagnetic transition around 35 kG. Whereas
mare metamagnetic transitions beyond our maximum field of 55 kG could account for the
small magnetization values in this compound, such a hypothesis does not address one more
peculiarity already apparent for the RPtIn series: even though the R = Gd and Dy compounds
are férromagnetic, and the R = Th one is antiferromagnetic, their ordering temperaturcs scale
well with the de Gennes factor, as we showed in Fig. 7.17. Furthermore, the R = Ho and Er
compounds also display ferromagnetic components of the ordered state magnetization, whereas
TmPtln is antiferromagnetic, and yet the de Gennes scaling still holds for all heavy RPtIn
compounds (Fig. 7.17). The question arises whether a generalized hypothesis exists, which
could account for the magnetic ordering in all RPtIn systems (R = Gd - Tm), or whether
TbPtln and TmPtin should be regarded as exceptions from the ferromagnetic axial ordering
across the series. We will try to address this question in Chapter 6, after presenting a detailed
study of the metamagnetism observed in the two extremely planar compounds, for which the
three co-planar Ising-like systems model has been introduced (Morosan 2005).

In what follows we will present one plausible model for the magnetic ordering in the local

moment BPtIn compounds, a generalized version of the two-dimensional three Ising-like sys-
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termns model, which addresses the above points. We first proposed such a model for DyAgGe
(Morosan, 2004), an isostructural compound to RPtIn, for which & ferromagnetic component
of_ the magnetization was alse apparent along the c-axdis.

In the three co-planer Ising-like systems model in Chapter 6, we assume tim.t the magnetic
moments are allowed to three orientations (along any three of the six equivalent six-fold sym-
metry axes within the basal plane), with two positions (*up” and "down”) per orientation.
Tﬁis results in a sét of three two-fold degenerate easy-axes, 60° away from cach other, the
degeneracy being a direct consequence of ihe requirement that the Ising-like systems be co-
planar: the "up” position for a given easy-axis is indistinguishable from the ”down” position '
for the equivalent direction 3+ 60° = 1807 away.

If we release the restriction that the moments be co-planar, while still imposing that their
in-plene projections be 60° away from each other to preserve the hexagonal symmetry of
the crystals, this degeneracy is lifted, and the moments are not necessarily Ising-like systems
any more. The three-dimensional model described above can be directly derived from the
planar one, as follows: we consider that Fig. 6.13 represents the in-plane projection of the
magnetic mements’ conﬁgurétion, to which non-zero axial compcnents of the moments are
added. The possible resulting moment confipurations can be obtained using any combination
of "up” (thin solid arrows) or "down” (thiﬁ dotted arrows) planar and axial components of
the magnetic moments, as shown in Fig. 7.18. Given the arthorhombic point symmetry of
the magnetic moments’ sites, this yields two possible co-planar orientations for each magnetic
moment, with the corresponding "up” and "down” positions for each. The thick solid arrows
in Fig. 7.18 represent the full magnetic moments, which are parsllel to three non-planar,
eqﬁivalent directions (i.e., easy axes), inclined at an angle ¢ from tha c-axis. This configuration
‘corresponds to the crystal field limited saturated paramagnetic CL-SPM state, where all in-
plane and axial components of the magnetic moments are in their respective »up” positions.

It is worth noting that, by analogy with the two-dimensioneal model, there are two sets
of easy axes: the [1 2 []-equivalent axes, where ! is the c-axis M.ilier index, for which the

corresponding in-plene model exactly describes ThPtin, or the [1 1 {]-equivalent directions,
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Figure 7.18 The three-dimensional model for three magnetic moments at
unique orthorhombic point symmetry sites: thin arrows (solid -
"up” and dotted - "down” ) represent the non-zero components
of the magnetic moments along the [001] or the easy in-plane
directions (as shown, the [120] - equivalent directicns). Thick
arrows: full magnetic moments in the CL-5PM state.

with a two-dimensional analogous example heing TmAgGe {also described in detail by Moresan
et ol. (Morosan, 2005a}). In our present mode] and date analysis, we are aséuming the first
scenario, in which the easy axes are the [1 2 {J-equivalent directions, which project in the-
ab-plane onto the (1 2 0] directions. Consequently we will refer to the (1 2 0) planes as the
"easy” planes and the [1 2 0] directions as "easy” in-plane axes, whereas the (1 1 0) planes and
the {1 1 0]-axes will be called in this case "hard” planes and "hard” in-plane axes respectively.
When the [1 1 I] directions are the easy axes, the same description is still valid, with the » easy”

and "hard” planes and in-plane directions interchanged from the previous case,
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We have thus introduced a model generalized from the three co-plonar Ising-like systems
model, which takes into account the CEF effects on hexagonel compounds with ortherhombic
point symmetry of the rare earths. For each compound, the strength of the CEF cfiects
will be reflected by the value of the angle o between the easy-axes and the c-axis. At low
temperatures, another energy scale is introduced by the applied magnetic field, and the model
described above is only valid for fields much smaller than the CEF energy. In this limit, for
the highest applied fields, a CL-SPM state is reached, for which the anisoiropic maguetization
values are smaller than the theorstical saturated moments piyq: for the respective R ions.

For a fixed angle ¢, there are six possible easy-axes {or fhree pairs of co-planar easy axes),
each with the corresponding *up” and "down” positions. As in the case of the two-dimensional
model, multiples S of three moments may be required to characterize the moment configuration
for a given applied field. The orientation of the applied field will determine the magnetic
moments to align along the three easy axes closest to the direction of the field, whereas its
magnitude will determine the number of "up” and "down” moments along those three easy
axes.

The CL-SPM state is reached when all three magnetic moments are in their "up” positions
along three adjacent easy axes closest to the field direction (or, equivalently, when all in-plone
and axial components of the magnetic moments are in their "up” positions). This state is
illustrated in Fig. 7.18, for the magnetic field applied off the c-axis. {If H is parallel to the
c-axis, all six "up” positions of the magnetic moments are equally probable, and only when
rotating the fleld away from ¢ the three easy axes closest to the applicd ficld direction are
uniquely determined).

Experimmentally we can only measure the projection of the magnetic moments along the
field direction, with the resulting magnetization per magnetic moment given by

M =L{M + M+ Ms] &

Moreover, we were able to measure the angular dependent magnetization for the magnetic
field applied within the horizontal ab-plans and the high-symmetry vertical planes (i.c., * sasy”

or "hard” planes). Such data can be used to probe the validity of our model, by comparison with
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the theoretical caleulation of the expected angular dependent "easy™ and "hard” magnctization
values.

For a fixed angle «, and for field making an angle # with the c-axis, the magnetization
values Me(8} and M "(¢) in the CL-SPM state are, as caleulated in detail in Appendix ?7:

MgL-SPM/“Sﬂt(R3+) = Z#sina* sind + cosa* cosd
and |

Mb, con/tsat(R3T) = B xsinc + sind + cosax cosf,
where 8 is the a.ﬁgle between the applicd magnetic fleld and the c-axis, and the indexes "¢”
and "h” denote, respectively, the "easy”- and *hard”-plane components of the magnetization.
As already mentioned, we assume the "easy” and "hard” axes to be the [1 2 0] and the [1
1 0] directions, respectively. In what follows, our analysis refers only ta the CL-8PM state,
thercfore the subscript denoting the respective state has been dropped for clarity. .

From these calculations, the expected magnetization components (in units of ua:(R*))
for field parallel or perpendicular to the c-axis are:

M{[o01]) = M*(@ =0%) = MR8 =0%) =cosx < 1,

M(120]) = M°(8 = 90%) = 2 sina < 1
and

M0y = MH9 = 909 = ¥ sina < 1.

Moreover, local maxima for the M® and M* curves are reached for fmag = arctan($ tanay),
and za.rcl’.am(%E tana) respectively, with the corresponding magnetization values equal to

\/cosza + ($)? sina = /1-3 sina < 1,

and v/eos? e + (5‘1@)2 sinfey = \/l—g sinfo < 1.

As can be seen from the above calculations, one should expect the measured magnetization
velues to be smeller than the theoreticsl saturated moment pgqe(R3H), regardless of the direc-
tion of the applied field. The only exception is the axial magnetization M([001}) for & = 0"
(moments parallel to the c-axis), when the expected value is exactly ftsat(R%*). These ob-
servations lend support to the idea that the three-dimensional model considered above could

describe the RPtIn compounds, since for all R = Tb - T'm we have indeed observed reduced
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values of the high-field anisotropic magnetizations. On the other hand, it appears that the
fully saturated magnetization measured for GdPtln could be described by the above model
for @ = 0% but the absence of CEF effects restricts the applicability of our model to this
compound. | _

In the case of ThPtIn the magnctization measurements revealed extreme planar anisotropy
. of this compound (Fig. 6.1 and 6.4a}. Within our three-dimensional model, this is consistent
with the angle -a being equal to 90%, when the magnetic moments become co-planar. In this
case, the calculated magnetization values become (in units of g {Th3¥))

M{[001)) = cos90° = 0,

M([120]) = £ sin90% = £
and

M{[110])) = 2 sino0® = 2.

These values show that when & = 90°, owr model indeed reduces to the three co-planar
Ising-like systems model (Morasan 2008).

When 0° < o < 90° our model yields axial magnetization values larger than 0, and
this is observed for all RPtIn, R = Th - Tm. Therefore we can verify the applicability of our
model to these systems by estimating the angle o, and comparing the measured and calculated
magnetization values in the CL-SPM state as follows:

. For all RPtIn compounds, the in-plane magnetization measurements were performed for
field along the [I 2 0] direction. Since it is not readily apparent whether this represents the
*easy” or "hard” in-plane direction, one way to estimate the angle o is from the M{[0 0 1]}
data:

M{00 1)) / poatl B3 = cos.

Therefore o = arccos{M ([0 0 1}} /usae{R**)). These values are listed in Table 2, together
with the measured magnetization values M([0 0 1] at H = 55 kG, which were used in the
abave formula. For this value of the angle o, the "easy” and "hard” in-plane magnetization
components should be, as deseribed above,

M J B3 = ¥ sina
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and

M* / jisat(R¥) = 2 sine.

However, slight misalignments of the samples can occur for H || ¢, which may result in
significant errors in our determination of angle c.. In order to minimize these errors, ancther
way to determine « is from the ratio of the two anisotropic measured magnetizations:

M({120) /7 M{001]) = 2/3 + sine / cose if the [1 2 0] direction is the easy axis,
or M{[120)) f M([001]) = +/3/3 x sina / cosa if the {1 2 0] direction is the hard axis.
The measured M([1 2 0]} values which were used for these calculations are listed in Table 2.

Thus the angle « is either

arctan{ 3 / 2 + M([120]) / M{[00 1]}) or arctan( 3 / +/3 « M([120}) / M([00 1])),
and these estimated values are also listed in Table 2 as a® and a®.

As can be observed from the angle values listed in Table 2, together with the error bars
resulting from the two different caleulations, the angle ¢ ranges from 89" for ThPtIn, to ~ 32°
for ErPtIn. Our three-dimensional model seems to be consistent with the experimental data
for all RPtIn, R = Th - Tm.

In order to further explore the validity of the above model, angular dependent magnetiza-
tion measurements were performed for a Ho,Y1_,Ptln system (z =~ 0.04), for the applied
field continnously rotated within the {0 0 1) or the (1 2 0} plane. The above R = Ho system
was preferred because the M{H) curves in Fig. 7.10 are consistent with CL-SPM saturated
state at i = 55 kG for both H || cand H L ¢, whereas the system with low concentration
of magnetic ions was chosen for this measurement in order to check the validity of our model
in the single-ion limit. Morecver, the anisotropic field dependent data for the diluted sample
(lines, Fig. 7.10) show almost horizontal plateaus for fields higher than ~ 30 kG, with mag-
netization values close to the corresponding ones for the pure HoPtIn {symbols). The angle
o for HopYqoPtIn, calculated using M ({0 0 1)) |ss s = 7-41 pr/ Ho, is 42.1°, close to the
corresponding value for the pure compound.

The magnetization measured for field applied within the basal plane {i.e., the (0 0 1)
plane) reveals the six-fold anisotropic data, with the ratio M([1 1 0]) / M{[1 2 0]} close to



178

03 —e—HoY, Plin (x-0.04) ' P -
H=38Kk5;T=2K :
= *
0.8 nmd2q
oo
aﬂ
I
& v
=
0.3
DX ]
D.a i i n I A i
0 80 180 270 360
4 {deg)

Figure 7.19 Angular dependent magnetization for Ho,Y; ,Ptln (x
~ 0.04) (full circles) at H = 55 kG and T = 2 K. The solid
lines represent the "easy” and "hard” plane calculated mag-
netizations as a function of # (see text), for fixed angle o

cos 30 ~ 0.9, as expected based on the proposed model. The angular dependent magne-
tization at H = 55 kG is shown in Fig. 7.19 (full circles) for H || (1 2 0). Also shown
as solid lines are the calculated M9(6) and M™(8), for fixed & = 42.1° determined above.
As can be ;een, the measured data qualitatively reproduces the features expected based on
the abﬁve model (i.e., two-fold symmetry with respect to both the e-axis and the eb-plane,
local minima corresponding to H || [001] or § = n=* 180% n-integer, and maxima at some
intermediate angle). More detailed models which would characterize the RPtIn may exist,
and determining all of them is beyond the scope of this paper. However, if we reastrict owr
discussion to the three-dimensional model described before, we see that significant departures
frem both calculated M¢(8) and M%(#) curves can still be observed, despite the apparent
qualitative agreement between caleulations and measured data. This may mean that either a
totaly different model needs to be considered, or that the aforementioned model needs further

refinement in order to describe at least the HoPtln, and perhaps the vest of the RPtIn com-
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pounds. Furthermere, additional experiments (4.e., neutron diffraction) are required to help

identify the most apprbp:iate model for the magnetization of the RPtIn compounds.

7.4 Conclusions

Single erystals of the RPiln compounds (R = Gd - Lu) have been grown using the self-
flux technique, and have been characterized by anisotropic temperature- and field-dependent
magnetization and zero-field specific heat measurements. A small Pt-deficiency in the YBPtIn
is apparent from single crystal X-ray data, whereas all the other heavy R members of the series
are believed to form stoichiometrically. Because of this difference in composition, we leave the
characterization of the YbPtIn system to a separate study, presented in Chapter 22.

The mapnetic RPtIn compounds order mapnetically above 2 K, with the ordering tem-
peratures {given in Table 7.1) scaling well with the deGennes dG factor {Fig. 7.17). This is
consistent with the coupling between the conduction electrons and the lacal magnetic moments
giving rise to the long-range magnetic order via RKKY exchange interaction. However, the
R = Tb and Tm members of the series have antiferromagnetic ground states, whereas in the
crdered state, the magnetization of all the other compounds has at least a ferromagnetic com-
ponent along the £-axis. These discontinuous changes from antiferromagnetic to ferromagnetic
state across the series seems to also be assaciated with a change of low-temperature anisotropy
of the paramagnetic state, such that xz > x for ThPtln and TmPtln, and x. < ¥ for
the rest of the magnetic RPtIn.

The magnetization of the ThPtIn compound is extremely anisotropic, with the mag-
netic moments confined to the eb-plane. Below the antiferromagnetic ordering temperature
Ty = 46.0 X, a second magnetic phase transition is apparent around 27 K. At low tempera-
fure, in-plane magnetization data reveals complex metamagnetism, and this has been studied
in detail, and deseribed using the three co-planer Ising-like systems model by Morosan ef al
{Morosan, 2005a).

Having understeod the complex angular dependent metamagnetism in the planar ThPtIn

compound, we attempted to generalize the three co-plunoer Ising-fike sysiems model to three
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dimensions, such as to characterize the magnetically ordered state in the other RPtIn com-
pounds: instead of assuming the moments to be confined to equivalent co-planar directions, 600
away from each other, they could be restricted to equivalent directions within vertical planes
rotated by 60% around the c-axis. This is equivalent with sets of six non-planar easy axes, each
at an angle « from the c-axis, with "up” and "down” orientations for each directions. When
the applied field is oriented at a non-zero angle from the c-axis, the three magnetic moments
will align along the three easy axes closest to the direction of the field. (This implies that at
high enough fields, all three moments will be in the "up™ positions of three adjacent easy axes,
corresponding to the CL-SPM moment configuration.)

The angle & between the easy axes and the ¢ direction is dependent, in each compbund, on
the crystalline slectrie field CEF energy. Simple geometrical relations allow us to calculated
the expected components of the CL-SPM maguetization along the c-axis, as well as for the
"easy” and "hard” in-plane brientations of the field. Assuming that for H = 55 kG (in most
cases the maximum available field for our measurements), the RPtIn systems indeed reach
the CL-SPM state at low temperatures, we can determine the fixed value for the angle o for
each compound, and compare the high-field measured magnetization values with the calculated
ones.

As can be seen from Table 7.2; all RPtIn (R = Th - Tm) are well described by this model,
with o values between 83° for R = Th, and ~ 32° for R = Er. However, such a model
does not fully account for the angular dependence of the magnetization, at least in the case
of He, Y1_.Ptin: this is qualitatively reproduced by the model calculations, with considerable
differences between the measured and theoretical magnetization values for the whole angular
range. Whereas reasoneble misorientation of the rotation sample cannot account for these
differences, we are led to believe that it is necessary ta refine the over-simplified mod;al described
here, and also that additional measurements may help clarify the magnetic structure in these

RPtIn compounds.
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7.5 Appendix

Tn a cartesian coordinate system as shown in Fig. 7.18, the three magnetization vectors in
the CL-SPM state can be written as

M = ,um(R3+) (0, sina, cosa),

Hg = psar{R¥T) (sina # cos 30°, sin o # 5in 30°, cos o)
and

Mz = gt (B3 (sin o % cos 309, — sin a # sin 307, cos @),
whercas, in general, the applied field vector can be written as

H = (H. H, H,). |

Thus the general expression for the CL-SPM magnctization M hecomes

M = 1[0 + sina*cos30° + sino* cos30%) « f +

(sino -+ sina*sin30° — sine *sin30%) « % + (coser + cosa + cosa) * H

or

M = J@ sin o *% + % sina*%ﬂ +cosa*-‘%i.

' Experimentally, we are able to measure the angnlar dependence of the magnetization within
the "easy” and "hard” plancs. If the magnetic field is continuously rotated within the "easy”
plane {(2 1 0) in Fig. 7.18) than, in cartesian coordinates, the vector H becomes
H =H {cos30% x sinf, sin30° xsind, cosé),
where 6 is a continuous variable representing the angle hetween the applied field and the c-axis.

In this case, the angular dependent mzgnetization becomes
MR = L2 dinox B sing + Lsinax §sind + cosax cosf =
= %* sine# sinf + cosa* cosé,
where $he index "¢” refers to the "easy” plane component.
Similarly, if the magnetic field is rotated within the "hard™ (1 1 0} plane, the vector H can
be written as
H = H (cos60° x sind, sin60°+sind, cos®))
and the corresponding angular dependent magnetization is

M" 11, (R3F) = 3{;—5 3'ma*% siné + % sin e = 325 sin® 4+ cosox cosf =
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= 3‘;—3 xsina* singd + cosax cosd.
The index "h” is used to indicate the "hard” plane component of this magnetization.
Both calculated A4¢(8) and M"(8) are shown in Fig. 7.19 (solid lines) for fixed o = 42.1%,
as calculated for the Ho.Y:_.PtIn system {see text). As expected, the two-fold symmetry
with respect to the c-axis (# = 2n = 90°, n-integer) and the ab-plane (0 = (2n+1)*90%

n-integer) is revealed hy both the caleulated angular dependent magnetizations.
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CHAPTER 8. Field induced Quantum Critical Point in YbAgGe

8.1 Magnetic field induced non-Fermi-liquid behavior in YbAgGe single
crystals*

8.1.1 Imtroduction

YbAgGe is the penultimate member of the hexagonal RAgGe series (Morosan, 2004) and
was recently identified (Marosan, 2004; Beyermann, 1998; Canfield, 2003; Katoh, 2004) as =
new Yb-based heavy fermion compound. Magnetization measurements on YhAgGe down to
1.8 K (Morosan 2004) show moderate anisotropy (at low temperatures Xqs/X. ~ 3) and a loss
of local moment character below ~ 20 K (Fig.8.1) (also sce Fig. 33 and related discussion in
Morosan 2004).- The in-plane M(H) at T = 2 K shows a trend towerd saturation whereas
H || ¢ field-dependent magnetization continues to be virtually linear below 140 kG (Fig. 8.1,
inset). Initial thermodynamic and transport measurements down to 0.4 K (Beyermann, 1598;
Canfield, 2003; Morosan, 2004) reveal two magnetic transitions, & higher one at ~ 1 K, and
a lower one, with very sharp features in p{T") and Cy(T}, at = 0.65 K (Fig. 5.30). Given
that the magnetic entropy inferred from the Fig. 5.30 is only ~ 5% of RIn2 at 1 K and
only reaches Rln?2 by ~25 K it scems likely that these transitions are associated with a small
mement ordering. Based on these ineasuremnents the compound was anticipated to be close to
the quamtum critical point. The linear component of Cp(T), v, is ~150 mJ/mel K? between
12 K and 20 K. Cp(T)/T rises up to ~1200 mJ/mol K2 for T ~ 1 K but given the presence
of the magnetic transitions below 1 K, it is difficult to unambiguously cvaluate the electronic

specific heat. Grossly speaking, 150 mJ/mol K% < v < 1 J/mol K? leading to an estimate 10

"after "Magnetic field induced non-Fermi-liquid behavior in YbAgGe single crystals”, S. L. Bud'ko, E.
Morosan and P. C. Canfield, Phys. Rev. B 68 014415 (2005},
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K < Tx < 100 K for the Kendo temperature, Tx.
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Figure 8.1 Anisotropic temperature-dependent DC susceptibility and (in-
set) fleld-dependent magnetization of YhAgGe.

Since the number of the Yb-based heavy fermion compounds is relatively small (Stewart,
1984; Fisk, 1992; Hewson, 1997} any new member of the family attracts attention {Fisk, 1992;
Thompson, 1934). As an up to date example, YbRhySiy, & heavy fermion antiferromagnet
{Trovarelli, 2000), became a subject of intensive, rewarding exploration {Gegenwart, 2002;
Ishide, 2002; Custers, 2003). The casc of YbAgGe appears to have the potential of being
somewhat similar to YbRhgSig: the relatively high value of v and the proximity of the magnetic
ordering temperature to T" = 0 suggest. that YbAgGe is close to a quantum critical point (QCP)
and make it a good candidate for a study of the delicate balance and competition between
magnetically ordered and strongly correlated ground states under the influence of a number of

parameters such as pressure, chemical substitution and/or magnetic field.
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In this work we report. the magnetic-field-induced evolution of the ground state of YbAgGe
as scen in anisctropic resistivity and specific heat measurements up to 140 kQ. We show that
on increase of the applied magnetic field the progression frem small moment magnetic order
to QCP with the evidence of non-Fermi-liquid (NFL) behavior and, in higher flelds, to low

temperature Fermi-liquid (FL) state is abserved.

8.1.2 Results
8.1.2.1 H | {(ab)

The low temperature part of the temperature dependent resistivity measured in various
constant magnetic fields applied in the (eb) plene is shown in Fig. 8.2(a). There are several
features that apparently require detailed sxamination. Mult-iple transitions in zero field is
a feature that is common throughout the RAgGe series (Morosan, 2004) and in the case of
YbAgGe in zero field in additicn to the sharp transition at approximately 0.64 K another,
albeit less pronounced feature is apparent at ~ 1 K. Whereas the 0.64 K transition seems to
be pushed below the base temperature of our measurements by a 20 kG field, the other feature
shifts down in temperature more gradually and is seen up to 40 kG, For applied field hetween
60 and 90 kG (Fig. 8.2(c)) low temperature p(T") functional dependence is linear down to our
base temperature, with the upward curvature in p(T') starting te occur below ~ 0.8 K in 100
kG field. In higher applied fields (H > 100kG} (Fig. 8.2(d)) low temperature resistivity follows
o(T) = po + AT? (Fermiliquid-like) funetional behavior with the range of its occurrence (for
each curve the upper limit is merked with arrow in Fig. 8.2(d)) increasing with the increase
of applied field and the coefficient A decreasing,.

Field dependent resistivity data taken at constant temperatures between 0.4 K and 5.0
K are shown in Fig. 83(a). At T = 0.4 K two fairly sharp features, at ~ 13 kG and ~
40 kG are seen in the p(H) data. The lower feld feature may be identificd as a signature
of a metamagnetic transition between two different magnetically ordered phases. This feature
vanishes as the temperature increased to T > 0.65 X (Fig. 8.3(b}). The second, more smoothed,

higher field feature, may be to a transition from a magnetically ordered state to a saturated
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{2)Low temperature part of p(T") curves for YbAgGe taken at
different applied fields H || (ab); {(b)p(T) for H = 0, 20, 40
and 60 kG below 2 K (curves are shifted along y axis by 15,
5, -2.5 snd 0 uf em respectively for clarity), arrows indicate
possible magnetic ordering transitions; (¢)p(7) for H = 60, 80,
80, 100 and 110 kG below 4 K, dashed lines are guides for the
eye emphasizing regions of linesr p{T); {d)resistivity at H =
a0, 100, 110, 120, 130 and 140 kG below ~ 3 K as a func-
tion of 7%, dashed lines bring attention to the regions where
o(T) = po + AT?, arrows indicate temperatures at which devi-
ations from T2 hehavior cocur.
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paramagnetic state. If the critical field for this transition is inferred from the maximum in
p(H), this transition can be discerned up to 0.8-0.9 K (Fig. 8.3(b)), consistent with it being
associated with the ~ 1 K tramsition seen in the H = 0 p(T) and Cp(T) data (Fig. 5.30).
At higher temperatur;-zs (Fig. 8.3(a)} this feature broadens and resembles a crossover rather
than a transition. For 2 K < T < 5 K p(H) looks like a generic magnetoresistance of a
paramegnetic metal (Yosida, 1957). The large black dots in Fig. 8.3(k) show the evolution of
the two aforementioned features.

The low temperature heat capacity of YbAgGe is shown for several values of applied ma;g—
netic field in Fig. 8.4(a). The lower temperature, sharp peak is seen only for H = 0, having
been suppressed below the base temperature by an applied field of 20 kG. The higher temper-
ature maximum seen just below 1 K (for H = 0) shifts down with the increase af the applied
field and drops below 0.4 K for # > 60kG. The field dependence of this feature is consistent
with that of the higher temperature feature in resistivity discussed above giving further evi-
dence that YbAgGe has two ¢loscly-spaced magnetic transitions. The same data plotted as
Co/T textitvs T? (Fig. 8.4(b}) allow for the tracking of the variation of the electronic specific
heat coefficient y in applied field (for & > 60 kG, when the magnetic order is suppressed). The
values at 72 = 0.35 K? (2 value chosen tc; avoid the upturn in lowest temperature, highest ficld
C,/T(T?) data possibly associeted with the nuclear Schottky contributionj give a reasonable
approximation of y(H). A more than four-fold decrease of v is observed from 60 kG to 140
kG.

The magnetic contribution to the YbAgGe specific specific heat (defined as Cmogn =
Cp(YbAgGe) — Cy(LuAyGe)) is shown in PFig. 8.4{c) in Cpiagn /T textitvs lgT coordinates.
(It should be noted that Cp(T) of LuAgGe was measured at H = 0 and 140 kG and found
to be insensitive to the applied field in this temperature range.) For intermediate values of
applied field there is a region of the logarithmic divergency seen in the specific heat data
Crmagn/T o —InT. The largest range of the logerithmic behavier {more than an order of mag-
nitude in temperature, from helow 1 K to above 10 K) is observed for H = 80 kG. These data

can be described as Cinagn/T = vo In(Ty/T) with v/p = 144 m.J /mol K2 and Ty ~ 41 K. These
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between 0.4 K and 0.7 K, every 0.1 K between .7 K and 1.2
K, every 0.2 X between 1.2 K and 2.0 K and at 23 K, 2.5
K and 5.0 K, arrows point to the transitions discussed in the
text; (bjenlarged low field - low temperature {0-60 kG, 0.4-1.0
K} part of the panel (a), black dots mark transitions on the
respective curves. :
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Figure 8.4 (a)Low temperature part of the heat capacity curves for
YbAgGe taken at different applied fields H || (ab), arrows indi-
" cate peaks associated with magnetic ordering; (b)low tempera-
ture part of Cp vs T2 curves; (c)semi-log plot of the magnetic
part (Cinagn = Cp(YbAgGe) — Cp(LuAgGe)) of the heat capac-
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80 kG curve; inset: semi-log plot of (C{H)} — C{H = 0))/T »s
H/TY5 (T > 0.8 K), note approximate scaling of the data for
H > 60 kG.
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parameters are of the same order of magnitude as those reported for YbRhySiy (Trovarelli,
2000). In higher fields Fermi-liquid-like behavior apparently receovers, in agreement with the
resistivity data.

The crossover function (C(H) — C'(H = 0))/T vs H/T? (3 = 1.15) (one of the expressions
considered in the scaling analysis at a QCP) is shown in the inset to Fig. 8.4{c). Data for
H > 60 kG collapse onto one universal curve. Such scaling behavior (Tavelik ,1993) with 8
betweén 1.05 and 1.6 was observed for a number of materials that demonstrate NFL properties
* {Trovarelli, 2000; Andraka, 1991; Lenkewitz, 1997; Heuser, 1998; KGrner, 2000) and may be
considered as further corroboration of the proximity of YhAgGe to a QCP.

8.1.2.2 H|jc

YbAgGe manifests an easy plane anisotropy in both its low-field and high-field magnetiza-
tion (Fig. 8.1). This is a trend that evolves across the RAgGe series {Morosan 2004), textite.g.
in TmAgGe the local moments are extremely anisotropic being confined to the basal plane.
Not surprisingly this anisotropy manifests iteelf in the low-temperature p(H,T) and Cp(H,T)
data. The variation of the temperature dependent resistivity for H || ¢ (Fig. 8.5(a)) is com-
parable to that for H || (ab). As for the in-plane orientation of the fleld, the two transitions
seen for H = 0 move to lower temperatures with application of magnetic field, albeit the effect
of ficld is weaker, so that the lower temperature transition is still being dstected as a break
in slope for H = 20 kG whereas the higher temperature transition persists up to 80 kG {Fig,
8.5(b}). The ficid range for which linear, low temperature resistivity can be seen is smaller and
is shifted to higher flelds (Fig. 8.5{c)}, whereas the p — pp « T behavior can be recognized for
H = 100 kG and 120 kG, and a slight upward curvature above 0.4 K is already seen at H =
130 kG. The low temperature resistivity can be characterized by p(T) = po + AT? (Fig. 8.5(d))
and this curvature can be viewed as a signature of a FL behavior. The range of T2 behavior
increases and the value of A decreases with an increase of applied field. The field-dependent
resistivity for this orientation of the magnetic fleld (Fig. 8.6(a)}) is similar to the set of p(H)

isotherms for H || (ab) except for the weaker field dependence of the observed transitions (Fig.
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8.6(h)).

The low temperature parb of the heat capacity measured for H || ¢ up to 140 kG is shown
in Fig. 8.7(a). Upper magnetic ordering transition temperature decresses with increase of
applied field and can be followed up to 60 kG. Electronic contribution to the specific heat for
fields where the ordering transition is suppressed can be estimated from the Fig. 8.7(b). For
this orientation the largest range of the logarithmic behavior Cpapn /T o< —InT is observed
for H = 140 kG (Fig. 8.7(c}) and these data can be expressed as Cagn/T = vho In{To/T)
with v/ & 143 mJ/mol X2 and T =~ 44 K, the values of vty and T being, within the accuracy
of the data and the fit, the same as for H || {ab). Scaling behavior of the specific heat data
plotted as (C(H) — C(H = 0)}/T vs. H/T? (the valuc of the exponent 8 = 1.15 is the same
as for H || (ab)) is observed for H > 100 kG (Fig. 8.7(c), inset).

8.1.3 Summary and Discussion

For both sets of data (H || (al) and H || ¢), at high enough applied fields, long range mag-
netic order is suppressed, and the electronic contribution to the specific heat car't be estimatad,
whereas the low temperature resistivity shows Ap o« AT? FL-like behavior. The values of -y
were estimated at 72 = 0.35 K? (T’ = 0.6 K) and decrease with the increasing magnetic field
(Fig. 8.8(a)) in 2 manner similar to what was observed in YbRhoSiy (Gegenwart, 2002) and
other materials. Although the data set is sparse, it is worth noting that an approximately
50-56 kG shift down of the data for H || ¢ (Fig. 8.8{a)) brings it into rough agreement with
the H || {ab) data and so that the two scts form a universal curve. The T2 coeficient of
FL-like resistivity, 4, also decreases with an increase of applied field (Fig. 8.8(b)). The shift
required to have the A data for the two H orientations on the same curve is 30-25 kGQ. The
field dependence of the Kadowaki-Woods ratio, 4/7* (Kadowaki, 1986) is presented in Fig.
8.8(c). Many of the v and A values were reckoned for the same magnetic field. In some
cases when additional values of A were available a straightforward interpolation of ¥(T) was
used. Although more data points may be required to clarify these trends, several features are

seen in the Fig. 8.8: the obtained values of A/v? are of the same order of magnj.tude, but
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(a)Low temperature part of p(T) curves for YbAgGe taken at
different applied fields H || ¢; (8)p(T") for H = 0, 20, 40, 60 and
80 kG below 2 K (curves ave shifted along y axis by 22, 10, 2.5,
-5 and -12.5 uf) e¢m respectively for clarity), arrows indicate
magnetic ordering transitions; {c)p(T) for H = 80, 100, 120
and 130 kG below 4 K, dashed lines are guides for the eye
emphasizing regions of linear p(T): (d)resistivity at B = 120,
130 and 140 kG below ~ 3 K as a function of T2, dashed lines
bring attention to the regions where p(T) = pp + AT?, arrows
indicate temperatures at which deviations from 7? behavier
occur.
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Figure 8.8 (a)p(H) (H || ¢) isotherms for YbAgGe taken every 0.05 K
between 0.4 K and 0.7 K, every 0.1 K between 0.8 K and 1.2
K, every 0.2 K hetween 1.4 K and 2.0 K and at 2.3 K, 25
K and 5.0 K, arrows point to the transitions discussed in the
text; (b)enlarged low field - low temperature (0-100 kG, 0.4-1.0
K) part of the panel (a), black dots mark transitions on the
respective curves.
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(a)Low temperature part of the heat capacity curves for
YbAgGe taken at different applied fields H || ¢, arrows indicate
peaks assccisted with magnetic ordering; (b)low temperature
part of Cp vs T2 curves; (c)semi-log plot of the magnetic part
(Crmagn = Cp(YbAgGe) — Cp(LuAgGe)} of the heat capacity,
Crragn/T vs T, for different applicd magnetic fields, dashed line
is a guide to the eye, it delineates linear region of the H =
140 kG curve; inset: semi-log plot of (C{H) —~ C(H = B))/T wvs
H/TH¥ (T = 0.8 K), note approximate scaling of the data. for
H > 100 kG. -
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several times higher than ~ 1x107% 4Q em/(mJ/mol K)* obtained in {(Kadowaki, 1986) and
corrohorated by the larger set of data in (Continentine, 1994; Tsujii 2003); for H || {ab) the
Kadowaki-Woods ratio decreases with an increase of the ficld (not enough data is available for
H || €). Though magnetotransport measurements down to lower temperatures will allow for
the estimate of A in a wider tcmperature range and may refine our A/+* date, both of the
features seen in Fig. 8.8(c) were observed in YbRhgSip (Custers, 2003) and apparently are
common for materials where NFL behavior can be induced by magnetic field. In addition, a
larger value of the Kadowaki-Woods ratio is anticipated theoretically in the close vicinity of
a magnetic instability (Takimoto, 1998), in agreement with our experimental data, whereas
constant (4.e. field-independent in our casc) Kadowaki-Woods ratio is expected only in the
local critical regime (Continentino, 2001).

Finally, based on the thermodynamie and transpert data down to ~ 0.4 K and up to
140 kG, we can consiruct tentative T' — H phase diagrams for the two crientations of the
applied magnetic field (Fig. 8.9). Both phase diagrams are very similar. Initially increasing
magnetic field drives first the lower and then the higher magnetic transitions to zero. With
further increase in field signatures of the NFL behavior appear in the tempcrature dependent
resistivity (Ap o T) and heat capacity (Crmegn/T o« —InT") and at our highest applied field
values FL-like low temperature resistivity (Ap o< T%) (i.e. the eoherence line (Continenting,
2001; Continentino, 1989).011 the T'— H phase diagram) is observed. Although the current lack
of data below ~ 0.4 K impsairs our ability to fully delineate the critical field that corresponds
to T = 0 QCP, a rather crude assessment of the data (Fig. 8.9) suggests H2® =~ 45-70 kG,
He ~ 80-110 kG.

8.1.4 Conclusions

We presented results that allow for the classification of YbAgGe as a new heavy fermicen
* material with magnetic field induced NFL behavior (critical fields are H% ~ 45-70 kG, HE =
80-110 k). Although its critical fields are somewhat higher than found for the extensively

studied YhRhySiz, they are still within the range accessible by many groups. It should be
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mentioned that only very few stoichiometric compounds are known to demonstrate this type
of behavior, making YbAgGe an important and interesting addition to the family of strongly
correlated materials. Results of this work can serve as a road map for further studies, delin-
cating further experimental courses: macroscopic (magnetization) and micrescopic (neutron
diffraction, uSR, Mocssbauer spectroscopy) measurements at low temperatures and in applied
field are desirable to clarify the nature of the magnetically ordered states in YbAgGe and their
evolution in field; lower temperature (T' < 0.4 K), detailed thermodjnamic and transport mea-
surements in the vicinity of the field-induced QCT would be very helpful for the understanding
of the physics of field induced NFL behavior and as a point of comparison with a number of
existing theories (Stewart, 2001; Colemnan, 2001; Pogorelov, 2003; Continentino, 2003) and
with, other materials with similar behavior. In addition, as is often the case for materials close
to QCP, pressure and doping study may have a great potential in fine tuning of the ground

state properties.of YbAgGe.

8.2 Anisotropic Hall effect in single-crystal heavy fermion YbAgGe®

8.2.1 Iniroduction

Beased on low temperature resistivity and heat capacity measurements in applied magnetic
fields YbAgGe was recently classified as a new heavy fermion material with long range, possibly
small moment, magnetic order below 1 K {Morosan, 2004; Budko, 2004; Katoh, 2004; Umneo,
2004) that shows magnetic field induced non-Fermi-liquid (NFL) behavior (Budko, 2004). The
critical field required to drive YbAgGe to the ficld-induced quantum critical point (QCP) is
anisotropic (H% = 45 kG, HS ~ 80 kG) and conveniently accessible by many experimental
groups {Budko, 2004). YbAgGe is one of the rarae aves of intermetallics (apparently only sec-
ond, after the extensively studied YbRhoSip [Trovarelli, 2000; Gegenwart, 2002; Ishida, 2002;
Custers, 2003)) a sioichiometric, YD - based, heavy fermion (HF) that shows magnetic field

induced NFL behavior and as such is suitable to serve as a testing ground for experimental

“after " Anisotropic Hall effect in single-crystal heavy fermion YhAgGe”, 8. L. Bud'ko, E. Morosan and P
C. Canfield, Phys. Rev. B 71 054408 (2005).
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and theoretical constructions relevant for QCP physics. Among the surfeit of detailed deserip-
tions developed for a matexial near the antiferromagnetic QCP we will refer to the outcomes
(Coleman 2001) of two more general, competing, pictures: in one viewpoint the QCP is a spin
density wave (SDW) instability {Overhauser, 1959) of the Fermi surface; within the second
picture that originates in the description of heavy fermions as a Kondo lattice of local mo-
ments {Doniach, 1977a; Doniach, 1977b), heavy electrons are composite bound states formed
" between local moments and conduction electrons and the QCP is associated with the break-
down of this composite .nature. It was suggested (Caleman 2001) that Hall effect measurements
can help distinguish which of these two mechanisms may be relevant for & particular material
near a QCP. In the SDW scenario the Hall coefficient is expected to vary continuonsly through
the quantum phase transi.t.ion, whereas in the composite HF scenario the Hall coefficient is
anticipated to change discontinuously at the QCP. Perhaps more importantly, in both scenar-
ios a clear and sharp change in the field dependent Hall effect (for the field-induced QCP) is
anticipated tﬁ accur at low temperatures, near the critical field value.

Although Hall effect measurements appear to be a very attractive method of gaining insight
into the nature of the QCP, one has to keep in mind that an understanding of the different
contributions to the measured all coefficient, in particular in magnetic or strongly correlated
materials, is ahmost inevitably difficult and potentially evasive (Hurd, 1972; Paschen, 2003).
Therefore measurements on samples well characterized by other techniques ‘(Morosan, 2004;
Budko, 2004) as well as comparison with non-magnetic as well as non-HF members of the same
series can be beneficial. In this work we present temperature- and field- dependent Hall effect
measurements on YbAgGe single crystals. The non-magnetic member of the same RAgGe (R
= rare earth) series, LuAgGe, and the magnetic, sssentially non-hybridizing, TmAgGe were

used for "common sense” checks, or calipers, of the YbApGe measurements.
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8.2.2 Resulis and Discussion
8.2.2.1 LuAgGe and TmAgGe

The field-dependent Hall resistivity for LuAgGe for H|jab is shown in the upper inset
to Fig. 8.10{a) for several temperatures. py is only slightly non-linear in field over the
whole temperature range. This minor non-lineerity causes some difference in the pg/H wvs.
T data obtained in different applied fields (Fig. 8.10(a)). The Hall coefficient, Ry = pu/H,
is measured to be negative. The overall temperature dependence is monotonie, slow and
featureless with approximatcly a factor of two increase in the absolute value of pg/H ﬁ‘nm
room temperature to low temperatures. This temperature-dependency of the Iall coefficient of
the non-magnetic material possibly reflects some details of its electronic structure (for example,

compazable factor of 2 changes in Ry were recently observed in LaTIng, T = Rh, Ir, Co,
(Hundley, 2004]).

p,jH (nf2 criOa)
p,H (nsd crmiCio}

—o— 140k

025 L " L L L L n 1 L L L L 1 A 1 L 1 L 1 X 1 " 1

Figure 8.10 {a) Temperature-dependent Hall coefficient, py /H, of LuAgGe
measured in different applied fields (H]ab). Upper inset:
field-dependent Hall resistivity of LuAgGe measured at dif-
ferent temperatures. Lower inset: the ssmple, current and
applied field geometry used during the measurements. (b)
Similar data for TmAgGe.

Overall the temperature- and field-dependence of the Hall coefficient for TmAgGe {Fig.
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8.10(b)} is similar to that of LuAgGe with two main differences: (i)the long range order
and metamagnetism of TmAgCGe (Morosan 2004) is reflected in Hall measurements as a low
temperature decresse in Rp{Z") and as anomelies in pg(H) for T = 2 K that are consistent
with the fields of the metamagnetic transitions; (ii)the absclute velues of the R{H) data for

TmAgGe are a factor of 3-4 smaller than for LuAgGe.

8.2.2.2 YbAgGe, Hlab

The temperature dependent Hall coefficient and the DC susceptibility data for YbAgGe
with the same orientation of the magnetic field with respect to the crystallographic axis are
shown in Fig. 8.11. The susceptibility, M/H, is field-independent above 50 K (i.e. M(H) is
linear below 140 kG in this temperatuve range) and is similar to the data reported in (Morosan,
2004; Budko, 2004). The Hall coefficient, Ry, is field-independent above approximately 25 K.
The temperature dependencies of the susceptibility and the Hall coefficient at high temper-
atures closcly rescmble cach other. At low temperatures a field-dependent maximum in Ry
(see inset to Fig. 8.11) is observed. Qualitatively the temperature dependence of the Hall
coefficient is consistent with the picture presented in (Coleman, 1985; Hadzic-Leroux, 1586;
Fert, 1987; Lapierre, 1987) (see also (Hurd 1972; Chien 1980) for 2 comprehensive review).
Within this picture the temperature dependence of the Hall coefficient in heavy fermion ma-
terials is a result of two contributions: a residual Hall coeflicient, R = pff°/H, and a Hall
coefficient due to the intrinsic skew scattering, R} = p}/H. The residual Hell coefficient is
ascribed to a combination of the ordinary Hall effect and residual skew scattering by defects
and impurities and, to the first approximation, is considered to be temperature-independent,
although, realistically, bolth the ordinary Hall effect and the residual skew scattering may have
weak temperature dependence.

The temperature-dependent, intrinsic skew scattering contribution (123;) at high tempera-
tures (T 3 Tk, where Tx is the Kondo temperature} increases as the temperature is lowered
in a manner that is ma.inlj due to the increasing magnetic susceptibility, At lower tempera-

tures R}, passes through a crossover regime, then has a peak at a temperature on the order
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Figure 8.11 TUpper panel: temperature-dependent Hall coefficient, pg/H,
of YbAgGe measured in different applied fields (H||ab). Inset:
enlarged, low temperature part of the data. Lower panel: DC
susceptibility of YbAgGe (H along [120] direction). The "low
H” label in the legend refers to the low field Hall resistivity

(see Experimental section) and for susceptibility measured in
H=1%kG.

of the coherence temperature, Twn, and finally, on further cooling rapidly decreases (in the
coherent regime of skew scattering by fluctuations) to zero (i.e. Ry ultimately levels off to
the ~ R value at very low temperatures (Hadzic-Leroux, 1986; Fert, 1987; Lapierre, 1987),
* In the high temperature (7' 3 T%) limit we can (very roughly, within an order of magnitude)
separste these two contributions to the obscrved température—dependent Iall coefficient us-
ing a phenomenclogical expression Ry(T) = Rf° + Ry % x(7) (O’Handley, 1980) with the
temperature-dependent skew scattering contribution wiitten as Ry (T) = Ry x x(T") where

¥(Th = C/{T — @), C is the Curie constant, and © is the Weiss temperature. Using &, =
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-15.1 K from {Morosan 2004) we can plot Ry(T) x (T — @) vs. (T'— €) (Fig. 8.12) and from

the linear part of the curve we can estimate RIf* ~ 0.02 n{} em/Oe and B, = -0.17 nQ2 cm/Oe.
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Figure 8.12 Temperature-dependent low field Hall coefficient (H [lab) plot-
ted as (pp/H) % (T' — ©) ws. (T — ©).

It seems peculiar that our estimate of R} for YbAgGe differs noticeably from the Hall
coefficient measurements for LuAgGe and TmAgQGe (sce Fig. 8.10). Regarding this discrepancy
iI:. should he mentioned that besides possible experimental (mainly geometrical) errors these
three materials may have different residual skew scattering and, additionally, as indicated by
the preliminary results of band structurce calculations (Samolyuk, 2004), the density of states
at the Fermi level can be considerably different for all three compounds under consideration.
Although the magnetic susceptibility, x{T) of TmAgGe above the Néel ternperature has a clear

Curie - Waiss behavior (Morosan 2004), in contrast to the case of YbAgGe, the temperature

dependence of the Hall coefficient for TmAgGe (Fig. 8.10(b}) does not have a similar functional
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form. The reason for this difference is apparently the very small skew scattering contribution

(R, <« Rj°) to the Hall coefficient in TmAgGe. Similarly small couplings of local moment

magnetism with the Hall effect has been_ seen in other rare earth intermetallics, e.g. RNipBoC
" (R = rare sarth) borocarbides (Fisher, 1995; Mandal, 1897; Narozhnyi, 1999).

In order to further explore the low temperature behavior of the Hall coefficient, measure-
ments down to 0.4 K were performed. The results (on a semi -log scale) are shown in Fig.
8.13. The data taken in applied fields of 75 kG and higher show the expected levelling off of
the Ry(T) as T — 0. It is noteworthy that the measured value of Ry(T — 0) is close to the
aforementioned estimate of the residual Hall coefficient. This agreement suggests that at the
lowest temperatures the Hall coefficient is dominated by R%® and, barring the residual skew
scattering contribution, can probe the concentration of the electronic carriers.

Whereas the higher field values of the Hall coelficient vary smoothly with temperature (Fig.
8.13), the low field data, below T = 3 K, show large variations. Although the signal to noise
ratio in the low field measurements is inherently lower, these variations appear to be above the
noise level (Fig. 8.13, inset) and the peaks slightly above 0.6 K and 1.0 K arc understood as the
signatures of the magnetic transitions in YbAgGe (Morosan, 2004; Budke, 2004; Umeo, 2004)
that are suppressed {in this orientation) when a 75 kG, or higher, magnetic field is applied.

To further study the ficld-induced QTP in YbAgGe, field dependent Hall resistance mea-
surements were performed at different terperatures (Fig. 8.14). Although the theoretical
constructions are usually formulated in terms of the Hall coefficieni, not Hall resisiivity, in the
case of YbAg(Ge the magnetic field itself is a control parameter for the QCP that makes the
preper definition of the Hall cocfficient ambiguous. We will continue presenting our data as
Hall resistivity, since it is a quantity unambiguously extracted from the measurements, and
leave the discussion on the suitable definition of the Hall coefficient for the Appendix.

For temperatures at and above ~10 K, the pgy(H) behavior is monotonic and, at higher
temperatures, eventuelly lineer (Fig. 8.14(b)). This type of behavior has been observed in a
number of different materials in the paramagnetic state (Hurd, 1972). The low temperature

evolution of the px(H) behavior is more curious (Fig. 8.14{a}} and ought to be compared
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Figure 8.13 Temperature-dependent Hall coefficient of YbAgGe (H][ab)
measured in different applied fields down to 0.4 K. Open sym-
bols - He-4 measurements {2-300 K), filled symbols - mea-
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temperature part of the low field data. with the estimated crror
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with the phase diagram obtained for YbAgGe (Hllab) in (Budko, 2004) (an augmented version
of which is shown in Fig. 8.9 below). The lines in Fig. 8.14{a} roughly connect the points
according to the phase lines in (Budko, 2004) (see also Fig. 8.9 below). It can be seen that
the lower H — 1" magnetically ordered phase line possibly has (despite the scattering of the
points) correspondent features in pgy(H), and the ccherence line in (Budko, 2004) (and Fig.
8.9) roughly corresponds to the beginning of the high field linear behavior in pg(H). On
the other hand, the higher H — 7" magnetically ordered phase line cannot unambiguously be
‘agsociated with any feature in pg(H) curves.

The most interesting feature shown in Fig. 8.14(a) though is the presence of the pronounced
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Figure 8.15 Revised tentative T'— H phase diagram for H || ab. Long range
magnetie order {LRMO) and the coherence temperature lines
marked on the phase diagram are taken from Ref. 2. Filled
stars and corresponding dashed line as a guide to the eye are
defined from the maximum in the pr(H) curves.

peak, or local meaximum, in prr(H) that occurs at = 45 kG for the T = 0.4 ¥ curve and can be
followed up to temperatures above long range magnetic order transition temperatures, For T =
2.5 K a broad, local maximum in pg, centered at H ~ 100 kG can just barely be discerned. As
temperature is reduced this feature sharpens and moves down in field. For T' = 1 K the local
maximum in gy is clearly located at H = 50 kG and by T' = 0.4 K pgy has sharpened almost
to the peint of becoming discontinuous with Hy.,. = 45 kG. The temperature dependence
of Hpype is shown in Fig. 8.15 clearly demonstrating that as T — 0, Hpar — Heen for the

QCP. Independent of any theory these data clearly show that (i) py is an extremely sensitive
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method of determining Hypi of QCP, (ii) Hmex has & clear temperature dependence, and (iii)
the QCP influences pg up to T < 2.5 K, a temperature significantly higher then the H =0
antiferromagnetic ordering temperature.

The new phase line (shown as stars in Fig. 8.15) associated with py maximum is distinct
from the lines inferred from C,(T, H) and (T, H) data (Budko, 2004). As T — 0 this line ap-
proaches H..;;, but for finite T it is well separated from the cohercnce line that was determined
by the onset of T2 resistivity behavior. This new H,a line rather clearly locates Hey at ~ 45

kG, the field at which the long range antiferromagnetic order appears to be suppressed.

8.2,.2.3 YbAgGe, Hc

Since the response of YbAgGe to an applied magnetic field is anisotropic (Morosan, 2004;
Budke, 2004; Katoh, 2004; TUmeo, 2004), it is apposite to repeat the Hall rneasuréments for the
magnetic field applied parallel to the crystallographic c-axis. The temperature-dependent Hall
coefficient taken in different applied fields is presented in Fig. 8.16 {the low-field data were
obtained as described above). The Ry (T) behavior for H|c is qualitatively similar to that for
H jab with & broad maximum being shifted to ~ 30 K (as compared to ~ 10 K for H{|ab) and
being less sensitive to the applied field. |

The low temperature, fleld-dependent Hall resistivity for H||c is shown in Fig. 8.17. In

meny aspects the overall behavior is similar to that for H [lab: there are no apparent featurcs

associated with the phasc lines derived from magnetoresistance and specific heat measurements
(Budko, 2004} (shown as lines in Fig. 8.17), howcver there is the presence of a pronounced
minimum in pg(H) that occurs at ~ 98 kG for the T' = 0.4 K curve and can be followed up
to the temperatures well abave the zero-applied-field magnetic transition ternperatures. For
T = 2 K a broad, local minimum in gy, centered at H =~ 128 kG can still be recognized
and at T' = 2.5 K a local minima occurs just at the edge of our field range. As temperature
is reduced this feature sharpens and moves down in field. The temperature dependence of
H..: is shown in Fig. 8.18 clearly demonstrating that, similar to the H[fab case, as T' — 0,

Hipin — Hey for the QCP. The pi(H) behavior for this orientation is more complex, and
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Figure 8.16 Temperature-dependent Hall coefficient of YbAgGe (H]|c)
measured in different applied fields down to 0.4 K.

there is an additionaj, broad maximum in lower fields (H ~ 50 kG at 0.4 K) that fades out
with increasing temperature. This highly non-monotonic in field behavior is the origin of the
dissimilarities in the low temperature Ry {T) data (Fig. 8.16) taken in different applied fizlds.

The high fleld minimum in pg(H) (Fig. 8.17) defines a new phase line (shown as stars in
Fig. 8.18} which is clearly different from the lines inferred from CH(T, H) and p(T, H) data
(Budko, 2004). As T — 0 this line approaches Hey, but for finite T it is well separated
from the coherence line that was determined by the onset of T? resistivity behavior. For this
orientation of the applied field this new Hp, line rather clearly locates Heyp at ~ 100 kG, the
field at which the long range antiferromagnetic order appears ta be suppressed.

I should be noted that the new lines in the A — 7' phase -diagrams were established from

different types of extrema in pg{H), mazimum for H(|ab and minimum for Hljc. We neither
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Figure 8.17 Low Lemperature field-dependent Hall resistivity of YbAgGe
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consider this difference as a reason for particular discomfort nor do we necessarily view it as a
potential clue to deeper understanding of the nature of the field-induced QCP in this material.

The preliminary band structure calculations (Samolyuk, 2004) on LuAgGe, the non-magnetic
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analogue of the title compound, suggest that the members of the RAgGe series have a. complex
Fermi surface consisting of multiple sheets. In such a case a change In the Fermi surface may
possibly have different signatures in the Hall measurements with different field orientation. In

addition, existing QCP meodels appear not to be at the level of considering different shapes

and topologies of the Fermi surfaces.

Whereas these new, Humox/Hmin lines on the H — T phase diagrams (Figs. 8.15 and 8.18)
appear to be closely related with the QCP their detailed nature and temperature dependencies

will require further experimental and theozetical attention.
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8.2.3 Summary

The temperature- and field-dependent Iall resistivity have been measured for YbAgGe
single crystals with H{leb and H||e oricntation of the applied magnetic field. The temperature
dependent Hall coefficient of YbAgGe behaves similarly to other heavy fermion materials.
Low temperature, fleld-dependent measurements reveal a local maximom (H||eb) or minimum
(Hle) in py(H) for T < 2.5 K that occurs at a value that approaches Heyp = 45 kG (H[eb)
and Hyi = 90 kG (H|c) as T — 0. These data indicatc that (i) the Hall resistivity is indeed
a useful measurement for the study of QCP physics and (ii} the influence of the QCP extends

to temperatures significantly higher than the A = 0 antiferromagnetic ordering temperature.

8.2.4 Appendix

Coleman et gl. {Coleman 2001) suggest that Ry (P) date (where F is a control parameter,
i.e. H in our case) can be used to distingnish between two possible QCP scenarios: diffraction
off of a eritical spin density wave or a breakdown of the composite nature of the heavy electron,
with the former manifesting & change of slope at Fus: and the latter manifesting a divergence in
the slope of Ry (P) at Brs. Since in our case the magnetic fleld is ifself the control parameter,
it in not clear if Ry = py/H, By = dpgr/dH or just simply pﬁ should be used for comparison
with the theory. Ry (H) curves determined by two aforementioned ways are presented in Fig.
8.1% (H |jab) and Fig. 8.20 {H||c) . For both definitions and both orientations the evolution of
a clear feature in Ry(H) (defined as a local extremum for pg/H and as a mid-point between
two different field-dependent regimes for dpgy/dH) replicates (albeit with slight H-shift) the
behavior of the Hall resistivity (Figs. 8.14(a), 8.17). Given that the new phase line in Flgs 8.9a
and b iy fairly insensitive to the data analysis we feel that the use of ppy{H) data is currently
the least ambiguous data set to analyze. On the other hand, if the form of the anomaly near
Hori is to be analyzed in detail it will be vital to have a more detailed theoretical treatment
of magneto-tranaport in field-induced QCP materials.

It is tempting to say that for the case of applied field as a control parameter the quantity

dpy(H)/dH (rather than pgy{H}/H) serves the role of the low-field Hall coefficient and shounld
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Figure 8.19 Field-dependent Hall coefficient of YbAgGe {H ||ab), defined as
(a) By = pu/H and (b) Ry = dpy/dH, measured at different
temperatures. The curves, except for T = 0.4 K, are shifted
by (a) 0.02 nQ cm and (b) 0.2 nf? cm increments for clarity;
the triangles mark the position of the feature in Ry(H): a
local maximum in px/H and a mid-point of the transition
between two different ficld-dependent regimes (see e.g. 0.8 K
curve)in dpy /dH. Curves in the (b) panel were obtained by
differentiation of the 5-adjacent-points-smoothed pr(H) data.
Small dewnturn at H > 130 kG in some dpy /dH curves (panel
(b))} is most likely an artifact of using digital smoothing and
differentiation.

be compared with the prediction cof the models. If this point of view is accepted, then for
H|ab the shape and evolution of the dpy(H)/dH curves (Fig. 8.19(b)) suggest that possibly
the cornposite fermion model of the QCP is more relevant to the case of YbAgGe, although
for Hj|c the shape and evolution of the dpy(H)/dH curves (Fig. 8.20(b)) are at variance with
the simple theoretical views. The lack of the T' < 0.4 K data and an absence of more detailed,

realistic-Fermi-surface-tailored, model do not allow us to choose the physical picture of the
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field-induced QCP in YhAgCie unambiguously.
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Figure 8.20 Field-dependent Hall coellicient of YbAgGe {H||c), defined as
{2} Ry = py/H and {(b) Ry = dpyr /dH, measured at different
temperatures. The curves, except for T = (.4 K, are shifted
by (a) 0.02 nQ em and (b} 0.1 nfi cm increments for clarity;
the triangles mark the position of the feature in Ry (H): =
locel minimum in py/H and a mid-point of the transition
between two different field-dependent regimes (see e.g. 0.8 K
curve)in dpgr/dH. Curves in the {b) panel were obtained by
differentiation of the 5-adjacent-points-smaothed pg (H) data.
Small downturn at H > 130 kG in some dpy fdH curves (panel
(b)} is most likely an artifact of using digital srhoothing and
differentiation.
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CHAPTER 8. Magnetic ficld-induced quantum critical point in YbPiln
and YbPtyqsIn single crystals®

8.1 Introduction

In recent years, stoichiometric Yb-based heavy fermion compounds have raised a lot of
interest, particularly due to the limited number of such systems known to date. YbPtIn is
one of the few examples of such heavy fermion systerns (Trovarelli, 2000a; Kaczorowski, 2000;

Yoshii, 2004), as indicated by measurements performed on single crystal samples extracted from

on-line melts of the polyerystalline material. Based on the existing data (Trovarelli, 2000a;

Kaczorowski, 2000), YbPtIn has a relatively low magnetic ordering temperature (Torg ~ 3
K) and an enhanced electronic specific heat coefficient (v > 400 mJ] /mol K?), whereas the
magnetic entropy at Topq.amounts to only about 60% of the R In 2 value expected for a doublet
ground state. In light of these observations, this system appears to be qualitatively similar
to the other recently studied Yb-based heavy fermion antiferromagnets, YbRhoSis {Trovarelli,
2000b; Gegenwart, 2002; Ishida, 2002; Paschen, 2003; Paschen, 2004), and YbAgGe (Beyer-
mann, 1998; Katoh, 2004; Morosan, 2004; Bud’ko, 2004; Bud’ko, 2005}, the latter compound
isostructural to YbPtln. In YbRheBSis, magnetic order occurring_ at very low temperature
(below 70 mK) (Trovarelli, 2000b) was associated with a low entropy release (less than 0.45
* 2 In2) at T ~ 10 K. For the YbAgGe (Morosan, 2004; Bud’ko, 2004) compound, the
temperature assoclated with the magnetically ordered state, whereas still fairly low [~ 1.0
K}, is enhanced compared to that of YbRhySis; also, the maguetic entrepy at the ordering

temperature is larger than in YbRhySis, but still less than 10% of R 1n2. Thus these two

*after "Magnetic Reld-induced guantum criticel point in YLPtIn and YbPbasaln single crystals”, E. Mo-
rosan, 5. L. Bud'ko, Y. A. Mozharivskyj and P, C, Canlield, subinitted to Phys Rev B (June, 2005}
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compounds can be regarded as systems with small moment ordering. Having an even higher
~ ordering temperature and magnetic entropy at Ty, YbPtIn seemed a good candidate to fur-
ther study a progression from small moment to reduced moment ordering, in stoichiometric
Yh-based heavy fermion compounds, with ﬁe]d—inducéd quantum critical point.

In contrast to & classical phase transition at finite temperatures, driven by temperature as a
control parameter with thermal Huctuations, a quantum phase trensition is driven by a control
parameter C other than temperature (e.g., C = pressure, doping or magnetic field) at T =
0, with quantum mechanical fluctuations. Such a control parameter tunes the system from a
magnetically ordered state towards a disordered state, at zero temperature, crossing a quan‘tum
critical point. Due to the hybridization of the 4f electrons and the conduction electrons in
heavy fermion HF systems, which can be modified by any one of the aforementioned C control
parameters, the HI compounds are very suitable to study quantum critical behavior. Moreover,
close to the critical value C,p which drives the ordering temperature close to zera, pronounced
deviations from the Fermi liquid-like FL behavior can oceur. This has been observed in a large
number of HF éystems where C = doping or pressure, and only a few doped systems have been
field-tuned through a QCP (Stewart, 2001). To date, YbRhySiy (Trovarelli, 2000b; Gegenwart,
2002; Ishida, 2002; Paschen, 2003; Faschen, 2003) and YbAgGe (Beyermann, 1998; Katoh,
2004; Morosan, 2004; Bud'ko, 2004; Bud'ko, 2005) are the only stoichiometric Yb-based HEF
compounds in which a field-induced quantum critical point QCP has been observed. The
heavy fermion character of the YbP'tIn system has already been reported (Trovarelli, 2000a;
Kaczorowski, 2000); in this peper we will discuss the cxistence of a field-induced QCP in
YbPtln which has not been yet studied, and which renders it' very similar to the other two
stoichiometric, Yb-based heavy fermions.

In Chaptei‘ T we presented anisotropic low-field susceptibility measurements, as well as
specific heat data in zerc applied field, on solution-grown single crystals of the RPtIn series,
including YbPtln. No features indicative of magnetic order could be identified in our magneti-
zation measurements on single erystals of the Il = Yb compound, down to T ~ 2 K. However, a

well-defined peak at T = 2.1 K in the zero-field specific heat data suggests that th.is compound
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orders magnetically below 2.1 K, just above the low temperature limit of our magnetization
measurements. As we will present in this paper, detailed transport and thermodynamic mea-
surements down to 0.4 K not only confirm the magnetic ordering in this compound below 2.1
K, but also suggest that another phase transition might exist in this system around 1 K.

However, our measurements were in part inconsistent with all previous reports on YbPtln
single crystals: whereas Kaczorowski et al. (Kaczorowski, 2000} have also presented mag-
netization data showing no features associated with magnetic ordering above 1.7 K, in their
specific heat measurements three anomalies can be observed (at 3.1, 2.3, and 1.2 K), all at
slightly different temperatures than in ocur data. Furthermore, the low-ficld sﬁsceptibility data
presented by Trovarelli et al. (2000a) are consistent with an ordering temperature around 3.4

'K, also confirmed by their resistivity and specific heat measurements.

In order to address these apparent discrepancics between our data on solution grown sin-
gle crystals and the two previous reports on on-line grown single crystals (Trovarelli, 2000a;
Kaczorowski, 2000), we reproduced the growth as described by Trovarelli et ol. (2000a). The
anisotropic specific heat and transport measurements on our single crystals extracted from the
melt confirmed the existence of magnetic phase transitions at 3.4 K and 1.4 K, as observed
previously.

In this chapter we will try to examine the differences between solution and on-line grown
single erystals, given that a small Pt-deficiency oceurred in the former types of crystals, leading
to a stolchiometry closest te YhPtpgeln; no disorder could be detected in the on-line grown
crystals. Also, given that heavy fermion compounds with small moment ordering can be driven
to a quantum eritical point QCP by disorder or applied field, we will study the evolution of
both YbP1tg sl and YbPtln towards a fleld-induced QCP. Detailed anisotropic measurements
of specific heat and resistivity on the two types of crystals, for fields up to 140 kG and tem-
peratures down to 0.4 K, will be used for the comparison between the two types of crystals.
Additional Hall effect measurements were performed on the solution grown single erystals for
the same temperature and field ranges, allowing us to further explore the effects of the QG.P

in this compound.
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Following the results of single crystal x-ray diffraction, we will compare the low field data for
the two types of compounds, pointing out the similarities, as well as the significant differences
in their physical propertiss. Next we will present the higher field data for both types of
crystals, for I | &b and H | ¢ This will allow us to follow, in both systems, the progression
from reduced maguctic moment order to the quantum critical point QCP, as driven by the
application of increasing magnetic field. Also, we will extend the zero-field comparison between
the two YbPtln systems to their field- dependent properties, and will try to identify commen

features as well as possible effects of the site deficiency.

0.2 Results

9.2.1 Crystal structure

For both solution and on-line grown crystals, the crystal structure was confirmed by powder
xray diffraction, with no detectable impurity peaks. However, additional single crystal x-
ray measurements were performed on the two types of YbPtIn compounds. Crystals with
dimensions ~ 2 x 7 x 11 wm®and ~2 x 6 x 13 p.m3 were extracted from the flux and
on-line grown samples respectively. Room-temperature X-ray diffraction data were collected
on & STOE IPDSII imsage plate diffractometer with Mo Ka radiation, and were recorded by
taking 1° scans in & in the full reciprocal sphere. The range of 2 @ extended from 6° to
63°. Numerical absorption corrections for both crystals were based on crystal face indexing,
followed by a crystal shape optimization. Structure solution and refinement were done using
the SHELXTL program. The crystallographic and structural data are summarized in Tables
g.1-9.2

A high temperature factor was observed- for Pt(1)} of the flux-grown crystal during final
stages of the refinement, which is usually indicative of possible atomic deficiencies, symmetry
reduction or superstructure formation. No superstructure reflections were observed, and sym-
metry reduction did not resolve the issue. However, relaxing Pt(1) site occuﬁancy resulted in
a statistically significant deficiency (0.06{1), Table 9.1), and led to improvements in the Pt{1)

temperature factor and overall residual R value, We also tested for possible deﬁciencies on
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Table 9.1 Atomic ccordinates and equivalent isotropic displacement pa-
rameters (A2) for the flux-grown YbPtIn system. Uleq) is de-
fined as one third of the trace of the crthogonal U tensor. Space
group P8 2m, a = 7.5568(8) A, c = 3.7658(3) A, R = 0.0273,

R, = 0.0598.
Occupancy | x ¥ Z Uleq)
Yb 100 |osed0()| o 0 | 0.0088(3)
Pt(1) | 0.94(1) 0 0 0 | 0.0099(5)
Pt(2) 1.00 1/3 2/3 | 1/2 | 0.0075(3)
In 1.00 |o028042)| o | 1/2 | 0.0003(40)

the other atomic sites in this crystal, but refined cccupancies for Yb {1.00(6)), Pt(2) (1.00(6))
and In (1.02(2)) d{d nat suggest presence of atomic deficiencies. Thus the compaosition of the
ﬂuic—grown crystal can be written as YbPtp gsln, noting that the Ptggs value reflects the Pt
stoichiometry of the whole unit cell, not just of the Pt{1) site. In contrast to the flux-grown
sarmple, the Pt{1) temperature factor of t.he.on-]jne grﬂw;l erystal had a ressonable value.
Relaxing the Pt(1) oceupancy vielded only a slight and statistically insignificant deficiency
of 0.014(9) (Table 9.2). Occupancy refinement for other atbmic sites showed no deviations
from unity. Although smell deficiencies on the Pt(1) site could not be excluded, the YbPtln
formula is a good presentation of the composition of the on-line crystal in terms of sensitivity
of our X-ray diffraction experiments. This difference in the stoichiometry of the solution and
on-line grown samples is consistent with YbPtIn having a small width of formation extending
towards the Pt-deficient side; given that the initial melt composition is very Pt-poor (Z.e.,
Ybg 4Pta1Ings), it is expected to be sensitive to such a small width of formation.

A closer look at the atoms’ positions given in Tahles 9.1-9.2 suggests that two compounds

might be mirror images of each other; whereas racemic twinning could not be excluded for
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Table 9.2 Atomic coordinates and equivalent isotropic displacement pa-
rameters (A2) for the on-line-grown YbPtIn system. Uleq) is
defined as one third of the trace of the orthogonal U% tensor.
Space group PG 2m, a = 7.5486(12) A, c = 3.7617(7) A, R =
0.0217, R, = 0.0453.

Cccupancy X ¥ 2 Uleq)
Yb 100 | 0.4052(1) | © 0 | 0.0076(2)
P(1) 0.986(9) 0 0 ¢ 0.0082(4}
Pt(2) 1.00 1/3 2/3 1/2 | 0.0071(2)
In 1.00 0.7378(2} 0 1/2 10.0071(2)

either the solution or the on-line grown compounds, na evidence of the existence of both "left”
and "right” structures in each system could be found.

The lattice parameters and unit cell volume for the solution-grown, YhPtygsln crystals
e = (755 + 0.01) A, e = (376 + 0.01) A and VoI = (18628 + 0.51)
A3, The analogous unit cell dimensions on the on-line grown crystals were slightly smaller:

a6 = (754 £ 001) A, ¢ = (375 £ 0.01) A and Vol = (185.61 4 0.11) A%

-9,2.2 Low magnetic field comparison

Anisotropic magnetization measurements are presented in Fig.9.1 for both the YbPtpgsln
(full symbols) and the YbPtln (open symbols) compounds. As can be observed in Fig.9.1a, the
paramagnetic susceptibility indicates moderate anisotropy for both systems (with xup /xc ~ 6
at the lowest temperature), and no clear sign of magnetic ordering down to I' = 1.8 K. The
anisotropiec M(H) isotherms show a continuous increase of the magnetization, with a trend
towards saturation above 40 kG (Fig.9.1b) for H applied within the ab-plane; the axial magne-

tization remains linear and significantly smaller than My, up to our maximum field available
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Figure 9.1 (a) Anisotropic susceptibilities for H = 2 kG (with
the low-temperature part enlargped in the inset) and (b}
field-dependent magnetization at T = 2 K for YbhPtIn {open
symbols) and YbPtpesln (full symbols).

for these measurements (55 kG). Whereas qualitatively there is an overall similarity between
the corresponding data of the two compounds, the absolute values of both susceptibility and
field-dependent magnetization are slightly larger for YbPtogsln than for YbPtIn. We believe
the ~ 10 to 20% difference to be too large to have been caused by weighing errors slone, and
thus we conclude that it may reflect the different Kondo temperatures and exchange coupling
due to the change of stoichiometry in the two compounds.

The zero-field specific heat and resistivity data shown in Fig.9.2 are consistent with mag-
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Figure 9.2 (a) Low-temperaturc specific heat and (b) resistivity data for H
= (0, for YbPtIn {open symbols) and YbPtgesln (full symbols),
with the resistivity error bars shown for the lowest temperature
(T = 0.4 K); the transition temperatures are indicated by two
dotted lines (for YbPtIn) and one dashed line (for YbPtg g5In).

netic ordering in both compounds, however at different temnperatures: two well defined peaks at
T = 3.4 K and 1.4 K are visible in the YbPtIn Cp{T) data (open symbols, Fig.0.2a), whereas
only one peak can be distinguished, around 2 K, in the YbPtg.0sIn data (full symbols). These
. transition temperatures are marked by the vertical dotted lines for the former compound, and

by one dashed line for the latter. It can be seen that the corresponding resistivity measurements
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(Fig.9.2b) show changes in slope around the respective transition temperatures. Another no-
ticeable difference between YbPtIn and YbPto ggln menifests in the ;esistivity values (Fig.9.2b
and 9.3) with the cnes for the former compeound being approximately three times smaller in
the latter one. The error bars shown for the lowest temperature p values give a caliper of
the uncertainty in estimating the resistivity values for the two compounds, further confirming
the aforementioned difference. The larger residual resistivity in YbPtgggIn is consistent with
the additional disorder (i.e., site disorder) or presence of additionsl vacancies in this type of

crystals. -

& 1 *WbPtin T

g 250 H=g 5 ]

¢ 20 y
15{’@@»’ ]
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o-l L L
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' Figure 9.3 Temperature-dependent resistivity for YbPtggsln and YbPtln,
for H = 0 (symhols) and H = 140 kG (solid lines).

Thus the zero-ficld mcasurements indicate a dramatic effect of the small Pt-deficiency onl
the ordered state in ¥bPtIn: the upper transition is shifted down in temperature in the Pt-
deficient compound, whereas a second one is clearly identifiable only in YbPtIn. In order to
explore the differences between these two samples more thoroughly, a systematic study of the

field-dependence of p(T") and Cp(1") was undertaken.
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0.2,3 High magnetic field measurements: YbPtln
9.2.31 H | ab

The low-temperature specific heat data for the on-line grown compound YbPtln is shown
in F‘ig,9.4a, for various values of the applied field. As already seen, two sharp peaks present in
the H = 0 data can be associated with magnetic phase transitions at T = 34 K and 1.4 K. As
the applied field is increased, these transitions (indicated by small arrows in Fig.9.4a) move to
lower temperatures, and eventually drop below 0.4 K arcund 20 k@, and 60 kG respectively.
* Trovarelli e al. (2000a) have reported similar measurements up to 80 kG, which are consistent
with our data; however, their study did not include a systematic analysis of the H - T phase
" diagram or the potential quantum critical behavior in this compound.

The magnetic component of the specific heat is defined as C,, = Cp(YbPtIn) — Cp{LuPtIn),
and is shown in Fig.9.4b as Cp, / T ws. T2, for the same field values as before. From the linear
extrapolation of the zero-field G, / T date from T' ~ § K down to T = 0 (inset, Fig.9.4b), the
électmnic specific heat coefficient -y can be roughly estimated as v =~ 500 mJ / mol K2,

When the magnetic specific heat is plotted in C,, /T vs. In T coordinates {Fig.9.5), a
reduced region of logarithmic divergency {non-Fermi liquid NFL behavior} is apparent; however
this Hnear region in C,, /T(InT) is more ambiguous than in other heavy fermion compounds
displaying NFL, behavior {e.g., YhRhySis (Trovarelli, 2000b) and YbAgGe (Bud'ko, 2004).
Beeause of a downturn in the high field data (H > 50 kG [Fig.9.5b]) around 5 K for H =
50 k@, the largest logarithmic divergenecy which occurs for I ~ 60 kG, is limited to only a
fraction of a decade in temperature (1.5 K < T « 6.5 K). The above observations suggests
that a QCP may exist atound a critical field value H®® just above 80 kG, but the presence of
a NFL region at intermediate field values is less clearly defined than in the previously studied
Yh-based heavy fermion compounds.

One of the expressions considered in the scaling analysis at a QCP {Tsvelik, 1993) is the
cross-over function [C(H) — C(H = 0)} / T vs. H/T# In the case of YbRhySiy (Paschen,
2004) and YbAgGe (Bud'ko, 2005), the H/T? range over which universal scaling was chserved
in high fields corresponded to 1/T < 3 K™, and 1.2 K1 respectively (with # > 1). Due to
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Figure 9.4 (a} Low-temperature specific heat curves for YhPtIn, for H
[ ab; arrows indicate the peak positions, assoclated with
magnetic phese transitions. (b) low-temperature part of the
Crro/T(T2) curves for various values of the applied field; inset:
the H = 0 Cp,/T(T?) curve, with its linear fit below 5 K (dotted
line) extrapolated down to T = 0 to provide a rough estimate
of the electronic specific heat cocfficient v ~ 500 mJ / mol K2.

the slightly enhanced magnetic ordering temperature T,y = 3.4 K in YbPtlIn, the analogous
1/T ia,nge is drastically reduced (1/T < 0.3 K~1), making the unambiguous determination of
the critical exponent 8 essentially impossible.

Low-temperature resistivity curves for different values of the applied magnetic field are
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Figure 9.5 Semi-log plot of Cpr/T ws. T for (a) H = 0 - 50 kG and (b)
H = 50 - 140 kG. All curves (except for the H = 140 kG one)
are shifted up by multiples of 100 mJ/mol K2. The dotted line
(for H = 60 kG} is a guide to the eye for the largest region of
logarithmic divergency of Cp /T

shown in Fig.9.6. The p(T) |z data are consistent with the presence of two magnetic phase
transitions at low fields; the small arrews indicate these transition temperature values, as
determined from maxima in the dp/dT. Both these transitions are suppressed by increasing
applied field. Whereas the upper transition persists for 50 kG< H < 60 k@G, a fleld of about 20
kG is sufficient to drive the lower one below 01-11- base temperature of 0.4 K. It is worth noting

that the critical field H*® ~ 60 kG, determined from the p{(T,H) data as the field required to
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Figure 9.6 Low-temperature resistivity data for YbPtIn taken at different
applied fields, for H || ab; the small arrows indicate the mag-
netic transition tfemperatures.

suppress the magnetic ordering, is close to the position of the QCP as inferred based on the
Cp data (Fig.9.4).

At intermediate field values (60 kG< H < 70 kG), no clear NFL regime (p o« T) can |
be identificd in the resistivity data (Fig.9.7), as it is unclear whether linecar regions exist
at low T, for either p(T) or p(T?). However, for H > 70 kG the low-T resistivity data
is possibly indicating Fermi liquid-like F1, behavior (Fig.9.7b,c), as it can be described by
o(T) = po + A T? On the p vs. T? plot, the upper limit of the linear regions are marked
with small errows for each field value., These maximum temperatures appear to become larger
as the applied field is being increased, despite the scattering of the data towards low T, which
increases the error barsl on these cross-over temperature valuss.

When magnetoresistance measurements {p(H) |7) are performed {Fiz.9.8) three features
are apparent at very low temperatures, as indicated for T = 0.4 K by the small arrows. The
inset shows p(H) at T = 0.8 K, to exemplify how these transition temperatures were inferred

from these data. For T > 1 K, the two lower transitions merge and the resulting one is still
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Figure 9.7 Low-temperature part of the (a) o(T') data for H = 40, 50, B0
and 70 kG, and p(T?) for (b) H = 60, 70, 30 and 100 k& and
(c¢) H = 100, 120 and 140 kG, with their respective linear fits at
very low T (solid lines). The arrows indicate the temperatures
at which deviations from the 1% behavior occur. Note: for H
= 70 kG linear fits are shown on both p(T) (a) and p(T?) (b},
pgiven the big uncertainty of the T-dependence of resistivity at
this field value.
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Figure 9.8 p(H) isotherms for YbPtin, for H || ab and T = 0.4 - 3.6
K, AT = 0.2 K; the arrows point to the transiticn fields at
the lowest temperature, with the inset exemplifying how these
critical fields are determined for T = 0.8 K.

distinguishable up to approximately 1.4 K. The upper transition moves down towards zcro
field as the temperature approaches Ty = 3.4 K.

Based on the above field- and temperature-dependent thermodymamic and transpert mea-
surements, 2 T' — I phase diagram for & | eb can be constructed (Fig.9.9): in zero magnetic
field, two magnctic phase transitions can be observed, around Ty = 34K and Ty, = 14
K. Increasing magnetic field splits the lower transition into two separate ones around H ~ 10
kG; one of these phase lines drops towards our lowest temperature at almost constant field,
whereas the second one has a slowsr decrease with field, such that it approaches T = 0.4 K
around H = 20 kG. In a similar manner, the upper transition is driven down towards 0 around
H, = 60 kG.

Upon further increasing the applied field, another line emerges avound the H% =~ 60
kG critical field value. The points on this line represent a crossover between a possible non-
‘Fermi liquid-like NFL regime (high temperatures}, and a Fermi liquid like FL regime (for low

temperatures). This is analogous, even though less clear (as indicated by the large crror bars)
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Figure 99 H || eb T - H phase diagram for YbPtIn, as determined from
' resistivity (full symbols) and specific heat (open symbols) data.
Note the error ‘bars on the high-field points representing the

uncertainty in determining the cross-over temperatures,

to the coherence line (Continentino, 1989) previously observed in YbRhpSiz (Paschen, 2004)
and YbAgGe (Bud’ko, 2005). Although measurements below 0.4 K would be necessary for 2

better estimate of the quantum critical point QCP in this field orientation, Fig.9.4-9.9 suggests

that FI%® ~ 60 kG.

9.2.32 H || ¢

Fig.9.10 presents specific heat data for YbPtIn, H || ¢, for ﬁel.ds up to 80 k@G. High torques
on this sample for this orientation of the field prevented us from completing these Imeasurements
up to 140 kG. Moreover, as will be shown below, there arc significant discrepancies between
the transition temperatures determined even from the intermediate-field specific heat data and
the transport measurements (7.e., for II >40 kG). This observation prompts us to suspect that
significant torques may have changed the sample orientation for the specific heat measurements,

even for fields significantly lower than 80 kG.



232

——H=b -

5000

4000 |-

3000 -

C,(mJmol*K)

2000

4
T(K)

Figure 9.10 H || ¢ specific heat data for YbPtIn, for H = 0, 10, 20, 40,
60 and 80 kG; small arrows indicate the positions of peaks
possible associated with magnetic phase transitions (dotted
arrows: peaks on Cp(T") data for possibly torqued sample [see
text]}.

In zero field, we can confirm the two magnetic transitions observed before, at Ty = 3.4
K, and T, = 1.4 K respectively; as the small arrows indicate, the lower-T transition is driven
down in field, and falls below 0.4 K for HE > 40 kG, whereas the upper transition persists
above 80 kG. |

The temperature and ficld dependent resistivity data (Fig.9.11-9.12) indicate a much slower
suppression of the magnetic order with the applied field. In Fig.9.11a, p(T) curves arz shown,
with the arrows indicating the transition temperatures as determineci from dp/dT. Fig.9.11b
presents a subset of these derivatives, to illustrate the criteria for determining the temperatures:
for the lower transition, & peak in dp/dI’ broadens as ficld is increased, and disappears for H
> 80 kG; the upper transition is marked by a step in these derivatives, which also broadens
4s H increases. At the highest measured field (i.e, 140 kG3) we are unable to distinguish
between a very broad step (with a possible transition temperature marked by the small arrow)

or a cross-over in corresponding dp/dT. The field-dependent resistivity data (Fig.9.12) are
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" indicative of a low temperature transition consistent with that seen in p(T"), with the critical

fields determined from on-scts.
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Figure 9.11 (a) Low-temperature g(T) data for YbPtIn taken at different
applied fields, for H | c. (b) dp/dT curves for H = 20, 80,
100, 120 and 140 kG. On both plots, the small arrows indicate
the magnetic transition temperatures.

‘Given the above Cp{T,H) and p(T,Ii} data, we suspect that rﬁagnetic'ﬁelds H > 20 kG
deform the four wires supporting the He-3 specific heat platform used for the Cp(TH) mea-

surements, whereas the resistivity sample appears o be well held in place by grease on the
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Figure 9.12 p(H) isotherms for T = 0.4, 0.5,1- 4 K (AT =0.25 K} and 5
K. Small arrow indicates the critical field position at the lowest
temperature (T = 0.4 K).

rigid platform. Consequently, at high fields, the two sets of data (Cp(T,H) and p(T,H)) may
not correspond te the same orientation of the field (H | ¢), yielding different transition
temperature values for the corresponding applied ficlds.

As a result, in constructing the T - H phase diagram for H|| ¢ (Fig.9.13), we will consider
the T, values as determined from the o(T,H) data up to II = 140 kG, and only the H < 20 el
ones based on specific heat measurernents. Also shown are error bars for points.determined
from p(T) data at several field values (i.e., for H = 20, 80, 100, 120 and 140 kG), and for
the point obtained from p(I) at our minimum temperature (T = 0.4 K); these give a caliper
of the errors bars in determining the points on this phase diagram for the whole field and
temperature range. Two transitions can be observed in Fig.9.13, at low fields, around 3.4 X,
and 1.4 K respectively. As H is being increased, the low temperature line slowly approaches T
=0 around H ~ 85 kG. The step in dp/dT associated with the upper transition (Fig.9.11b)
broadens as the field increases, resulting in increasingly large error bars in determining these

transition temperatures. As already mentioned, it is uncertain if the transition persists up fo
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Figure 9.13 H || ¢ T - H phase diagram for YbFiIn, as determined fromn
resistivity {full symbols) and specific heat (open symbols) data.
Error bars on points fram p(T) data at H = 20, 80, 100, 120
and 140 kG, and from p(H) at T = 0.4 K shown as a caliper
of the errors in determining the points on this phase diagram.

H = 140 kG, or if cross-over oceurs hetween 120 and 140 kG.

9.2.4 High magnetic field measurements: YbPtgg:In
9.24.1 H || ab

Given the differences between YbPtIn and YbPtyesIn evidenced by both thermodynamic
and transport data (Figs.9.1-9.3}, it is desirable to compare similar measurements on the two
compounds, and to study the effect of the small stoichiometry change on the field-induced
QCP.

Consequently, in Fiz.9.14 we present the low-temperature specific heat data of YbPtpggln,
for various valuecs of the applied ficld H || ab. A well-defined peak at T= 2.1 Kinthe H= 0
data may be associated with the magnetic ordering of this compound. As the applied magnetic
field is increased, ihis transition {indicated by small arrows) maves to lower temperatures, and

eventually drops below 0.4 K around 35 kG. By plotting the magnetic specific heat data
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Figure 9.14 (a) Low-temperature specific heat curves for YbPtggsln, for H
| ab; arrows indicete the positions of the peaks associated with
magnetic ordering. (b) low-temperature part of the C,, /T'(T?)
curves for various values of the applied field; inset: the H =
0 Cp/T{T?) curve, with its linear fit below 5 K (dotted line)
extrapolated down te T = 0 to provide a rough estimate of
the electronic specific heat coefficient v ~ 500 mJ / mol K.

Cn = Cp(YbPtogsIn) — Cp(LuPtln) as Crp / T ws. T2 (Fig.9.14b), we can estimate the
electronic specific heat cocfficient -y: the lincar extrapolation of the H = 0 data from T ~ 5
K down to T = 0 (inset, Fig.9.14b), gives v # 500 mJ / mol K2

Fig.9.15 shows the magnetic specific heat as G, / T ws. In T, for the same field values as
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Figure 9.15 Semi-log plot of Cp /T ws. T for (a) H = 0 - 40 kG and (b)
H = 40 - 140 kG. All curves {except for the I = 140 kG one)
are shifted up by multiples of 200 mJ/mol K2, The dotted
lines (for H = 35 and 40 kG) are guides to the eye for the
linear regions on the C,,/T curves for H possibly just abave
and helow HE (see text).

before. A logarithmic divergence can be observed in these data, with the largest temperature
region where C,, / T(InT) occurring around H = 35 kG (dotted line}. However, on the next
measured curve (4. e, for H = 40 kG) the linear region extends over a comparable temperature
interval, at slightly larger temperatures than in the H = 35 kG case. It thus appears that the

largest - temperature region (close to a decade) for the logarithmic divergency of the C,, /T
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Figure 9.16 YbPtoggln low-temperature resistivity data for X || ab, for
(a) H =0, 10, 20, 25, 30, 35 and 40 kG and (b) H = 42.5, 45,
50, 55, 60, 70, 80, 100, 120 and 140 kG. In (a) small arrows
indicate the possible crdering ternperatures, whereas dotied
lines in (b) are guides to the eye pointing cut the regions of
linear p{T) (or the departure from linearity at low T for the
H = 55 kG curve [see text]).

data may occur for some intermediete field value (35 kG < H < 40 kG). These date. could be
described a5 Cp / T = 4 In(To/T), with the ranges for ) and Tp determined from the linear
ﬁts- on the H = 35 and 40 kG curves: 420 mJ/mol K? < +} < 430 mJ/mol K2, and 14.7 K
> Ty > 13.5 K. The above observations seem consistent with a QCP in this compound with

critical field above 35 kG.
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Figure 9.17 Low-temperature part of the YbPty.osIn p(T?)} data, for (a) H
= 50, 55, 60, 70 and 80 kG and (b) H = 80, 100, 120 and 140
kG, with their respective linear fits at very low T {solid lines).
The arrows indicate the temperatures at which deviations from
the T? behavior occur.

Fig.9.16 shows the Jow-temperature resistivity data for various values of the applied mag-
netic field. A meximum in dp/dT, associated with the magnetic ordering can be identified at
T = 2.1 K in the H = 0 data, and is indicated by small arrow in Fig.9.16a; this transition
temperature appears to drop below 0.4 K as field is incressed above 35 }c(} {Fig.9.16b), consis-

tent with the specific heat data. For applied fields between 40 kG and 50 kG, the resistivity
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appears to be linear in temperature down to our base temperature, as indicated by the dotted
lines in Fig.9.16; a dotted line for the H = 55 kG curve is also shown on the same plot, to

emphasize the non-linear temperature dependence towards low T of the respective p(T') curve.
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Figure 9.18 p(H) isotherms for YbPtogsIn, for H || ab and (a) T = 0.4 -
' ILOK(AT=01K),12-22K (AT =02K), and (b) T =
2.2-3.0K{AT =0.2K), 4, 6, 8 and 10 K; the arrows point to
the transition fields at T = 0.4 K, with the inset cxemplifying
how these critical fields were determined.

As the field is increased above 55 kG, the low-temperature resistivity can be described
as p(T) = ph + AT? (Fig.9.17), up to some maximum temperature values marked by
small arrows. These temperatures mark the cross-over from the non-Fermi liquid NFL region
observed at intermediate fields (40 kG < H < 50 kG), to a Fermi liquid-like FL regime at

low temperatures for H > 55 kG, consistent with the specific heat data. Similar to the case
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of YhPtIn, the linear range observed in p(T2) increases with increasing field, whereas the A
coefficient is decreasing with H.

Transverse magnetoresistance measurements were taken at constant temperatures ranging
from 0.4 K to 10 K. As shown in Fig.8.18, two different temperature regimes can be identified
in these data: for T = 04 — .1.8 K (Fig.9.18a), two transitions can be distinguished. The
small arrows mark the positions for these two transitions for T = 0.4 K, whereas the insct
illustrates how these critical field values were delermined. As the temperature increases up to
about 1.8 K, the upper transition moves down in field and broadens, whereas the position of
the lower one seems almost unaffected by the change in témperature. For temperatures hizher
than 2 KK (Fig.9.18b), the magnetoresistance isotherms display only a broad feature that looks

more like a cross-over rather than a transition.
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Figure 9.19 H | @b phase diagram for YbPtpgsln, as determined based
on specific heat (open symbols} and transport (full symbols)
data. The error bars on the high-field points represent the
uncertainty in determining the cross-over temperatures,

Using the detailed Cp(T,H) and p(T,H) measurements discussed above, the YbPtgsln T -

H phase diagram for H [| ab can be constructed. As can be seen in Fig.9.19, it is qualitatively
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similar to the corresponding T - H phase diagram for the stoichiometric compound (Fig.9.9):
in YbPtogsln magnetic ordering occurs at around 2.1 K. An almost field independent phase
line is apparent in the p(H) [p data around 8 k@, and it appears to persist close to the
magnetic ordering temperature. Increasing applied field drives the higher transition towards
T=0ata critical field values between 35 and 55 kG. At intermediate field values, signatures
of NFL behavior occur in the temperature-dependent resistivity (Ap(T} ~ T) and specific
heat (Cpr /T ~ —InT) for this compound. As field is increased abave 55 kG, the FL regime

is apparently recovered, as the resistivity becomes quedratic in T (Fig.9.17).
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Figure 3.20 H | ¢ specific heat data for YhPtpgzIn, for H = 0,20 and
40 kG; small arrows indicate the positions of peaks possibly
associated with the magnetic phase transition.

The similarities observed previously between YbPtIn and YbPtpggln are also present for
the H | e direction, as the Cp{T,H) and p(T,H) measurements indicate. As in the case of
the stoichiometric compound, significant torques on the specific heat platform and sample for

H > 50 kG may be the cause of the different transition temperature values, as determined by
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(a} YbPtposin low-temperature resistivity data for H || ¢, for
H =0-140 kG (AH = 10 kG), with the large dots marking the
possible magnetic ordering temperature; inset: H =.0 dp/dT,
with the small arrow marking the transition temperature. (b)
p(H) isotherms for T = 0.4 - 3.0 K (AT = 0.1 K). The critical
fields for the possible phase transition were determined as local
maxima in dp/di (as illustrated in the inset for T =1.2- 1.6
K}, and are shown as large squares.
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the two data sets mentioned above. Therefore we will only take inte consideration Cp(T H)
data for H < 50 kG (Fig.9.20). Similar to the H || eb measurements (Fig.9.14),the H || ¢
Cp curves reveal a magnetic transition around 2.1 K for H = 0 (Fig.9.20), which drops to ~
2 K for H = 40 kG, before the sample torques significantly; small arrows indicate the position

of the transition temperature for the three curves shown in Fig.9.20.
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Figure 9.22 T - H phase diagram for YbPtogsln (H || ¢}, as determined
from the specific heat {open symbols) and resistivity (full sym-
bols) measurements.

The temperature and field dependent resistivity data (Fig.9.21) indicate a slow suppreésion
of the magnetic order with the applied ficld. Fig.9.21a shows the p(T') curves in various applied
fields, with the lazge circles marking the phase fransition as determined from dp/dT'; the inset
illustrates how the transition temperature was determined for H = 0. Whereas at H = 0 the
transition temperature is consistent with the value determined from Cp data (Torg ~ 2.2
K), the critical field required to suppress this transition below our base temperature appears
to be around 120 kG, Given the limited temperature range at these high fields, for H = 130
and 140 kG we were unable to distinguish a linear or quadratic temperature dependence of the

resistivity. The magnetoresistance isotherms are presented in Fig.9.21b, and the large squares



245

on this plot alsc indicate the high-T' magnetic phase transition; in the inset, a few dp/dH
curves are shown to illustrate how the critical field values for the transition were determined.

Based on the Cp(T,H) and p(T,H) presented above, the H || ¢ T - H phase diagram for
YbPtg esln can be obtained, as shown in Fig.0.22. At low fields, this T - H phase disgram is
consistent with the in-plane one for this compound: a magnetic transition is apparent around
2.1 K, but the possible second one around 1.0 K is not visible in the H||c measurements; the T
~ 2.1 X transition is driven down in temperature by increasing a.pijlied fields, and it approaches
our base temperature (i.e., 0.4 K) around 120 kG. Lack of measurements below 0.4 K limits
our-ability to probe the existence of a QCP in this orientaticon, similar to the one at H2* = 35

kG for H || eb.

9.2.5 Hazall resistivity measurements in YbPi,gIn: H|ab

Based on the low temperature thermodynamic and transport measurements, YbPtln and
YbPtpgsln can be regarded as Ybh-based heavy fermion compounds with long range, possi-
bly reduced moment ordering that can be driven through a field-induced quantum critical
point, similar to _the previously studied Yb-based HF systems, YbRheSis (Paschen, 2004} and
YbAgGe (Bud'ko, 2005). In the latier two compounds, Hell effect measurements served as
additional tocls for characterizing the QCP and its effects on the finite-temperature properties
of these materiais.

In order to further explore the ficld-induced QCP our Yh-based compeounds, field-dependent
Hall resistivity measurements were performed for temperatures up to 300 K. However, the
data on the stoichiometric compound was noisy, given the limited (small) erystal size, and
meaningful Hall resistivity date could only be collected for the solution-grown compound for
H || ab. These measurements are shown in Fig.9.23.

We determined the Hall coefficient Ry for YbPtggsln in the low-field (H < 30 kG) and
~ high-field (H > 60 kG) regimes, as the slopes of the py () data shown in Fig.9.23 for various
T. (This alternative definition for the Ry (T} was preferred to doy / dH due to the scattering

of the data af low fields as seen later in Fig.9.25b). The results are shown in Fig.9.24 on
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Figure 9.23 TField-dependent Hall resistivity for YbPtogeIn (H | b) for
{a) T = 25-300 K and (b) T = 0.4 - 20 X (except for the T
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a semi-log scale. The high-H points (squares) show the expected levelling off of Ry {T) ss
T — 0, whereas the low-T data appear to have a larger variation with T. At temperatures
higher than 25 K, the two data sets merge (as the gy (H} data become rouéhly linear for the
whole field range [Fig.9.23a]). These data indicate that the field-dependent Hall resistivity will

be non-trivial and potentially of interest at low temiperatures.
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Figure 8.24 Temperature-dependent Hall coefficient of YbPtoggln (H
[ abd), with low-field {open symbols) and high-field {(full sym-
bols) peints determined as described in the text.

In the field-dependent Hall resistivity measurements shown in Fig.9.23, twe possible regimes
can be distinguished: a high-T regime (T > 25 K), where a monotonic (average) decrease with
fleld can be observed, despite the scattering of the data (Fig.9.23a), and a low-T regime (T
< 25 K), for which a minimum in the pz(H) data appesrs and sharpens as the temperature
decreases (Fig.9.28b). For T = 5§ — 25 K, the Hall resistivity curves show a fairly broad
minimum (Fig.9.23b), marked by the large gray dots, which moves down in field with decreasing
temperature. Below 5 K, this minimum is more and more pronounced, as emphasized by large

dots, and is almost unaffected by the change in temperature.

Coleman et el. (Coleman, 2001} have indicated that Ru{C) data {where C is a contrcl
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Figure 9.25 Alternative definitions of the Hall coefficient of YhPtgesln (H
{{ ad): (a}) Ry = pu / H and (b) Ry = dpy / dH, measured
at various temperatures. Except for the T = 0.4 K oncs, all
other curves are shiftad for clarity, by multiples of (a) 0.01
&t em /G and (b) 0.2 Q) cm /G. The large dots are the py
minime, shown in Fig.9.23, and the dotted line represents the
cross-over line, determined by the maximum-H on the low field
linear fits (see text).

parameter, i.e., H in cur case) can he used to distinguish between two possible QCP scenarios:
diffraction off of & eritical spin density wave SDW (manifesting as & change in the slope of
Ryr(C) at Cerit) or a breakdown of the composite nature of the heavy electron (signaled by the
divergenoe of the slope of Rg(C) at Couz). In our case, it is not clear what definition of thg
Hall coefficient should be used for comparison with the theory (4.e., either Ry(C) = P J/H or

Ry(C) = dpy / dH) since the magnetic feld H is itself the control perameter C. Therefore
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in Fig.9.25 we are presenting the Rg{H) curves determined using both of the aforementioned
definitions. When Ry(H) = pgy / H (Fig.9.252), the Hall coefficient is linear up to a field
value which varies non-monotonically with T, as indicated by the dashed line. This line is
shifted to higher field values with respect to the Hall resistivity line (Fig.9.23b), marked here
by the large diamonds. When using the Ry (H) = dpy / dH definition for the Hall coefficient
(Ig.8.25b), the maximum-H points on the low-field linear fits could be used as the criterium

for defining the Hall line (indicated by the dotted line).
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Figure 9.26 Revised YbPtp,gsln phase disgramn {H | «b). The solid lines
correspond to the phase lines from the T - H phase diagram
in Fig.8.19, and the symbols delineate the new phase line as
determined from the Hall resistivity data, using various criteria
as described in the text.

Regardless of what criterium is being used, the Hall measurements define a new phase Hue,
distinct from any of the ones inferred from either the Cp(T,H) or the p(H,T) data. Fig.9.26
shows the T — H phase diagram with the phase lines discussed before {lines}, also showing
the Hall line inferred from the various definitions (symbols). The line resulting from the
Hall resistivity pyr data (diamonds) seems ta persist even below T4, down to our lowest T.

However, the other two criteria used for the definition of the Hall line (Ry(H) = pg / H or
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Hypnex for the linear fit of Ry (H) = dpy / dH) mark yet another distinet line, which resembles
more the Hall line obscrved for either YbRhaSip {(Paschen, 2004} and YbAgGe (Bud’ko, 2005) -
as it appears to converge with the ”coherence” line, and the high-T magnetic ordering phase

boundary, at the QCP, around H&b,

9.3 Discussion

For both the YbPtIn and YbPtposIn compounds a number of similar properties, as well
as systematic differcnces, could be distinguished. Firét, the. small stoichiometry difference was
apparent from single erystal x-ray mesasurements, which also resulted in slightly reduced lattice
parameters and unit ce]l_ volumes in the YbPtIn system. Furthermore, the resistivity vélues
were shifted towards higher values in the Pt-deficient compound (Figs.9.2b-9.3) for the whole
temperature (T = 0.4-300 K} and ficld ranges (H = 0-140 kG) of our measurements. High
enough felds suppressed the magnetic order in both systems, at least for field applied within
the hasal plane: in a similar manner to the- T-scale in these compounds, the critical field value
was reduced in YbPtg gsln by comparison to the analogous one in YbPtIn. For the ¢ direction,
the field values required to suppress the magnetic order in YbPtgesIn and YbPtin were close
to, or respectively higher than our maximum available field (. e., 140 kG); this precluded us
from studying the low temperature properties of the two compounds cutside the ordered state,
for this oricntation of the fild.

Howe\rer, for H || ab NFL-like behavior cceurs in YbPtg.ggln for intermediate field values
and above the ardering temperatures, as indicated by the logarithmic divergence of the. Cn /T
data (Fig.9.15a) and the linear resistivity (Fig.9.16a). In YbPtIn the NFL region is less clearly
defined, as no linear region could be unembiguously identified in the resistivity (Fig.9.6),
whereas the logarithmic divergence of the specific heat was limited to a small temperature
range by a downturn in the C,, /T(InT) data (Fig.8.5} towards high T.

At low temperatures, and for H > H2 where a QCP is apparent for each of the two
systems, the FL-like behavior is recovered, as th_e resistivity shows a Ap ~ AT functional

dependence, more clearly defined in the Pt-deficient compound than in the stoichiometric one.
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All these observations lead us to believe that, whereas a QCP exists in hoth compounds around
H*" = 35 — 45 kG for YbPtg.osln, and 60 kG for YbPtlIn, the small disorder in the former
system in addition to the applied magnetic field induces a NFL regime in this compound, more
clearly than in the latter one.

To further study the nature of the field-induced QCP in the two systems, we analyze the
field dependence of the electronic specific heat coefficient v, and of the coefficient A in the
Ap ~ AT? resistivity. '
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Figure 9.27 The H || ab field-dependent clectronic specific heat coefficient
v of YbPtIn (open symbols) and YbPtp gsIn {full symbols).

The ficld-dependent electronic specific heat coefficient v could he estimated at low T,
outside the ordered state, and these values are shown in Fig.9.27. For both compounds, y(H)
was taken as the corresponding C,, /T value at T & 1.3 K, such as to avoid the low-T upturn in
the highest ficld data. A drastic decrease of v (almast an order of magnitude) can be observed
in Fig.9.27 for both compounds, for fields above their respectivc' Hgb.

The field dependence of the coefficient A of the quadratic resistivity is shown in Fig.9.28a;b
for YbPtIn and YbPtoesIn respectively. A 1/ (H — H%) divergence can be ohserved for
both compeunds, with HZ%' estimated from the fit as 64.4 kG for YbPtIn, and 56.0 kG for
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Figure 9.28 The H || ab T%-resistivity coefficient A as a function of field,
for (a) YbPiln and (b) YhPtpesln (symbhols); the solid line
represents a 1/ (H — H<%Y) fit, from which the expected
critical field values H2!® were estimated (see text). Inset: log
plot of A vs. y (symbols), with a linear fit (sclid line} used to
estimate the A / 72 ratio.

YbPtpgsln, This critical field value for the former system is consistent with the .H | ab
specific heat and resistivity data (Figs.9.4-9.9), which sugpested that H%® =~ 60 kG. In the
case of YbPtggzIn, where NFL: behavior was observed between 35 kG and 45 kG, the critical
field value can only be determined to a range within the above two field values; the H%/® = 58
kG determined from the A »s. 1 / (H — H%®) fit (Fig.9.28b) is within the above feld range,
thus consistent with the specific heat and resistivity date (Figs.9.14-9.26).

The proportionality A ~ ~® between the resistance coefficient A and the electronic specific
heat coefficient -y is emphasized by the logarithmic plots in the insets in Fig.9.28. In the case of
the YbPtIn compound (Fig.9.28a, inset), the solid line represents the Kadowaki-Woods ratio
AJ~4% = 2.6 % 1075 gt em / (mJ / mol K)2. Such a value is close to that observed for many
heavy fermion systems (Kadowaki, 1986), but slightly higher than the A / +? ratio reported
for YbRhgSis (Gegenwart, 2002); this, in turn, was larger than the values observed for most
Yb-besed intermetallic compounds (Tsujii, 2003). The corresponding value was larger still
in YbAgGe (Bud’ko, 2004), and it would appear that this is 2 common feature of Yh-based
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materials with field-induced NFL-like behavior,

"When we turn to the Pi-deficient compound (Fig.Q.ZBb, inset), a smaller A / 4* ratio is
indicated by the solid line: A /4% =~ 0.4 10™° uQem / (m] / mol K)2. This value is again one
order of magnitude larger than that expected for many Yh-based compounds (Tsujii, 2003},
and several times smaller than the ratio observed for the stoichiometric YbPtIn compound
" (Fig.9.28a). In light of chservations of suppression of the A coefficient due to site disorder
" (Tsujii, 2003; Lawrence, 1985), we may have to consider the A / v* ratio for YbPto.gsln as &

reduced velue from the enhanced ratio observed for the ordered compound.

9.4 Conclusions

The detailed field- and temperature-dependent measurements presented here allowed us to
confirm that YbPtIn is a heavy fermion compound, as has been presented by Trovarelli et al.
(2000a). In addition, we showed that a field-induced QCP exists in this material, at least for
H || ab, with H2* =~ 60 kG. In addition to the magnetic field used as a tuning parameter,
we showed that a small Pt-deficiency introduced in this system had effects consistent with
positive pressure applied to Yb-based heavy fermion compounds. Thus, in the YbPtyesln
compound we also see a suppression of the magnetic ordering by applied magnetic field; in
addition, the small disorder also suppresses the ordered state {(both Ty and H, have smaller
values in this compound than the similar ones in YbPtIn), and gives raise to a NFL region
characterized by linear resistivity and logarithmie divergency of the specific heat, as also seen in
the previously studiéd HFE systems with feld-induced NFT behavior, YbRh;8i; and YhAgGe.
As the critical field required to suppress the magnetic order in the c direction appeared to
exceed our maximum field, experiments to higher fields would be desirable in order to extend
the comparison with YbRhySis and YhAgGe to the effects of anisotropy on the field-induced
QCP.
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CHAPTER 10. Summary and conclusions

The present work was initially motivated by the desire to continue the study of complex
metam'agnetism in relation to the crystal structure of varions compounds; this study already
included tetragonal compounds like HoNigByC (Canfield 1997b; Kalatsky 1998) and DyAgShe
{(Myers 1999), in which the rare earths occupy unique tetragonal positions. We intended to find
hexagonal systems suited for such a study, with complex metamagnetic properties, and the
gearch for extremely anisotropic hexagonal compounds turned into a rewarding exploration.

We identified and grew most of the heavy rare earth members of two isostructural series,
RAgGe and RPtIn, both belonging to the hexagonal FepP family of materials. In each of
these series we found one compound, TmAgGe, and ThPtIn respectively, that was suitable for
a simple study of angular dependent metamagnetism: they had three rare earth ions in the
unit cell, positioned at a unique crystallographic site with orthorhombic peint symmetry. The
magnetization of both TmAgGe and ThPtIn was extremely anisotropic, with larger values for
the in-plane orientation of the applied field than in the axial direction. Complex metamagnetic
transitions existed for field within the ab-plane, and, similar to the case of the tctragonal
compounds RNipB2C and DyAgShs, they depended on the field orientation within the basal
plane. We were thus able to develop a two-dimensional model, the three co-planar Ising-like
systems model, which described well the angular dependence of the metamagnetic transitions
in the TmAgGe and ThPtIn hexagonal compounds. Having three magnetic moments in the
hexagonal unit ce]i, in orthorhombic point symmetry positions, added to the complexity of
the analysis compared to the cese of tetragonal compounds having one rare earth atom per
unit cell, in tetragonal point symmetry. However, the three co-planar Ising-like systems model

yielded complex, but intelligible angular dependencies of the critical fields and locally saturated
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magnetizations for the various metamagnctic transitions observed experimentally. Having
found two systems with different rare earth ions (Tm and Tb) and different ligands (Ag, Ge
and Pt, In) gives us some confidence that this behavior may be generic to the FeoP-based
compounds, and potentially even more widely applicable. Furthermore, we generalized this
model to & three non-planer Ising-like systems model, in an attempt to understand the nature
of the magnetic order in the non-planar magnetic RPiln compounds (R = Dy - Tm); even
though a more detailed analysis is needed to optimize it, this three-dimensional model could
also be developed into a useful tool for characterizing hexagonal compounds with orthorhombic
point symmetry of the rarve earth site. h

In addition to these extremely anisotropic compounds, the R = Yb members of each of
the aforementioned series proved to be heavy fermion HF compounds; the apparently small or
reduced moment ordering in YbAgGe and YbPtin corresponded to an increase in the ordering
temperature from l. K in the former system, to 3.4 K in the latter one. In addition, a small Pt-
deficiency in YhPtIn yielded a very different transition temperature (~ 2.1 K) in the flux-grown
YhPtoosIn compound. In all three compounds a feld-induced QCP was observed; for the two
Aux-grown ones (.e., for YbAgGe and YbPtoesIn), signatures of field-induced NFL behavior
could also be identified, which were less obvious in the YbPtIn compound. A remarkable
feature of the YbAgGe compound iz the extended relevant field- and temperature-ranges are
enhanced compared to YbRhgSis (Trovarelli, 2000b; Gegenwart, 2002; Ishida, 2002; Paschen,
2003; Paschen, 2003), making the pliysical properties of this compound experimentally more
accessible, and the e;:tended T = 0 non Fermi liquid-like regime., These observations made
YbAgGe and YbPtln extremely interesting. Once more, having two examples of isostructural
heavy fermion 1naterials, with very different ligands (which greatly affect the hybridization in
these systems) allowed us to analyze their individual preperties, and also to compare similar
effects in compounds with very different ligands. Moreover, having YbPto.gsln single crystals,
in addition to the stoichiometric YbPtIn, offered the possibility of analyzing the effect of
disorder on its properties in comparisen to those of the stoichiometric system.

We can thus conclude that the RAgGe and RPtIn series of compounds presented in this
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work cover a rich spectrum of physical properties. The anisotropy and metamagnetism are
particularly interesting in light of the crystal structure of these compounds, a hexagonal unit
cell with unique rare earth site in orthorhombic point symmetry. The four position clock model
(Kalatsky 1998) developed for tetragonal systemé with the magnetic moments in tetragonal
point symmetry,. together with the three Ising-like systems madel for hexagonal unit cell with
moments in erthorhombic point symmetry, should provide useful tools for further studies of
metamagnetism in other systems with planar symmetry. Further work should be devoted to
finding tetragonal compounds with rate earths in orthorhombic point symmetry, which might
be similar to TmAgGe and TbhPtln, or hexagonal systems with the magnetic moments occu-
pying umnique trigonal or hexagensal peint symmetry positions, with the latter resembling more
HoNipBC and DyAgShy. Also, more detailed measurements and a more complex version
of the three non-planar Ising-like systems maodel might further our understanding of meta-
megnetism in less anisotropic compounds. Finally, it is desirable to continue the search for
Yb-based heavy fermion compounds, given the limited number of existing stoichiometric such
systems, in which QC phase transitions and NFL behavior can be induced by the application

of megnetic field.
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